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Abstract 

Over the past few years, mobile communications has experienced an exponential growth in the 
number of subscribers. This has driven the need for efficient use of bandwidth to support more 
users, provides better quality of services and higher data rates for multimedia applications. 
Smart antenna (SA) technologies emerge as a promising candidate to fulfill these requirements. 
The main functionality of the SAs is to exploit spatial properties of the channel to mitigate fad-
ing, interference and noise. Although SA techniques have received enormous attention, several 
aspects of these technology have not been fully investigated. This motivates the work reported 
in this thesis that focuses on the performance analysis of compact antenna arrays (CAAs) span-
ning from theoretical analysis to simulation of the effect of the antennas and the channel on the 

performance. 

The contributions of this thesis are four fold. Firstly, the implementation of COST 259 direc-
tional channel model in terms of a tapped delay line is developed. While the implemented chan-
nel model facilitates link level simulation, capacity analysis indicates that the delay spread has 
relatively small impact as compared to the azimuth spread (AS) on the channel capacity. Sec-
ondly, an antenna model which incorporates various antenna effects into the performance study 
of antenna arrays (AAs) is developed. A comprehensive study of these effects through com-
puter simulations reveal that the use of ideal parameters in the literature always over-predicts the 
actual system performance. The use of different antenna configurations yield different results 
with some arrays performing better in certain scenarios than others. Furthermore, a proposed 
mutual coupling (MC) model explains the conflicting results reported to date in the literature. 
The overall effect of MC is to reduce the system performance despite lower fading correlation 
is being obtained between pair of elements when MC is taken into account. 

Thirdly, the impact of using different azimuth-of-arrival (AOA) and elevation-of-arrival (EOA) 
distributions on the performance of various AAs is found to be minimal. The determining 
factor for the AA performance is the standard deviation of the underlying distribution. Fi-
nally, three-dimensional spatial fading correlation (SFC) models for several CAA geometries 
are developed. The closed-form SFC functions are expressed in terms of AOA, EOA and the 
geometry of the AA under study. Such closed-form expressions can be used to determine the 
correlation matrices at both base station and mobile station and thus are important in assisting 
the capacity analysis of single-input multiple-output and multiple-input multiple-output sys-
tems. Furthermore, the developed SFC functions also enable the sensitivity of the AAs to be 
evaluated through the performance patterns. The results provide invaluable insight that can 
ultimately assist the design of AA algorithms. An extensive analysis on the array's sensitivity 
shows that the system performance is more AS dependent than ES while the effect of mean-
azimuth-of-arrival and mean-elevation-of-arrival is array dependent. The results also show that 
the AS is the primary factor affecting antenna correlation and the impact of ES is mainly no-
ticeable at small AS values. Nevertheless, in evaluating the performance of AAs, both AOA 
and EOA must be taken in account. Capacity analysis also demonstrates the practicability of 
deploying electromagnetic vector sensor (EVS) and EVS arrays as compact AA receivers. 
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Chapter 1 
Introduction 

The migration of mobile communication from second to third generation (3G) or beyond entails 

high data rate communication, a reliable link at anytime and anywhere as well as better quality 

services [1,2]. To be able to satisfy these demands, adaptive antenna arrays (AAs) can be 

employed at both base station (BS) and mobile station (MS) to improve the overall system 

performance [3-7]. The research on the application of AAs at the BS has been active over the 

past few years as there are less implementation constraints [8]. Recently, the use of AAs at 

the MS has been given attention with the idea that the compact AAs could be mounted at the 

back of the user terminals [8-11]. This new application faces a number of challenges. Firstly, 

the limitation in the physical size of the mobile limits the number of antenna elements that can 

be mounted on the units. Secondly, the lack of understanding of the impact of propagation 

conditions from the perspective of the MS. Thirdly, an appropriate signal processing algorithm 

for the AAs in mobile requires careful design which must take into account the performance 

and complexity requirements of the terminals. 

In broader terms, the limitation of the size of the MS will impact directly on the performance 

of an AA. Various antenna specific effects such as antenna patterns, AA configurations, mu-

tual coupling (MC), etc. will have a significant impact on the array's performance and must 

be adequately characterised. Unfortunately, little work has been reported in the literature that 

comprehensively investigates their impact on the system performance. It is a common prac-

tice to assume the antenna elements used are isotropic. The use of this ideal antenna which 

radiates equally in all directions simplifies the analysis and yields a better performance than is 

obtained when more practical antennas are used. Furthermore, the AAs used in the literature 

are typically in uniform linear configuration. It is well known that the uniform linear array 

(ULA) performs better in broadside than in endfire conditions. However, the performance of 

other AAs such as uniform circular arrays (UCA) and uniform rectangular arrays (URA) has 

not been adequately investigated. Due to the geometry of the arrays, the array performance can 

vary significantly under different channel conditions. In order to obtain the overall array perfor-

mance, an extensive analysis on a particular array configuration is generally required and thus 
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precludes many practical approaches. Though MC has been theoretically and experimentally 

investigated, the study of the effect of MC in the system performance is not fully understood. A 

number of conflicting studies have been reported in the literature examining the impact of MC. 

It was shown that the performance of adaptive AAs in the presence of MC degraded signifi-

cantly as compared to the case of no MC [12, 13]. However, [14,15] show that MC decreases 

the correlation of the received signal between antenna elements. Hence, to accurately evaluate 

the system performance of AA, the effect of MC must be fully modelled. 

Since the functionality of the AA is mainly based on the exploitation of the spatial properties 

of the multipath channel, it is imperative to gain a good understanding of the influence of an-

gular parameters on the performance of AA. In general, the angular domain comprises both 

the azimuth-of-arrival (AOA) and elevation-of-arrival (EOA). Different statistical probability 

density functions (pdfs) have been deployed to model the AOA and EOA of the multipath com-

ponents (MPCs) that arrive at the MS. The AOA statistics have been extensively investigated 

for both indoor and outdoor environments whereby uniform, Gaussian and Laplacian pdfs have 

been proposed in [16], [15] and [17] respectively. On other hand, the EOA has received little at-

tention and is usually modelled as a uniform or Laplacian pdf as suggested in [11]. Most of the 

work reported in the literature derives a spatial fading correlation (SFC) for a particular AA and 

AOA distribution assuming the elevation is contained in the horizontal plane only. For instance, 

[18] derived a closed-form SFC in uniform AOA for the ULA; [19] derived a closed-form SFC 

in Laplacian AOA for the UCA and [15] derived a closed-form SFC in Gaussian AOA for the 

ULA. A more unified approach proposed by [20] studies the SFC for the ULA in the uniform, 

Gaussian and Laplacian AOA pdfs using a geometrical based channel model. In addition, an 

approximate SFC expression averaged over all possible azimuth orientations of the MS is de-

rived in [21]. The SFC in this case is computed based on uniform distribution within an azimuth 

range parameterised by angular spread U < A < 1. In [22], an attempt is made to derive a sim-

ple generalised equation for the SFC using the three AOA pdfs discussed. Unfortunately, the 

generalised SFC is only applicable for small azimuth spread (AS) and mean-azimuth-of-arrival 

(MAOA) close to 00.  Furthermore, the approximated SFC which is derived based on Gaussian 

distribution tends to over predict the correlation value for Laplacian distributions at higher cor-

relation, and under predict for uniform distributions at lower correlation. Recent work in [23] 

derived the SFC for each of the distributions for ULA by taking clustering into account. Sim-

plification of the SFC analysis can be achieved as [24] demonstrated mathematically that the 

impact of AOA pdfs is insignificant and what matters is the AS. Furthermore, [24] also shows 

2 
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that many AOA statistics obtained through measurements yield Laplacian distribution of the 

nominal AOA. However, the derivation is limited to the ULA case and it assumes the array has 

a beamwidth much wider than the AS. 

While the results in these works are important for diversity studies, they are mainly limited to 

the azimuth plane only. Aulin [25] extended the classical Clarke model [26] by incorporating a 

three-dimensional (3-D) approach. Aulin assumed that the AOA is uniformly distributed over 

[0,27] while the EOA is non-uniformly distributed around the horizontal plane. The SFC is 

expressed in terms of an integral of a Bessel function of the first kind of zero order. Apart 

from Aulin, several 3-D models have also been reported recently [27,28]. Teal [27] presented 

a model analysis approach which claimed that it allows closed-form expressions for the SFC to 

be obtained for arbitrary scattering distribution functions. Unfortunately, the model is limited 

to the case of the ULA and the result for the 3-D case is only expressible in terms of some 

integrals'. On the other hand, Mohasseb [28] proposed a 3-D spatio-temporal simulation model 

for the ULA (both vertical and horizontal arrays) which is useful for space-time coding. The 

major shortcoming of this geometrically based model is computational inefficiency whereby 

scatterers are needed to be deployed tailored to the specific channel parameters. 

None of the above work yields expressions in closed-form that relate different parameters as-

sociated with AOA, EOA and the geometry of the AA so that the SFC can be easily evaluated. 

Such a closed-form expression is needed to simplify the analyses of the impact of these param-

eters on the system performance particularly for systems employing smart antenna technology. 

To date, there also exists no generalised SFC function that describes the SFC between element 

pairs of a given AA for a given distribution in both AOA and EOA domains. 

Significant degradations in performance can be observed in scenarios with small AS but sig-

nificant elevation spread (ES) if only AOA is considered. This is due to the fact that the per-

formance of the handset AAs is also dependent on the effect of EOA since the handset could 

be randomly oriented [29]. Moreover, recent measurement results have also demonstrated the 

practical significance of EOA. In particular, [30] showed that about 65% of the energy was in-

cident with elevation  larger than 10° above the horizontal while [31] reported that about 90% 

of the energy was incident with elevations between 0°  and 400.  Interestingly, [32] reported 

an average ES of 9° for several environments ranging from indoor to outdoor while [33] mea- 

Though two-dimensional cases are reducible to closed-form. 
2The measurement results reported here define the elevation angle with respect to the azimuth plane. 
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sured values of 70.6°  for the AS and 28.8° for the ES with Laplacian power spectra in vertical 

polarisation for the indoor-to-outdoor environment. 

Another assumption that is commonly adopted in the literature is the isotropic scattering at the 

MS. Despite being widely used, recent measurement results in [30-35] demonstrate that it is 

not always true to assume isotropic scattering at the MS, particularly in dense urban areas with 

street dominated environments (where the canyon effect is significant) and for outdoor-indoor 

cases. Moreover, in AA terminal receivers, the beamforming algorithm itself will determine 

the effective angle spread that is being observed [36]. 

1.1 Objective and contributions to knowledge 

1.1.1 Objective 

Based on the problems addressed above, a number of possible solutions are generated which 

form the motivation of the work reported here. The main objective of this thesis is to study 

in detail the main constraints on the application of compact arrays and to describe how such 

constraints can be modelled and incorporated from the perspective of antenna and channel pa-

rameters. In this regard, 3-D SFC models are developed which facilitate the study of the impact 

of antenna parameters and channel conditions on the system performance, hence, permitting the 

study of the trade-offs between the associated channel and antenna parameters in the develop-

ment of compact arrays. The work reported here can be used to identify optimised parameters 

for specific scenarios so that system performance can be maximised. The developed SFC mod-

els can also be used to determine the correlation matrices at both transmitter and receiver in 

multiple-input multiple-output (MIMO) systems. 

1.1.2 Contributions 

Several contributions regarding the performance analysis of the AAs from the perspective of 

antenna and channel issues are addressed in this thesis. The main contributions of this work 

can be summarised as: 

The implementation of the Cooperation européenne dans le domaine de la recherche 

Scientifique et Technique (COST) 259 channel model using a tapped delay line (TDL) is 

reported which facilitates link level simulations for AA system [37, 38]. 

12 
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. An antenna model that incorporates various antenna effects into the performance study 

of AAs systems is developed. In particular, the proposed MC model can explain the 

apparently conflicting claims reported in the literature [39, 40]. 

It is shown that the impact of using different AOA and EOA distributions on the perfor-

mance of different AAs is insignificant. The key parameter for system performance is 

the standard deviation of the underlying distribution [41]. 

3-D SFC models for ULA, UCA, URA, electromagnetic vector sensor (EVS) and EVS 

arrays are developed. The closed-form SFC functions are expressed in terms of AOA, 

EOA as well as the geometry of the AA under consideration. The closed-form SFC 

expressions can be used to determine the correlation matrices at both the BS and MS for 

capacity analysis [42-45]. 

. An extensive analysis to determine the sensitivity of the AAs over all possible angles is 

carried out. This gives the invaluable insights into the array's performance for many sce-

narios. Such a performance pattern can assist the design of AA algorithms by exploiting 

the characteristics of the AA in advance [46]. 

The practicability of introducing a MIMO receiver for MS using EVS and EVS arrays 

over traditional arrays is demonstrated. The EVS and EVS arrays offer several advan-

tages in terms of their capability to exploit multipath richness, reduced dependency on 

the angular of arrival as well as the capability to yield higher performance for a given 

increase in antenna spacing [46]. 

1.2 	Organisation of the thesis 

The rest of the thesis is structured in chapters as follows: 

Chapter 2 

This chapter presents an overview of the relevant information in the area of antenna and 

wireless propagation. Some fundamental properties of the antenna and propagation channel 

are highlighted. A number of techniques that can be employed to enhance system performance 

by means of diversity are revisited. This is followed by investigating the tradeoff between the 

performance and complexity for the various combining algorithms used in spatial diversity 

receivers. 

5 
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Chapter 3 

This chapter outlines the implementation of the COST 259 macrocell channel models. Major 

channel effects are discussed and incorporated into existing channel models with certain mod-

ifications and assumptions. Channel capacity analysis of the implemented channel model is 

presented to study the impact of delay spread (DS) and AS. The capacity results reveal that the 

impact of the AS is more significant than the DS. The importance of correlation matrix and 

eigenvalue decomposition (EVD) techniques is also discussed. 

Chapter 4 

This chapter presents an antenna model that incorporates various antenna effects into the perfor-

mance study of AA systems. The various antenna parameters that affect the array performance 

are first identified and described. This is followed by a comprehensive study of the antenna 

effects by means of computer simulation. The important result obtained in this chapter is that 

the MC causes fading decorrelation which in principle leads to performance gain, but this is 

compensated by the effect of signal cancellation that reduces the received power. The overall 

effect of MC is to reduce the system performance. 

Chapter 5 

This chapter investigates the impact of the AOA and EOA distributions on the performance 

of different AA topologies. Several typical pdfs for AOA and EOA are studied. The analysis 

shows that the actual distribution for the AOA and EOA is not a primary concern, but instead 

the associated AS and ES values are the key parameters that determine the performance. 

Chapter 6 

This chapter derives closed-form expressions for the SFC functions of various AAs in a 3-

D multipath channel. The SFCs are expressed in terms of the AOA and EOA as well as the 

geometry of the AA under consideration. Verification is carried out through computer simu-

lation. The application of the developed SFCs are highlighted. In particular, the importance 

and dependency of the angular parameters on the system performance is demonstrated by the 

developed performance pattern. Capacity analysis for MIMO systems employing various AA 

configurations for different channel conditions is also presented. 

Chapter 7 

In the final chapter, some concluding remarks are presented and possible future work is de-

scribed. 



Chapter 2 
Principles and background 

information for antenna and wireless 
propagation 

The performance of wireless communication systems depends strongly on various factors, par-

ticularly the antennas that are used and the propagation channel encountered. Thus, it is vital 

to gain a good understanding on the area of antennas and propagation so that their impact on 

the system performance can be studied. This chapter presents an overview of the principles 

and background to the area of antennas and wireless propagation which form the basis of this 

thesis. The rest of the chapter is structured as follows: Section 2.1 briefly reviews some of 

the basic but important antenna theories that assist in understanding the concept of antenna as 

a source of communication. The properties of various groups of antennas and AAs are also 

outlined; Section 2.2 discusses some important properties of wireless propagation channel as-

sociated with selectivity and dispersion; Section 2.3 revisits a number of diversity techniques 

that can be used to enhance the system performance based on the exploitation of the channel 

and antenna; Section 2.4 gives an overview of the number of techniques that employing spatial 

diversity. The tradeoff between the performance and complexity of these techniques are also 

compared in this section; Section 2.5 outlines and explains a number of commonly used terms 

in the context of AAs. Finally, Section 2.6 summarises the chapter. 

2.1 	Review of basic antenna theory 

2.1.1 Fundamental antenna parameters 

This section aims to give an overview and definition for some fundamental antenna parameters. 

These parameters are widely used in the antenna community to describe the characteristics and 

performance of an antenna. Due to large number of parameters, attention is only focused on 

those that will be used in this thesis as given as follows: 

7 
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1. Radiation patterns: how to evaluate a radiation field? 

The radiation pattern of an antenna is defined as a mathematical function or graphical rep-

resentation of the electromagnetic waves emitted by the antenna as a function of space 

coordinates. In general, the radiation pattern of a radiating element (antenna) can be 

mathematically expressed by invoking Maxwell's equations. The derivation of far field 

radiation patterns for antennas such as a short dipole and a halfwave dipole (HD) have 

been demonstrated in many antenna textbooks [47-50] and will not be further described 

here. Instead, general guidelines for radiation pattern evaluation are summarised as fol-

lows where the electric and magnetic current density are specified as J (in A/rn2) and M 

(in V/rn2) respectively: 

1. Determine a magnetic vector potential A due to J using 

r fV 
C —ik.Wrd  

A 	[] J 	dv' (wb/m) 	 (2.1) 
47rJ 	T 

where the scalar po  is the permeability of free space, scalar rd  is referred as a dis-

tance between the source and the observation point in meter, the term V represents 

the integral over the volume and scalar k signifies the wave propagation number 

given by 27r/A where ) is the wavelength. 

Determine the electric field, E from the vector A. For a z directed line source 1  1(z'), 

under far field conditions, A can be simplified to 

f A = 	-- 	
Td 

	

1(z') 	dl' 	 (2.2) 

	

4ir 	

rd 

where z is the unit vector in the z-direction Then the vector E is given by 

E = —jwA (VIm) 	 (2.3) 

Determine the magnetic field B from vector E. Using the plane wave relation where 

the vectors B and E are perpendicular to each other and to the direction of propaga-

tion, B is then given by, 

B= — - -xE (A/m) 	 (2.4) 
/10 

'Unless otherwise specified, the antenna used in this thesis is assumed to be z-oriented (directed) i.e. in parallel 
to the z-axis 
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where x denotes the cross product. Similarly, the far field radiation due to magnetic 

source M can be determined in a similar manner by first computing electric vector 

potential F [47]. 

Radiation intensity 

Radiation intensity is defined as the power radiated from an antenna per solid angle ex-

pressed as 

U(ço,O) = Urn f(co,9)I2 	 (2.5) 

where the scalars p and 0 are the azimuth and elevation angles respectively. The term 

Urn is the maximum radiation intensity given as Urn  = U(cornax,Ornax) and f(ço,0) 

is the normalised radiation pattern in the direction of maximum intensity signified by 

(comax, Omax) It is straightforward to obtain the total power radiated by an antenna in 

space by 
p I2ir r 

P = I 
Jo 
	U(ço,0) sin (0)dçodO 	 (2.6) 

where sin(0)dcpdO is the element of solid angle in spherical co-ordinates. Thus, the 

average radiation density is given by 

	

Uav 	
47 
	 (2.7) 

Directivity 

The directivity, D, is an important parameter for an antenna, which is defined as the ratio 

of the radiation intensity in a given direction from the antenna to the radiation intensity 

averaged over all directions [47-49]. The average intensity is equal to the total power ra-

diated by the antenna divided by 47r. However, if the direction is not specified, maximum 

direction radiation intensity is assumed. Mathematically, D is given by 

D(o,0) - U(p,O) 
(2.8) 

- Uave 

Substituting (2.5) and (2.7) into (2.8) gives 

	

4ir f(p, 0) 1' 
D(p,0) = 27r 7r 	 (2.9) 

f0 f0 f(co, 0)l 2sin(0)dcodO 

4. 3dB beamwidth 

The 3dB beamwidth is defined as the angular separation of the points where the power 
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drops by half relative to the maximum [47-49]. This parameter describes the resolution 

of an antenna to differentiate two closely located radiating objects. The sidelobe level of 

an antenna can also be qualitatively determined whereby large beamwidth corresponds 

to low directivity. 

5. Polarisation 

In this thesis, a plane wave propagation is assumed where the electric and magnetic fields 

lie in planes that are perpendicular to each other. The polarisation of a plane wave can 

be characterised by the electric field traced out with respect to time at a fixed observation 

point. The traces generated can be generally described by using a polarisation ellipse as 

shown in Figure 2.1(a) [51,52]. The scalar 'y is the auxiliary polarisation angle by which 

the electric field component in the y direction, E, leads the electric field component in 

the x direction, E. given by 

'y=tan- 	00 -y90° 	 (2.10) 

where E1  and E2  are the amplitude of the linearly polarised wave in the x and y direction 

respectively. The scalar 77 (-180° < 77 < 1800) is the polarisation phase difference. 

Another way to describe wave polarisation is using the Poincaré representation where 

the scalars 'r (0°  < . < 180°), tilt angle 2and € are introduced. The scalar € is given by 

€ = tan1 
(JR)' 	

450 < 	450 	 (2.11) 

where AR is the axial ratio of the ellipse defined as the ratio of the major axis to the 

minor axis. Note that a set of parameters -y and ij or € and r is sufficient to characterise 

the polarization state of a electromagnetic wave. Knowing the value of one of the set, 

allows the other set to be easily evaluated. Linear and circular polarisation are special 

cases of the elliptical polarisation as depicted in Figure 2.1(b). A linear polarised wave 

occurs when 97 = 0 (or AR = oo). For vertical polarisation, E1  = 0 while for horizontal 

polarisation E2  = 0. A 45° linear polarisation is produced when E1  = E2. For circular 

polarisation, 77 ±90° (AR = 1) and E1  = E2  which the positive sign signifies the left 

circularly polarised and vice versa. Examples of antennas that produce linear and circular 

polarisation are dipole and helix antennas. The discussion so far is only concentrated on 

2Tilt angle is defined as the angle between the positive x-axis and the major axis. 

10 
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Figure 2.1: The output of the trace represents the polarisation state of the wave. 
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deterministic polarisations. In practice, the transmitted signal can have a random polari-

sation due to the reflection and scattering of different MPCs that make up the signal. This 

causes a difference in power between the vertical and horizontal polarised components at 

the receiver. 

2.1.2 Classification of antennas 

Antennas can be categorised into several classifications based on their function, size and fre-

quency of operation. 

Electrically small antennas 

The term small refers to the physical size being much less than a wavelength. This type 

of antenna is one of the simplest and commonly used antenna for many applications. 

The operating frequency of the electrically small antenna is in the range of very high 

frequency and below. Due to its simplicity, a mathematical framework can possibly be 

developed more easily than for other complex antennas for the purpose of theoretical 

analysis. Some basic properties of the electrical small antennas include very low direc-

tivity, low input resistance, high input reactance and low radiation intensity. Short dipole, 

small loop and monopole are examples of this group of antennas. 

Resonant/wire antennas 

This type of antenna is also simple and relatively easy to analyse. It has low to mod-

erate gain with broad main beam and input impedance close to being a real value. The 

operating frequency of resonant antennas are from high frequency to the GHz range but 

with a narrow bandwidth. HDs and microstrip/patch antennas are examples of resonant 

antennas. 

Broadband antennas 

This term broadband refers to the higher operating bandwidth of this type of antenna 

compared to the resonant ones. Broadband antennas offer acceptable performance in 

terms of pattern, gain and impedance whereby these parameters are approximately con-

stant over the wide range of frequency. The basic properties of the broadband antenna 

include low to moderate constant gain, and real input impedance. Spiral, helical and log 

periodic dipole arrays are examples of broadband antennas. 

Aperture antennas 

12 
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The term aperture reflects that this type of antenna has an opening through which prop-

agating waves can flow into the waveguide. The aperture is usually several wavelengths 

long. The basic properties of aperture antennas include moderate bandwidth, high gain 

and the gain increased with frequency. Typically used in aircraft and spacecraft applica-

tions, horn and reflector are examples of aperture antennas. 

2.1.3 Typical mobile antennas 

Apart from the halfwave dipole, patch antenna, loop and monopole, some typically used anten-

nas in the mobile communications are briefly reviewed. 

Quarter wavelength monopole (Whip) 

By applying the principle of image theory with a ground plane of infinite size [53], a 

monopole antenna can be obtained. If a ground plane is placed at the centre of a dipole 

with the lower part of the dipole removed, a monopole antenna is formed. The handset 

case can be used as the ground plane of this type of antenna. Since the effective length 

is half of the HD, we expect the input impedance is reduced by half of that found in the 

dipole counterpart i.e. about (36 + j21.3)ft The radiation only takes place in the upper 

part of the ground plane; therefore double the directivity of a similar dipole i.e. 3.28 

is obtained. The radiation patterns of monopole antennas depend on the type of ground 

plane used. This type of antenna is suited to mobile communication because of its small 

physical size. 

Helix 

A helix antenna is an example of a broadband antenna. Basically, the helix consists of a 

conducting wire wound in the form of screw thread under a ground plane. The important 

parameters associated with helix is the number of turns, diameter and spacing between 

each turn as well as the pitch angle, defined as the inverse tangent of the ratio between 

successive turn spacing and the circumference of the helix. Depending on the pitch angle, 

the helix can be reduced to either a loop antenna or a linear straight wire. The radiation 

characteristics of the antenna can be varied by adjusting its geometrical properties com-

pared to the wavelength [47]. The input impedance is strongly dependent on the pitch 

angle and the size of the conducting wire [47]. Circular and linear polarisation can be 

achieved using a helix since it has an elliptical polarisation in the general case [49]. The 

13 
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common modes of operation for helix are normal mode and axial mode. Other types of 

helix antennas are bifilar and quadrifilar helix [54]. 

3. Planar inverted-F antenna 

A planar inverted-F antenna (PIFA) is one of the most compact patch-type antennas and 

was originally called open microstrip antennas. The usage of this type of antenna is be-

coming increasingly popular. The PIFA antenna literally looks like the letter 'F' lying 

on its side with the two shorter sections providing feed and ground points and the 'tail' 

providing the radiating surface. The main advantage of PIFA is its compact size as com-

pared to the square patch antenna and thus it can easily be incorporated into wireless 

handsets. PIFA has a very good bandwidth capability [29]. Apart from that, embedded 

PIFAs has less requirement for a separate dielectric carriage, which normally degrades 

the efficiency of the antenna. In general, PIFA antennas require the use of a ground plane, 

which is usually the cellular phone circuit board ground plane. PIFAs make good embed-

ded antennas in that they exhibit a somewhat omnidirectional pattern and can be made to 

radiate in more than one frequency band [54]. 

2.1.4 Antenna arrays and smart antennas 

As mobile technology advances, many applications (such as tracking and interference rejec-

tion) require more flexible and powerful antenna systems with specific characteristics that a 

single antenna is not capable of providing. Such a limitation can be overcome by means of 

arranging the antenna elements in certain electrical and geometrical configuration to form an 

AA. In an interference rejection application for example, one can use AAs to form a beam (with 

high gain/directivity) directed towards the desired user while simultaneously forming nulls to 

the interfering users. Furthermore, for tracking applications, the beam of the underlying an-

tenna systems (algorithm) must be able to follow the user as they move along a given trajectory. 

The use of AAs in these scenarios is termed as spatial filtering or array beamforming, which 

have received significant attention in wireless communication systems employing space divi-

sion multiple access. 

Two main areas of research can be found in the literature namely array synthesised and adap-

tive beamforming (smart antennas). In general, adaptive arrays outperform synthesised arrays 

in performance since the adaptive processing is based on statistically optimum processing while 

the synthesised array has a fixed array response to a random time varying fading channel. The 

14 
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fixed weight3  synthesised array is easier to implement in the mobile terminals due to its low 

complexity. This helps in reducing the cost and processing power required at the user terminal. 

Part of the work in this thesis involved in investigating fixed weight synthesis arrays and the re-

sponse of the arrays to various channel conditions and antenna parameters. The basic concepts 

and terminologies (such as directivity, 3dB beamwidth and radiation pattern) for AAs remain 

the same as the single antenna case. However, parameters needing further attention are the 

steering vector (SV) 4  and the array manifold of the AA. A SV is the response of the AA to the 

incoming signal that relates the phase of the signal at each of the antenna elements with respect 

to a reference element usually located at the origin of the coordinate system. In general, the SV 

for an AA with arbitrary element positions as shown in Figure 2.2 is given by the response of 

each antenna element to the incoming signals i.e. 

T 
a(,O) = 

[ a
1(,0), a2(,O) 	,aM(,O) ] 	

(2.12) 

where the superscript [.]T  represents the transpose. The response of each antenna element 

of the AA can be determined by considering the direction cosine which represents the spatial 

distance of the antenna element in with respect to the reference element. Thus, each element of 

the SV in (2.12) is given by 

am(p,O) = e_Jkw•rm 

2r 
= (xm cos 0. cos +Yni cos 0 sin ,C+Zm sin 0) 	 (2.13) 

where rm  is the vector position of element m relative to the origin and k is the propagation 

vector given by Ik 	27/.\ in the direction of signal propagation. The operator [.] denotes 

the dot product. Finally, the array manifold is a set of SVs calculated over all values of 0 and 

2.1.5 Mutual coupling 

The discussion so far assumes that the element terminal currents are proportional to their exci-

tations and the current distribution for each element in the array is identical. In practical AAs, 

3One can obtain a desired pattern without signal weighting by appropriately arranging the array in a specific 
configuration. 

4The term array factor (AF) is used interchangeably with SV in this thesis although some authors define them 
slightly differently. 
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Figure 2.2: An arbitrary AA where each element is referenced to the origin of the coordinate 
system. 

the elements of the array interact with each other. This alters the actual current distributions 

and impedances from what the theory would predict if the elements were isolated in space. The 

complex interaction is termed as MC and is particularly significant when antenna elements are 

in close proximity. Therefore, MC serves as one of the most important effects in the study of 

compact AAs. The effect of MC is mainly due to three major sources as can be envisaged in 

Figure 2.3 i.e. 

Direct coupling due to closely spaced array elements (red line). 

Indirect coupling due to scattering from nearby objects (blue line). 

Feed network coupling that interconnect the elements in the array (green line). 

In this thesis, the effect of the indirect and network couplings are ignored since the their con-

tributions are relatively small compared to the direct coupling. Moreover, the indirect cou-

pling is environment dependent while the feed network coupling can be minimised by proper 

impedance matching between elements. In general, the MC depends on 

I. Radiation pattern of the elements. 
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Figure 2.3: Mechanism for MC and the effect to the radiation pattern. 

Inter-element spacing. 

Orientation of the elements. 

Feeding current/current distribution. 

An effective way to describe the presence of MC (or to compensate for MC effects) in the array 

signal processing community is through the use of a coupling matrix [14,55]. The coupling 

matrix relates the active element patterns of the individual elements in the presence of the array 

environment to the idealised, free-standing element patterns [56]. To evaluate the coupling 

matrix which consists of self and mutual impedances, several methods ranging from the simple 

to the complex can be employed. The impedance of an antenna depends on the factors such as 

its geometry, closeness to other objects, method of excitation and frequency of operation. Due 

to the complex geometries of the antennas, only a limited number of practical antennas have 

been investigated analytically while many others need to be determined experimentally. The 

three commonly used methods are through the induced electromotive force (EMF) method, the 

method of moment (MOM) and measurements. Each of these methods will be briefly revisited 

with focus on their strengths and limitations. 

17 
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Induced EMF method 

This classical method is easier and more computationally efficient as compared to the 

MOM and measurement methods described below. However, this method is limited to 

few antenna geometries such as straight wire, arrays in side by side, collinear and parallel 

echelon configurations [47,49]. The mathematical tractability of this method leads to 

closed-form solutions that facilitate antenna analysis. 

Method of Moment 

MOM is one of the numerical methods for solving complex integral equations by re-

ducing them to a system of simpler linear equations [57]. This method is based on the 

weighted residual technique by first establishing a set of trial solution functions with 

one or more variables. The residuals are measured by the difference between the trial 

and the true solutions. The variable parameters are determined such that a best fit of 

the trial functions can be obtained based on minimisation of the residuals. Using this 

method, more practical antenna configurations can be examined and the assumptions 

of uniform/sinusoidal current distribution that are normally used in the induced EMF 

method described above can be extended to a more generalised case. However, this 

powerful method comes at the expense of mathematical complexities which is a time 

consuming process to develop, implement and validate the software. Fortunately, many 

general purpose MOM programs are readily available and thus aid in development of new 

software. Numerical Electromagnetic  Code (NEC) and Mini Numerical Electromagnet-

ics Code (MININEC) are the two popular non-commercial software used by antenna 

engineers [58-60]. 

Experiment/Measurement method 

This is a costly alternative to the former two methods and involves determining the actual 

array response using field measurements. This method is normally used when the numer-

ical approach becomes difficult and also to validate theoretical results. Recently, many 

measurements were conducted [56,61,62] to obtain a compensation matrix for MC. This 

is important to calibrate AAs so that accurate results can be obtained particularly for pa-

rameter estimation. 

In this thesis, the induced EMF method is employed due to its simplicity. Note that for the 

AA configurations considered in this thesis, closed-form expressions can be derived using the 

induced EMF approach with accuracy comparable to the MOM. 

18 
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2.2 	Properties of wireless propagation channels 

In a wireless propagation channel, the transmitted signals arrive at the receiver via different 

propagation paths (multipath) as a result of scattering, reflection or diffraction [63,64]. Each of 

the MPCs arrives at the receiver with a distinct attenuation (amplitude), phase shift, propagation 

delay, angle of arrival as well as Doppler frequency. The governing propagation mechanisms 

can be explained as follows: 

Scattering occurs when the propagating wave impinges upon an object whose dimension 

is small with respect to the carrier wavelength, for example trees and lamp posts. The 

resulting waves are scattered in many directions. 

In contrast, reflection occurs when the propagating waves impinge upon a smooth object 

with a large dimension compared to the wavelength. The resulting waves are deflected 

from their original direction. 

Diffraction occurs when the propagation path is obstructed by either a dense body with 

dimensions that are large compared to wavelength or a surface that has sharp irregu-

larities. Diffracted waves arrive at the receiver even though there is non-line-of-sight 

(NLOS) path between transmitter and receiver. 

All of the three phenomena cause propagation signal power losses and fluctuations [65] termed 

as path loss and fading respectively. Path loss is defined as the ratio of the received and transmit-

ted power that describes the attenuation of the median power as a function of distance travelled. 

On the other hand, fading describes the selectivity of the channel either with respect to time, 

frequency and space [66-68]. A thorough understanding of these terms is essential in modelling 

the mobile radio channel. In the following subsections, the time and frequency selectivity of 

the channel are distinguished where the terms slow, fast, flat and frequency selective fading are 

discussed. Key parameters such as AS and DS and the associated pdfs that characterise the 

channels are then briefly explained. 

2.2.1 Time selectivity 

The time selectivity of a channel is a result of MS movement or the movement of the channel 

itself (surrounding objects). The time selectivity of the channel can be further classified to fast 
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fading (small scale fading) and slow fading (large scale fading/shadowing) as illustrated from 

Figure 2.4. 

log(distance) 

Figure 2.4: Illustration of path loss, large scale and small scale fading [69]. 

Slow-fading signifies the average signal power received over a large area (few tens of wave-

lengths) due to the dynamic evolution of propagation paths whereby new paths arise and old 

paths disappear. The signal envelope is normally found to be log-normal distributed. 

Fast fading is caused by the multipath signals that arrive at the receiver with random phases 

that add constructively or destructively. It causes rapid changes in signal amplitude over a 

small distance travelled (< bA). For a simple model, the distance between the successive 

maxima and minima is typically on the order of half a wavelength [65]. In this thesis, the focus 

will be given to small scale fading only since this effect is the most important in determining the 

performance of receiver architectures. Three widely used distributions to describe the statistics 

of the received signal's envelope in fast fading are 

Rayleigh fading where an infinite number of MPCs with equal amplitude and uniformly 

distributed phases is assumed and there is no line-of-sight (LOS) condition between the 

transmitter and receiver. By central limit theorem, the sum of these waves will give a 

complex normal distribution. 

Rician fading when there is a dominant incoming wave i.e. LOS component or strong 

specular component. It will reduce to the case of Rayleigh fading where no LOS is 
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present. 

3. Nakagami fading where the severity of the fading can be controlled. Rayleigh and Rician 

fading can be modelled as special cases of Nakagami fading. 

The rapidity of the fast fading of the channel is related to the velocity of the MS which can be 

quantified by the coherence time, (t) and the Doppler spread, Bd of the channel. The scalar 

(t) measures how fast the channel is changing with time. In other words, it is a measure of 

the expected duration over which the channel response is invariant. On the other hand, Bd is the 

range of values of frequency over which the Doppler power spectrum is non zero. Assuming 

a signal with symbol duration (t)8  (or equivalently signal bandwidth (f)), fast fading 

occurs when (t)5  has a similar value to (Lt) or equivalently if Bd greater than (Af)3 . In 

fact, Doppler effects are the frequency domain manifestation of time domain fast fading. The 

most widely accepted Doppler power spectrum is the Clark Doppler spectrum5  which assumes 

that the scatterers are uniformly distributed around the MS and all the signal paths are incident 

at the MS in the same plane [26, 70,71]. 

2.2.2 Frequency selectivity 

The time dispersion of a channel is a result of the different propagation path lengths. Hence, the 

received signal is delayed in time. The amount of delay introduced by the multipath channel 

causes the transmitted signal to undergo either flat or frequency selective fading. The frequency 

selectivity of the channel is quantified by coherence bandwidth, (f) and multipath spread, 

Tm  of the channel. The scalar (f) is a measure of the range of frequencies over which 

the channel is considered flat where all signal components are subject to equal gain and linear 

phase. It also determines the maximum bit rate that can be supported by the channel without 

equalisation or using orthogonal frequency division multiplexing. 

Flatfading occurs if the (f) is greater than the (f). Hence, the (t)5  is much greater than 

the Tm  of the channel. This type of channel is also referred to as a narrowband channel. Partial 

waves from all scatterers are superimposed so that the influence of a particular scatterer is not 

distinguished. The flat fading channel is always modelled as multiplicative fading whereby the 

transmitted signal is multiplied by a random value with a Rayleigh or Rice distributed envelope 

[72J. 

5AIso known as Jakes Doppler spectrum or classical Doppler spectrum. 
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Frequency selective channel occurs if the (f) is smaller than the (zf)8  and the (t)8  is 

smaller than the Tm  of the channel. This type of channel is also referred as a wideband channel. 

Hence, significant inter symbol interference (1ST) is observed at the receiver. This type of 

channel is non-multiplicative. 

2.2.3 Time dispersion: delay spread 

The time dispersion of the wireless channel can be characterised by investigating the power 

delay profile (PDP) or delay power density spectrum. The PDP describes the expected received 

power for different delays. A widely accepted PDP is given by an exponentially decaying func-

tion. A number of parameters are used to characterise the PDP and the most commonly used 

is the root mean square (rms) DS defined as the second central moment of the PDP. Stronger 

information can be interpreted from the rms DS since it takes both the relative power and delay 

into account. Furthermore, the rms DS is inversely proportional to the coherence bandwidth 

and thus provides an indication of the nature of the ISI. Some typical DS values obtained from 

measurements for various environments are listed in [73]. 

2.2.4 Angle dispersion: angle spread 

The angle dispersion of the wireless channel can be described by the power angle spectrum6 . 

Analogous to the PDP, PAS describes the expected received power for different azimuth angles. 

A number of distributions has been proposed for PAS for BS and MS: uniform [18], Gaussian 

[15], Laplacian [74] and the n th  power of a cosine function [75]. PES on the other hand, 

is typically taken into consideration in microcells and picocells. They are usually modelled 

as: Laplacian [I I] or a one sided exponential function [76]. The corresponding parameters 

for angular dispersion are the rms AS and rms ES. Some typical AS values obtained from 

measurements for various environments are also listed in [73]. 

2.2.5 Depolarisation 

The depolarisation effect due to the channel can be conveniently described by the cross polar 

discrimination (XPD) value of the channel. The parameter expresses the ratio of the received 

Power angle spectrum composed of a power azimuth spectrum (PAS) and a power elevation spectrum (PES). 
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power for vertical polarised antenna to that for its horizontal counterpart [29]. Measurement 

results [77, 78] reveal that the XPD value ranges from 0 dB to 18 dB, where 6 dB is typically 

found in urban environment. For simplicity, it will be assumed that in this thesis, the XPD value 

is set to unity but results can also be generalised to study different XPD values. 

2.3 	Review of diversity techniques 

To overcome the problems of signal fading, the statistical behavior of the fading through time, 

frequency and spatial variation of the channel can be exploited through diversity techniques. 

The concept of diversity is to reduce performance degradations as a result of multipath fading 

by providing more than one transmission or receive channel/branch. For effective diversity re-

ception, two criteria must be fulfilled [72]. First, the impairments on the separate channels are 

preferably independent or sufficiently decorrelated so that simultaneous severe signal degrada-

tions are unlikely. Secondly, the mean received power level for each individual signal at the 

diversity systems should be similar (or close to each other)7. Otherwise, the performance is 

dominated by the strong signal and the diversity concept becomes meaningless even though the 

signals are decorrelated. Similarly, if the time-varying propagation channel effects on the indi-

vidual channels are highly correlated, the benefit provided by diversity reception is very limited 

as the signals will be in deep fades at the same time. The concept of diversity is illustrated in 

Figure 2.5 where it can be clearly seen that diversity combining gives a better received signal as 

there is high probability that only one signal at maximum is in a deep fade at any time. Several 

classes of diversity reception are used in wireless communications such as spatial, polarisation, 

angle, pattern, time and frequency diversities. Among the diversity techniques available, spatial 

and polarisation diversities show great promise to improve system performance from the MS 

perspective. Hence, this thesis is focussed on spatial and polarisation diversity while the other 

techniques are only briefly discussed. 

2.3.1 Angle and pattern diversity 

Angle diversity is a general technique used to configure antennas for signal detection coming 

from different angle paths. On the other hand, pattern diversity samples the incoming signals 

7Note that a 5 to 6 dB difference in power only gives a 1dB loss in SNR for dual diversity and this corresponds 
to a correlation value of 0.7. 
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Figure 2.5: The concept of diversity combining with the two independent Rayleigh fading sig-
nals at Doppler frequency 100Hz. 

in different ways. This can be achieved by using different types of adjacent antennas. With 

different antenna patterns, the probability of simultaneously experiencing deep fade conditions 

at all antennas is reduced. 

2.3.2 Frequency and time diversity 

Frequency diversity is a technique that selects transmission frequencies based on the channel 

behavior to provide multiple uncorrelated copies of the same signal to the receiver. The same 

signal is transmitted over different carrier frequencies. In contrast, time diversity exploits the 

time varying nature of the signal impairments to retransmit information at suitable time in-

tervals. The key here is that signals should be retransmitted at time intervals larger than the 

reciprocal of the signal fading rate. This is to ensure adequate decorrelation between succes-

sive transmissions. For both techniques, only one antenna is needed at both transmit and receive 

ends. However, they are generally inefficient; frequency diversity utilises more radio spectrum 

while time diversity reduces the effective data rate. 
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2.3.3 Spatial diversity 

Spatial diversity relies on the provision of two or more spatially separated propagation paths 

by employing more than one receiver (receiver spatial diversity) or transmitter (transmit spatial 

diversity). This technique does not introduce an efficiency loss (in fact a gain is added which 

is described in later Section 2.5). However, more hardware and computationally complex soft-

ware are needed, particularly at the receiver. The decorrelation of the received signals depend 

on the nature of the scatterers and the inter-element spacing. Measurements show that, a sep-

aration of at least 0.5A and bA are needed to obtain two uncorrelated signals at the MS and 

BS respectively. In addition, isotropic scattering usually gives better spatial diversity than the 

non-isotropic case for a given antenna configuration. 

2.3.4 Polarisation diversity 

Polarisation diversity is the reception of a signal on two mutually orthogonal polarisations, with 

or without transmission in the same two polarisations. Although the technique is limited to two 

diversity channels, no additional frequency spectrum is needed and a single dual polarised 

antenna can be deployed instead of separate space diversity antennas. The performance of 

this technique is very dependent on the depolarisation effects of the channel as both reflection 

and diffraction can rotate the polarisation of the scattered wave. Extensive measurements in 

urban, sub-urban, rural, outdoor-to-indoor and indoor [8] show that vertical and horizontal 

polarised signals at the MS are generally uncorrelated. Unfortunately, the horizontal (cross-

polarised) component typically has lower power than the vertical (co-polar) component when 

the transmitted signal is vertically polarised and thus reducing the gain [8,77-79]. 

2.4 Techniques employing spatial diversity 

Having described the sources of fading and various diversity techniques that are applicable, we 

now examine several diversity combining techniques for spatial diversity. Proper combining of 

multiple signals will greatly reduce the severity of fading and ensure reliable communication. 

There are three major groups of combining techniques: 

. Selection (switching, scanning, selection). 
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Summation (equal gain, maximum ratio, optimum combining)8 . 

Non-linear optimisation (joint detection, maximum likelihood sequence estimation). 

The first group is characterised as a single branch being selected to yield the active output 

with maximum signal to noise ratio (SNR) at a time. It is simple and cheap to implement. 

Selection based on switched beam or sectorisation is widely used in current cellular systems. 

In contrast, the second and third group involve weighting and summing all branch signals to 

form the output signal. In the next section, a concise discussion for summation using maximum 

ratio combining (MRC), zero forcing (ZF) and minimum mean square error (MMSE) as well 

as non-linear technique using joint detection (JD) are discussed with focus on their properties 

and complexity. 

2.4.1 Summation 

1. Maximum ratio combining 

In this technique, the received signals are adjusted both in magnitude and phase by the 

weights in the combining filter to maximise the SNR at the output of the linear combiner 

[6, 80]. The weighting applied to each diversity branch is adjusted independently but 

simultaneously from other branches according to the SNR at that branch. MRC gives the 

best statistical reduction in fading of any known linear diversity combiner. This is due to 

the fact that the SNR at the output is the sum of the SNR at the individual branches. The 

received signal at kth  branch, Yk  and the output of the MRC combiner, d0  are given by 

M 

du=>W'Yk 	 (2.14) 

k 

Yk — hk+fl 	 (2.15) 

W, =h 	 (2.16) 

where [.]I  represents the Hermitian or complex conjugate. The transmitted signal, u is 

corrupted by the channel effects characterised by hk, while  Wk  is the associated weight 

of the kth  antenna element. In the presence of noise only, the performance of an MRC 

8Selection and summation techniques can be implemented either as predetection or postdetection combining. 
In predetection, each received signal is cophased at the IF frequency and combined before detection. On the other 
hand, postdection combines the signals after detection at the baseband level. 
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array is optimal. However, when time delayed multipath or interference is taken into 

consideration, the performance of MRC degrades significantly. This is because MRC 

does not have the capability to reject interference. References [67, 81] examined the bit 

error rate (BER) for various modulation schemes when using MRC in a Rayleigh fading 

channel. 

2. Zero forcing 

In a ZF combiner, the combiner coefficients W are chosen to remove undesired interfer-

ence leaving only the desired signal. This technique assumes the channel characteristic 

is known or estimated from the pilot bits. Hence, distortion introduced by the channel 

or interference signals to the desired signal can be compensated by the inverse of the 

channel coefficients. Figure 2.6 shows a multi-user channel model with M antennas and 

N users. The output of the ZF combiner is given by 

UI  

U2  

UN 

Output 
signal, d 

Desired 
naI estimate 

Figure 2.6: Multi-user scenario using an AA receiver with ZF combiner. 

d=WH Y 	 (2.17) 

y=Hu+n 	 (2.18) 
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W" (H"H) 1H" 	 (2.19) 

where d is an estimate of the users' signal vector, y is a received signal vector corrupted 

by the channel effects characterised by H as given in (2.18). The matrix W is a weight 

matrix for the antenna elements and (.)_1  is the inverse matrix operation. Note that ZF 

always performs worse than the MMSE solution [81]. 

3. Minimum mean square error 

In this technique, the combiner implements the Wiener solution directly or an approxi-

mation to it [72]. Basically, the optimum combiner maximises the signal-to-interference 

plus noise ratio (SINR) instead of SNR in the MRC case [82, 83].  The equation that gov-

erns the output of the MMSE combiner is given exactly by (2.17) but the corresponding 

weight matrix is modified by additional terms given by 

WH = (HHH + cr2 I) 1H' 	 (2.20) 

where u2  and I are noise variance and identity matrix respectively. The ability of op-

timum combining to handle interference and multipath makes it more robust in mobile 

environments. Several algorithms to implement the optimum combiner have been in-

vestigated [81, 83,84]. These algorithms are least mean square (LMS), recursive least 

square (RLS) and direct matrix inversion (DM1). LMS is simple to implement with its 

low complexity in both software and hardware. However, the rate of convergence of the 

LMS in general is relatively slow [85, 86]. RLS is relatively insensitive to the eigenvalue 

spread of the system as compared to the LMS. Therefore, it improves the convergence 

rate but increases the complexity of the adaptive signal processing [86]. DM1 is also 

more complex than the LMS but it speeds up the convergence as well as circumventing 

the dependency of convergence rate on eigenvalue distribution of the system. 

2.4.2 Non-linear optimisation 

1. Joint detection! Maximum likelihood 

This algorithm enables the detection and estimation of all the cochannel users' signals 

based on the channel differences between them. These differences allow the receiver to 

make an accurate decision in extracting the desired user signal. The equation that governs 
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the selection of the best sequence is based on the maximum likelihood principle given by 

J=arg min  {(y_yk)H(y_ Yk) } 	 (2.21) 

Yk = aUk 	 (2.22) 

where Yk  is one possible sequence of the transmitted signals and the scalar J is the value 

of k that gives the minimum difference between received signal and the possible trans-

mitted sequences. It has been shown that the number of users that can be supported by JD 

can well exceed the number of antennas. Furthermore, to optimise the performance, JD 

requires power control to keep the users power about the same level. As the number of 

users increases, the performance of JD degrades relatively slowly as compared to MMSE 

combining. Thus, for any number of users, JD outperforms MMSE combining [87]. Ob-

viously, this technique greatly improves system capacity and spectrum efficiency [88]. 

Nevertheless, the computational complexity will increase exponentially with the number 

of users. In 1ST channels, a modified maximum likelihood detector called the maximum 

likelihood sequence estimation (MLSE) can be used. The single user MLSE is widely 

used in time division multiple access systems to combat ISI [89]. 

2.4.3 Performance comparison 

Link-level simulations have been developed for the combining methods described in Subsec-

tion 2.4.1 and 2.4.2 to evaluate their performance in a flat Rayleigh fading channel, where the 

amplitudes of the channel coefficients stored in the matrix, H are Rayleigh distributed. These 

simulations are based on binary phase shift keying (BPSK) modulation with a receiver AA. In 

all cases, it is assumed that estimates of all users' channel coefficients are available at the re-

ceiver. Different numbers of antenna elements (2,4,8 and 16 elements) in the receiver are used 

to investigate the performance improvement over a single antenna. The simulation results can 

be summarised as follows: 

1. The performance of MRC in a correlated fading channel 

The first simulation investigated the performance gain of a receiver array using MRC. 

In addition, the angle spread of the channel is assumed to be small enough to ensure 

the signal at antenna elements are completely correlated with each other. Therefore, the 

channel amplitude is the same at the multiple antenna elements. At the receiver end, 
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the received signal, yk(t) is weighted by the complex conjugate of the complex channel 

coefficients, hf' before summing with other branches received signals. Mathematically, 

the output signal, d,, (t) using the MRC combining circuit is given by (2.14). Single and 

multiple antennas are considered in this simulation and the performance of each case is 

compared. It is clear from Figure 2.7 that the use of multiple antennas at the receiver can 

improve the system performance substantially over the single antenna case. In general, M 

antenna elements can provide 101ogioM dB improvement in SNR over the single antenna 

case known as array gain. 

10-3  L 
-20 	-15 	-10 	-5 	0 	5 	10 

SNA per antenna (dB) 

Figure 2.7: The performance of MRC in a completely correlated Rayleigh fading channel. 

2. The performance of MRC in an uncorrelated channel 

In this simulation, the assumptions made in case I are changed to multiple independent 

Rayleigh fading channels between the transmitter and each antenna element. This means 

that, each of the elements will experience different amplitudes hk. This generates a com-

pletely uncorrelated fading signal at each of the array element, a situation which would 

occur with large angle spread. Again, MRC is used to weight the output signals from each 

branch before being combined. The output signal is given exactly by the same equation 

in the previous simulation. Single and multiple antennas are considered in this simula-

tion and the performance are compared in Figure 2.7. The performance presented in the 
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completely uncorrelated case is far better than the in the case of completely correlated 

case as shown in Figure 2.8. This suggests that the importance of uncorrelated fading at 

the antenna elements in the implementation of diversity combining technique. 

1 
-20 	-15 	-10 	-5 	0 	5 	10 

SNA per antenna (dB) 

Figure 2.8: The performance of MRC in a completely uncorrelated Rayleigh fading channel. 

The performance of ZF in an uncorrelated channel 

In this simulation, a multi-user scenario is considered. The signal transmitted from the 

nth user to the m' antenna element experiences different channel coefficients, hmn. 

Thus a set of M x N channel coefficients are produced which can be represented in a 

matrix. In this simulation, M is assumed to be greater than N. In addition, the power of 

all the interferers is assumed to be equal and hence the interference plus noise ratio (INR) 

associated with each interferer is the same. The output signal matrix can be determined 

through (2.18). With these assumptions, it can be shown that the performance of ZF for 

M antennas and N users is equivalent to MRC with M-N+ 1 antennas and no interferers 

as suggested by [81 ]. The performance for different combination of number of users and 

antenna elements is shown in Figure 2.9. The results obtained agree with the theoretical 

predictions. For instance for M = 6 and N = 3 the BER curve overlaps with the BER 

curve for 4 antennas case using MRC. 

The performance of MMSE in an uncorrelated channel 
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Figure 2.9: The performance comparison between ZF and MRC. 

This simulation is an extension to the case of ZF by using the MMSE combiner. The 

effect of power level of the interferers is examined where the desired user has power 

level different from the interferers. However, the power level of the interferers remains 

the same. Again, a set of M x N channel coefficients is generated and can be represented 

in a matrix. Different levels of [NR are used in the simulation to verify the effect on the 

system performance. Comparison is made with the ZF case. Also, in this simulation M 

is assumed to be greater than or equal to N. Clearly from Figure 2. 10, ZF serves as an 

upper bound on BER performance and represents infinity INR in dB. As the INR level 

drops, system performance improves gradually. 

5. The performance of joint detection in an uncorrelated channel 

This simulation uses the JD algorithm which generates all possible sequences of the 

users' signals. Thus, for BPSK modulation and with N users, a total of 2' possible 

sequences are needed. These sequences are then used to test the received signal from all 

the users on bit-by-bit basis. The sequence which yields the minimum error function is 

selected and this sequence is an estimate of the desired signal as given by (2.21). From 

Figure 2.11, it is obvious that this method outperforms MMSE combining for any array 

sizes. More interestingly, even when the number of interferers is greater than the number 
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Figure 2.10: The effect of different INR levels using MMSE on the system performance. 

of antennas, JD is still capable of producing acceptable performance to a certain extent, 

depending on the number of users and the severity of the channel effects. 

In the rest of the thesis, unless otherwise specified, the analysis in this thesis uses the general 

assumptions listed in table 2. 1. 

Simulation assumptions 	 I 
Modulation BPSK 

Combining method MRC 
Channel estimation Ideal channel estimation 

Table 2.1: General assumptions. 

2.5 	Correlation, array gain and diversity gain 

In this section, several important parameters employing AA technology are revised: 

Correlation is a means of comparing two signals. A number of definitions for correlation ap-

pear in the literature such as complex, power and envelope correlation. Unless otherwise 
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Figure 2.11: The performance of JD for M = 4 and varying number of users. 

specified, the term correlation used in this thesis is referred as complex correlation (or 

cross correlation). The complex correlation for variables x and y is defined as 

E{ )*} 	

(2.23) P(x,y) 

= __________________________ 
E{(y)2}E{(x )2 	

(2.23) 

where the E[ ] and superscript * denote the expectation and complex conjugate respec-

tively. The scalars x and 9 are the mean values for variables x and y respectively. The 

complex correlation with phase and amplitude information is essential for channel mod-

elling employing AA systems. 

Array gain is the average signal power of the combined signal relative to the individual aver-

age signal powers from element to element. Referring to Figure 2.12, 3dB of array gain 

is measured. Note that the array gain is the same irrespective of the BER at which the 

array gain is taken (same slope in BER performance). 

Diversity gain is used to quantify the benefit offered by the diversity technique in reducing 

signal power variations due to fading effects. It specifies the decrease in SNR that can be 

achieved to meet a given performance criterion relative to the SNR that would be required 
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without diversity. The diversity gain is signified by the changing in BER performance 

slope which measure 5dB at a BER of 2 x 10-2  according to Figure 2.12. 

10-1  

10-2 L 
-20 	-15 	-10 	-5 	 0 	 5 

SNR (dB) 

Figure 2.12: Array gain and diversity gain. 

Diversity order is the number of independently fading signal paths between transmitter and 

receiver. In general, it depends on the number of transmit and receive antennas as well 

as the propagation channel. 

2.6 Summary 

In this chapter, background information required for system performance analysis from the 

antenna and propagation stand points was presented. The basic antenna theory and properties 

of propagation channel were briefly reviewed. A number of diversity techniques, methods of 

implementation and fundamental parameters was also discussed. As a whole, this chapter has 

outlined the scope and paves the way for the remainder of the thesis. In the next chapter, we 

outline the implementation of a realistic channel model and carry out a capacity analysis of it. 
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Chapter 3 
On the implementation of COST 259 

channel model 

Channel modelling is one of the most important areas in mobile communication systems. A 

realistic channel model which resembles closely the real propagation environment is imperative 

for reliable wireless system design and system performance evaluation. Over the last few years, 

adaptive, directional AAs have received significant attention for capacity improvement [5, 36]. 

This has driven the need for directional channel models to develop and optimise the concept 

of AAs for future mobile communication. This chapter outlines the implementation of the 

COST 259 macrocell channel models. Major channel effects are discussed and incorporated 

into existing channel models with certain modifications and assumptions. 

The rest of the chapter is organised as follows: In section 3. 1, an overview of the COST 259 

directional channel model (DCM) will be described. A mathematical framework is developed 

in Section 3.2 to assist the channel implementation using a TDL model. The temporal corre-

lation of the channel is achieved by filtering complex Gaussian white noise with the frequency 

response of the required Doppler spectrum. On the other hand, the spatial correlation of the 

channel is realised by invoking the canonical Gaussian approach. In Section 3.3, parameter set-

tings are presented which form the basis of the simulation flow in Section 3.4. This is done by 

randomly locating the geometrical positions of the MS, BS, local and distant clusters. Hence, 

various parameters which describe the characteristics of the clusters of the radio environment 

(RE) under study can be determined. Simulation results are discussed in Section 3.5. In Sec-

tion 3.6, the capacity evaluation of the implemented channel is performed with emphasis given 

to studying the impact of the DS and AS. The relationship of the covariance matrices to the 

system performance is revisited in Section 3.7 to gain invaluable insight for the work reported 

in the rest of this thesis. Finally, the chapter is summarised in Section 3.8 
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3.1 	Overview of COST 259 DCM: approach and concept 

The COST 259 DCMs are the evolution of the well-known COST 207 channel models (also 

known as Global System for Mobile Communications (GSM) models) [90] by incorporating 

directional information as well as clustering of the MPCs. Unlike the COST 207 model which 

is limited to macrocells and omni-directional antennas, the COST 259 DCM has several ad-

vantages over the some of the current spatial channel models. The COST 259 DCM can be 

considered as one of the most "complete" wideband directional models to date. Most of the 

parameters or results were validated by extensive measurements. It is highly topographically 

dependent, as it covers all three major cell types: macro, micro and pico-cell. Hence, the COST 

207 model is treated as a special propagation scenario that can be found within the COST 259 

models. The backward compatibility of the COST 259 DCM is vital in allowing comparisons 

with earlier work [91]. Unfortunately, the COST 259 DCM is very complex and some of the 

parameters are not yet fully defined, particularly for the microcell and picocell. Moreover, the 

channel impulse cannot be fully described by a set of equations that relate various important 

parameters such as DS, AS and XPD values. 

To generalise the various environments, the COST 259 DCM defined a 3-level structure that 

consists of cell types, radio environments (REs) and propagation scenarios [76]. In the first 

level, three cell types have been identified namely, macrocells, microcells and picocells. For 

each cell type, a number of REs can be specified. For instance, macrocell has four different 

REs namely general typical urban (GTU), general rural area, general bad urban and general 

hilly terrain. Within a particular RE, we can find a whole class of propagation constellations 

that exhibit similar or typical features that can be related to the surroundings. The topographical 

features of a RE are characterised by the external parameters (EPs) such as frequency band, BS 

and MS height, BS-MS distance, building height, etc. The propagation conditions of a partic-

ular RE are characterised by a set of pdfs and/or statistical moments called global parameters 

(GPs) which are typically extracted from measurements. Sets of EPs and GPs for different REs 

can be obtained from [11]. Therefore, a given RE consists of a number of propagation scenar-

ios defined as local parameters (LPs) whose statistical properties are governed by a set of GPs. 

The LP (also referred to as random realisations) consists of parameters such as total number 

of MPCs L, amplitude a, delay r, angle-of-arrival 0 and y.  These random realisations are 

important to generate realistic versions of the channel impulse response (CIR) for Monte Carlo 

simulations. For simulation purposes, we look at the parameter settings and simulation flow, 
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taking the macrocell GTU case as a specific example, and identify the steps involved to gen-

erate random realisations [37]. This process can be extended to any other RE. The COST 259 

report does not specify a particular implementation method and to the best knowledge of the 

author, the only implementation that has been published is in terms of geometrical stochastic 

channel models [92]. Here, we present it in terms of a TLD model. 

3.2 Channel model: mathematical view 

A discrete channel model is used to characterise the channel where each MPC is considered 

to be a plane wave arriving from a discrete direction at a discrete time. In the COST 259 

channel model, the dispersion of the channel in the temporal and angular domains as "seen" 

from the multiple antennas can be described by the time-variant directional vector channel 

impulse response (TV-DVCIR) [11, 16,93]. Hence, for a single-input-multiple-output (SIMO) 

system, the TV-DVCIR between a transmitter and M receivers is given by 

T 
h(t,r, , 0) = [ hi (t, r, , 0), h2(t, r, , 0), 	..., hM(t, T, , 0) ] 	

(3.1) 

where [. ]T  denotes the transpose. The scalar h, (t, T, p, 0) is the time-variant directional chan-

nel impulse response (TV-DCIR) of the m' receiver antenna and can be expressed as 

L 

hm (t,r,çO,0) = 	h(t1,T,,çoj,0,) 	 (3.2) 
1=1 

Equation (3.2) shows that the TV-DCIR is the superposition of L MPCs where each of the 

MPCs has a distinct T, and 0. Taking the clustering' effect into account, the MPCs that arrive 

at about the same delay and angle of h(t1 , r, p, 0 ) in (3.2) for 1=1,2,. .. ,L can be grouped into 

J < L disjoint clusters C1, C2,... , Cj where each class has Nj > 1 MPCs and 

= L 
	

(3.3) 

'The clustering of the MPCs can be interpreted as clusters of scatterers that reflect scattered waves on their way 
from the transmitter to the receiver [91]. 
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Hence, (3.2) can be rewritten as 

J 
(p, 0) = 	 (3.4) 

j=1 nEcj  

In order to implement a TDL channel model, a time-variant channel impulse response (TV-

CIR), h(t, 'r) is needed. Theoretically, h(t, T) can be obtained by integrating h(t, r, , 0) 

weighted by antenna pattern, f(, 0), over direction [11] i.e. 

h(t, r) 
= fW  fo 

f  ( 0)h(t, r, , 0)dd0 	 (3.5) 

In practice, h(t, T) can be expressed into two independent components that carry temporal and 

spatial information as 

L 

	

h(t, r) = 	
Elej(,31+2fd1t) . 8( - Tj) . am(i, 0 ) 

1=1 
L 

	

= 	aj(t).8(r—TI) . am (ço,O) 	 (3.6) 

Temporal info. 	Spatial info. 

where f3, fd 1  and El are the phase shift, Doppler shift and amplitude of the 11h  multipath respec-

tively. The a, (W I , Oi) is the array response for the rnth  element due to the 1th  multipath given 

by 

am(col, Oj) = 
e31m cosOl cos Ol+Ym cos 0i  sin Pl+Zm sin 61) 	 (3.7) 

The temporal information, 1e/1+2fdt . 5(t - T) can be grouped into a1 (t) . 	- ) which 

can be implemented by two fundamental methods namely the "sum of sinusoids" [70] and the 

"filtering approach" [16,94]. The former are usually more limited by the degree of accuracy 

and computational speed as compared to the latter  [95]. Thus, the method of filtering approach 

to generate fading signals will be discussed in Section 3.2.1. Similarly, the spatial information 

can be incorporated into the model through the canonical Gaussian approach [94, 96,97] as will 

be described in Section 3.2.2. The h(t, r) obtained can be applied to a multiple (antenna) TDL 

as depicted in Figure 3.1. 

Note that all the variables of the TV-DCIR can vary with time, position and velocity of the 

2Strictly speaking, the computational speed does depend on the application, for example in GSM model where 
burst-by-burst processing can be performed, the sum of sinusoids method will be more computational efficient. 

39 



On the implementation of COST 259 channel model 

user. However, for a movement of less then some 10A , the number of MPCs, angle of arrival, 

(i Os), Doppler shift, delay and path loss are approximately constant. In our implementation, 

we ignore the effect of large scale fading, user mobility and thus the transitions between REs 

and cell types. The channel model described here is only valid for short time interval or small 

mobile displacement. 

Y2(t) 

YM(t) 

Figure 3.1: Multiple TDL model. 

3.2.1 Temporal correlation 

In this section, the generation of the fading signal using a filtering approach is presented. This 

can be realised by filtering complex white Gaussian noise with infinite impulse response MR) 

or finite impulse response filters. To obtain a reasonable result with low computational effort, 

a fourth order hR filter is chosen which consists of two cascaded second order filters [98]. A 

more accurate but more complex, higher order filter can be found in [99].  The transfer function 

of the fourth order hR filter is given by 

H(s) = 	
1 	 1 
	 (3.8) 

(8 2  + 	+ 1) (8 2  + 0.02s + 1) 
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and the corresponding frequency response of the filter for fdmax = 100Hz is shown in Fig-

ure 3.2. 

Frequency Response for 4th Order NA Filter 
60 

40 

20 
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Figure 3.2: The frequency response of a 41h  order HR filter at 100MHz maximum dopplerfre-
quency. 

The filter is then transformed to the z-domain by using the bilinear transformation with an ap-

propriate sampling frequency f 8 . The choice of f, must be at least twice the Doppler frequency 

of the channel under consideration to ensure the Nyquist criterion is met. Since the Doppler fre-

quency of the channel would be expected to be much lower than that of the channel bandwidth, 

the fading signal can be assumed to be stationary over a number of transmitted symbols. First, 

complex Gaussian white noise is passed through the hR filter before the dominant coherent 

path (if any) with Rice factor K is added to the filter output as depicted in Figure 3.3. The sum 

of these components is then linearly interpolated to increase the rate to match that of the time 

resolution of the tap, T, i.e. the inverse of the system bandwidth. The final output, gnm(t) is 

then applied to the spatial shaping filter described in Section 3.2.2. Note that, for each of the 

taps of the antennas, a new independent set of fading signals is generated. This gives a matrix 

G of size Ntap x M whose entries correspond to the outputs 	(t). An example of the output 

of the filter gnm(t) is shown in Figure 3.4(a) and the level crossing rate for the generated fading 

signal is shown in Figure 3.4(b). The distribution of the filter output is plotted in Figure 3.5. It 

is evident that the Rayleigh pdf fitted well to the output envelope distribution. 
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Figure 3.3: The generation of the fading signal. 

Output of the hR Filter for the first 1000 Samples 
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Figure 3.4: Output of the filter for the first 1000 samples and the normalised level crossing 
rate. 
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Figure 3.5: Distribution of the envelope of the fading signal and the Rayleigh pdffit. 

Also, the LOS component K can be modelled using probability of occurrence of LOS [100] 

given as 

f (hs-h) dg-d 
d < d0 and hBS > hB 

= S 	 (3.9) 
(0 	 d>dcOorhBs<hB 

where hBs,  hB and d0 are the BS height, average building height and cut off distance respec-

tively. With (3.9), one can characterise how often the LOS component occurs in a given RE and 

for a given distance between BS and MS. The LOS only indirectly affects the K-factor which 

can be determined using the following procedures: 

Determine the occurrence of LOS i.e. if PLOS  is greater than zero. 

Compute the excess path loss (EPL) given by (B.1) in Appendix B. 

Determine the narrowband K-factor, K0  from (B.2) in Appendix B. 

La The power of direct component, Pdjr = P1  10 io where P1 is the power of the first cluster. 

Applying the power of the direct component to the output of the filter as shown in Fig-

ure 3.3. 
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The reason for the indirect modelling procedure described above is that measurements results 

show that Ricean and Rayleigh fading do appear in both NLOS and LOS conditions respec-

tively. However, on average Ricean fading is more likely to occur in LOS while Rayleigh 

fading is more likely to occur in NLOS. The model captures this behaviour nicely. 

3.2.2 Spatial correlation 

The directional information of the channel is incorporated into the model by using the canonical 

Gaussian approach as proposed in [96, 97]. According to this approach, the spatial property of 

the channel at a particular delay can be described by specifying the spatial correlation matrix 

R which is calculated using the SV a(p1 , Oi) of the array under study. This approach assumes 

Rayleigh fading at each antenna and a SV for the LOS path is added in the case of Ricean 

fading [96]. Hence, at a particular delay tap, a spatial correlation matrix is generated as follows 

L 

	

R 	= 	a((p,01)a H (
(p1, O) 	 (3.10) 

1=1 

where n is the tap number and c is the amplitude of the 1th  MPC. The matrix R7  represents 

the mean power and cross correlations at each tap. Furthermore, by studying R, the envelope 

correlation given by the squared magnitude of the complex signal correlation can be explicitly 

formed [94]. Observing the envelope correlation enables us to determine the possible benefit of 

applying diversity combining techniques at the MS. The matrix R is then further decomposed 

into its unitary eigenvalues and eigenvectors using eigenvalue decomposition (EVD) [101]. The 

application of the canonical Gaussian approach not only simplifies the channel implementation 

but also enables us to use different AA geometries in the design of compact antenna arrays 

(CAAs). This allows us to include the impact of antenna effects such as MC and antenna 

patterns in the system performance analysis as will be demonstrated in Chapter 4. 

3.3 	Parameter settings 

To simulate the COST 259 GTU channel model, the following steps are used to generate ran-

dom realisations based on the EPs and GPs given in [11]3.  Note that the procedures described 

3For an updated and more extensive description of all the relevant processes and parameters, readers are referred 
to [102, 103]. These references contains several modifications of the initial publication [11] for which the work 
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here are also applicable to other macrocell REs. 

Firstly, the number of clusters, Nj is determined as 

N1 = Nci,min + P(m) 	 (3.11) 

where P(m) denotes the Poisson distribution with m the mean number of the additional 

clusters. In principle, the distribution of the number of clusters is determined by the 

dynamic appearance/disappearance resulting from visibility region concepts [104, 105]. 

However, the Poisson distribution is a very good approximation to the concept of virtual 

cell deployment in macrocells. 

The number of additional clusters (if N1 > 1) determined in step 1 is placed uniformly 

in space [92] with maximum circle radius 3km. So, the position of additional clusters 

(coordinates) can be determined by assuming the BS is at the (0, 0) point. 

The position of MS is randomly placed with MS-BS distance, dMSBS  is a random 

variable (RV) with mean 500m and bounded in the range 50m < dMS_BS < 1000m. 

Assuming that the BS is at the centre point (0, 0) then the position of MS is in the locus 

of the circle as illustrated in Figure 3.6. 

Local 	MS 
cluster— 

Distant 	 dMS-B 

luster-

DISfltd MSB  

Figure 3.6: The location of local cluster and distant clusters. 

4. For the local cluster, NLS = 50 local scatterers are placed uniformly distributed within 

the local cluster circle with radius lOOm centred at MS position determined in step 3 

reported in this thesis is based on. 
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This allows us to distinguish the location of the MS and the scatterers local to the MS. 

Assuming single bounce (single scattering), the delay and direction of arrival (azimuth) 

due to each scatterer are computed by using a simple ray tracing method. The average 

cluster delay and average cluster azimuth are computed. This gives Tj and Oj for i = 1, 

i.e. local cluster delay and local cluster azimuth respectively. 

With the position of the additional clusters (which is represented by a single point in 

Cartesian) obtained in step 2, the average cluster delay and average cluster azimuth can 

be computed using [11], 

( X5' - Xj,j + X cl,i - XMS  
Ti = 

	

	 (3.12) 
C 

-4 	 -4 
(j = arg(x1,j) - arg(xMs) 	 (3.13) 

th where xBs, XMs and x, represent the position of the BS, MS and z cluster while c 

is the speed of light. This gives -rj and çoi for i = 2.....Nj. 

With the data obtained in step 5 and 6, the shadowing of each cluster, P [dB], DS of each 

cluster, S7-, [s] and AS of each cluster S,j [deg] can be computed using the following 

equations [11]. 

P[dB] = 9X - L 	 (3.14) 

S,[s] (3.15) 

2Y 

	

S,[deg] = 10.10 16 	 (3.16) 

where X, Y and Z are normal RVs with zero mean, unit variance, and correlation coeffi-

cients Pxy = 0.75, Pyz = 0.5 and Pzx = —0.75. This model is based on [106] with the 

modifications by [104, 107]. The generation of these RVs is explained in Appendix A. 

Also di  = -rc and is expressed in km. The quantity Li  is cluster path loss and can be 

written as follows 

	

Li + Ladd[dB] 	 (3.17) 

Ladd = U(0,20) + (7-i - T)//28 [dBJ 	 (3.18) 

where L1  is the path loss of the first cluster and Ladd  is the path loss of additional 

cluster(s). Also, U(a, b) signifies a uniform distribution between a and b. The scalar 
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To = dAsBs/c. The computation of L1  is very intricate and is given in Appendix B. 

The narrowband attenuation of the COST 259 models computed should agree with the 

COST 231 Hata-Okumura or Walfisch-Ikegami models depending on the RE under study. 

Figure 3.7 shows the ratio of the path loss for the cluster one to the global path loss pre-

dicted by COST 231 Walfisch-Ikegami model. For the three random realisations consid-

ered, it can seen that the path loss for cluster one is always less than that of the global path 

loss and thus satisfies the conditions of (B.6). Furthermore, as in the case of realisation 

one where the ratio L1/L is close to unity, the number of clusters is one. On the other 

hand, the number of clusters for realisation two and three are greater than one since the 

difference between L1  and L is accounted for by the additional clusters. 

0.9 

0.8 

0.7 

0.1 L 

0 
	

200 	400 	600 	800 	1000 
dMSBS (m) 

Figure 3.7: Ratio of Li  /L as a function of distance between BS and MS. 

8. With the set of data {P, ST,j, S, ri and çoj} determined by steps 1 to 7, the characteris-

tics of the clusters in terms of their position, spread, power and shape can be determined. 

In general, clusters have exponential decay in delay, Laplacian shape in azimuth, V and 

elevation, 0. Mathematically, the distributions are 

P(r)=e5ri 	 (3.19) 

0.6 
-I 

0.5 

0.4 

0.3 

0.2 

P(W) = e 	I 	 (3.20) 
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P(0) = 	 (3.21) 

The cluster's joint power azimuth-delay spectrum, P (, r) in a macrocell with elevation 

Oi = 0 can be expressed as 

1 	1 
ijT, çÜ) = 	iL 	/

L
; 	, 	

.e 	 (3.22) 
V 	r,iJç,i)O,i 

The index i is valid for i > 1 i.e. for cluster 2, 3,... 

For the GTU case in macrocells with one cluster, it is found that P(o, r) can be decom-

posed as P(r, ) = P(o)P(r) [74] where P() and P(r) are the PAS and power delay 

spectrum (PDS) within the cluster (intra cluster) . On the other hand, when the number 

of clusters are more than one, this decomposition is not necessarily valid. However, the 

joint power azimuth-delay spectrum of each single cluster, Pi(-r, p)  can always be de- 

composed as 	r) = P(p)P(r). This relation is important in channel modelling 

taking clustering effects into account. 

The pdfs of the delay and azimuth are found to be exponential and uniform for the first 

cluster and exponential and Gaussian for the far clusters. 

With the pdfs obtained in step 11, RVs for delay and azimuth can be generated and thus 

joint power azimuth-delay spectrum can be characterised for each cluster. 

3.4 	Simulation flow 

1. With the parameters obtained in Section 3.3, the dynamic range, DR(dB), say 20dB 

below the strongest path is set and thus number of delay taps (or delay bins) required can 

be determined (see Figure 3.8). 

- 
Power (r 	

Ti T 
) = exp ( 	) 	 (3.23) 

( 
\ S-,-,j j 



Power (dB) 

L1  

L2  
Dynamic 

range 

20dB 
71 	 T 	T,,, 	 To,w 	r(zs) 
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Figure 3.8: An illustration of the instantaneous PDPfor two clusters case. 

Take the logarithm on both sides 

Tj 	\ 
Power (-r) [dB] = 10 log10 

exp (\ s 
- T ) 

	
(3.24) 

Let us define -ri,DRdB  to be the delay when the power level drops below DRdB for cluster 

I such that Power2 (r) = —DRdB. Rearranging terms of (3.24) to give 

T1,DRdB = T1 - S,1 i(i0Power1(r) [dB]/10) 
(3.25) 

T - ST,1 ln(1O_DR/bo) 

Thus the total numbers of taps required are 

Total taps for cluster 1 = Ti,DRdB x BW 	 (3.26) 

where BW is the bandwidth of the system. For example, in the universal mobile telecom-

munications system, BW is given by 3.84 MHz. Similarly, this is done to cluster 2, 3 and 

so on depending on their occurrences. 

For each cluster, a sufficiently large number of MPCs (> 100) for each delay tap is 

generated with uniform azimuth distribution for the 1St cluster and Laplacian distribution 

for any additional clusters. This can be envisaged as shown in the Figure 3.9. 

For each of the delay taps, a spatial correlation matrix is generated according to (3. 10). 

The correlation matrix obtained is normalised by dividing the number of multipath before 
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Figure 3.9: The distinction of azimuth of arrival for the local and distant clusters. 

multiplying Rk with the power of the delay taps up to the preset dynamic range i.e. 

Rk - (Rk  x Power(-F)) 	 (3.27) 

Obtain the matrix Uk of its unitary eigenvectors and diagonal matrix Ak of its real - 

valued-eigenvalues by 

Rk = UkAkU 	 (3.28) 

The discrete TV-CIR, h[k, rt] is synthesised by 

h[k,n] = /UkA gk[n] 	 (3.29) 

where P1  is shadowing of the corresponding cluster and gj [rt] is fading generated using 

the filtering approach. The scalar n represents the discrete time and gk[n] is the size M 

vector of independent complex Gaussian samples. 

Also, the Rician component can be added to the model based on the probability of LOS 

as described in the Section 3.2.1. This will be a scaled SV of the LOS path, aLos(co,  0). 
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3.5 Simulation results and discussion 

The h[k, ii] obtained can be used as time variant coefficients of the multiple TDL Model. Fig-

ure 3.10 and 3.11 show the channel responses of antenna one and two in a macrocell GTU 

environment with carrier frequency 2GHz. The speed of the mobile is approximately 100km/h, 

which corresponds to a maximum Doppler frequency of 200Hz. Due to the spatial separation 

between the two antennas, the TV-dR of the two antennas are different even though they share 

the same joint power delay azimuth spectrum. This suggests the use of the diversity techniques 

at the receiver where we observe that there are times when the signal at antenna one fades whilst 

the signal at antenna two is at an acceptable level. In addition, severe fading with several deep 

fades occurring within lOms can be clearly identified. However, at lower antenna spacing such 

as A/4, the two antennas exhibit high correlation which degrades the diversity performance 

(this can be shown by the correlation matrix of the corresponding entries). 	To demonstrate 
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Figure 3.10: Channel response of an omni-directional antenna 1 in the GTU at velocity 
100km/h and antenna spacing )/2. 

the validity of the channel model implementation, the average PDS and PAS of the GTU chan-

nel normalised with respect to first arrival path and MAOA are plotted in Figure 3.12 and 3.13 

respectively. It can be observed that the average PDS of the COST 259 GTU is dominated the 

by the first cluster corresponding to the scattering around the MS. The contribution of the ad-

ditional clusters is only noticeable at longer delay with much lower power than the first cluster 
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Figure 3.11: Channel response of an omni-directional antenna 2 in the GTU at velocity 
100km/h and antenna spacing A/2. 
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Figure 3.12: Average PDP for the GTU normalised by to the first arrival path. 
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Average power azimuth spectrum normalised to the 0° MEOA for each cluster 
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Figure 3.13: Average power azimuth spectrum for the GTU normalised by to the 00  MAOA. 

since the occurrence of distance clusters is limited in the GTU case. A comparison is also made 

with the COST 207 TU model where both curves show some degree of agreement particularly 

in the region where first cluster is significant. Note that COST 207 channel model is a special 

case of the COST 259 DCM. The simulated average PAS in Figure 3.13 also agrees well with 

the PAS described in [I I] where the first cluster is uniform in shape and the additional clusters 

are Laplacian in shape. 

3.6 	Capacity evaluation for antenna arrays 

A number of studies have been reported which show that enormous capacity can be achieved 

through the use of multiple antennas at both side of the transmitters and receivers [108, 1091. 

Most of the work reported assumes that the fades between antenna elements are independently 

and identically Rayleigh distributed. However, in real propagation environments, such "ideal" 

conditions do not always hold [110]. Therefore, a more realistic channel model is crucial in the 

capacity evaluation. In this section, the capacity evaluation for multiple antenna receivers using 

the COST 259 GTU channel model implemented previously is investigated. The capacity of 
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the channel is evaluated by means of Monte Carlo simulation using a SIMO configuration at 

various channel conditions associated with DS and AS. These investigations allow us to assess 

and identify the dominant factors on the system performance associated with different channel 

conditions. 

3.6.1 Evaluation of channel capacity 

In general, the channel capacity depends on the type of channel model, channel realisations, 

noise as well as transmitted signal power under study. For a SIMO system with M receiver 

antennas, the CIR can be generated based on the location of clusters as described in Section 3.3 

to 3.4. Hence, the entries of the channel transfer vector, H(f) can be determined. Assuming 

that the SNR and 11(f) are known at the receiver, the channel capacity of a frequency selective 

channel can be computed by integrating over the utilised bandwidth [111] i.e. 

C 
= --- f log2  [1 + SNRH'(f)H(f)] df (bits/s/Hz) 	(3.30) 

BW BW  

Equation (3.30) reveals that the channel capacity depends on a random channel vector for each 

realisation. Thus, a complementary cumulative distribution function (ccdf) is usually plotted to 

characterise the channel capacity. 

In order to study the effect of propagation delay, three DS corresponding to 10, 50 and 90 

percentiles of the DS of the COST 259 GTU RE are considered. These values can be obtained 

from the cumulative distribution function (cdf) as shown in Figure 3.14 where simulation is 

performed over 10,000 mobile locations. It is found that the S10%,-, S50% and  S90%T  are 

given by 0.166ps, 0.289s and 0.472ps respectively. In the COST 259 model, the AS for 

the first cluster is 180°. However, when directional AAs are to be deployed, the effective AS 

seen from the receiver will no longer be isotropic [21, 36]. Hence, to investigate the effect 

of different AS values, the AS is set to fixed values 50,  30° and 90° respectively. Note that 

the three DS/AS values considered here represent low, moderate and high DS/AS values for 

the macrocell propagation channel Furthermore, in the case of the GTU RE, it is appropriate 

to assume that the capacity contribution from additional clusters is negligible since the power 

level of each additional cluster is much lower than that for the local cluster surrounding the 

mobile [38]. In Section 3.6.2, simulations are performed at three DS values over 1000 MS 

locations with the AS value fixed at 180° as described in [37]. Similarly, in Section 3.6.3, the 

effect of AS is studied by performing the same simulation at three AS values but with the DS 
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Figure 3.14: The cdffor the DS values simulated in the COST 259 GTU channel model. 

value changing according to the simulation steps in [37]. 

3.6.2 The impact of delay spread 

In general, the capacity of the channel increases as the SNR and the number of antennas in-

crease as demonstrated in Figure 3.15 for one mobile location (one realisation) at S50%. It can 

be observed that the capacity increases approximately by 1bps/Hz as the number of antennas 

used is doubled. Similar improvement in capacities can be observed as the SNR increases by 

3dB. Due to the same DS value being used, the channel variation as seen from the slope of the 

capacity ccdf is small. There is some increase in slope gradient when we go from 2 to 4 anten-

nas, but there is little additional diversity benefit beyond this number of antennas. The effect of 

the DS on the channel capacity is shown in Figure 3.16 for different number of antennas at a 

SNR of2ldB in one mobile location. The capacities corresponding to these DS values are about 

the same but the channel variations are clearly indicated from the slopes of the ccdf plot. Note 

that smaller channel variation corresponds to a steeper capacity slope. This suggests that as the 

DS decreases, the channel variation increases which leads to lower capacity for a given outage 

probability. To obtain a reasonable statistic on the overall channel capacity, the simulation is 

extended over 1000 mobile locations around the cell size of the GTU RE. The results obtained 
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are then averaged over the number of mobile locations as shown in Figure 3.17. As can be seen, 

the capacity corresponding to different DS values are approximately equal. Improvements in 

capacity from low to higher DS values can only be identified in the case of 2 and 4 received 

antennas. The observations in this section show that the diversity benefit of the DS saturates as 

the DS increases and so the diversity benefit is most notable for low diversity order systems. 

Figure 3.17: The overall channel capacity ccdf of the three DS values for different number of 
antennas at 21dB SNR averaged over 1000 mobile locations with 1800  AS. 

3.6.3 The impact of azimuth spread 

In order to have a clearer impression of the impact of AS on the system capacity, the capacities 

for the three AS values are compared in Figure 3.18. It is obvious that higher capacity can 

be achieved with higher AS values for a given outage probability. It is also observed that the 

channel variation decreases as the AS increases which leads to the higher capacity. This is 

expected as large AS values provide more uncorrelated paths for AAs to fully exploit spatial 

diversity. In addition, as the number of antennas increases from 2 to 16, the slope of the 

corresponding ccdf curve also increases. The above observations suggest that spatial diversity 

is a promising way to increase system capacity, particularly when in an environment with large 

AS values. For the overall channel capacity, the simulation is again extended to 1000 mobile 
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Figure 3.18: The capacity ccdf of three AS values for different number of antennas at 21dB 
SNRfor one mobile location. 

locations and averaging is performed. It is evident from Figure 3.19 that large AS values lead 

to higher capacity. Some increase in the overall capacity can be seen when AS increases from 
50  to 300.  Full spatial diversity corresponding to 180° in AS is also simulated to demonstrate 

the significance of the AS. As opposed to the case of the DS, an increase in capacity from low 

to higher AS values can be identified for all the number of antennas used in the simulations. 

The channel capacities corresponding to the AS values of 90° and 180° are comparable to each 

other as the performance of the AA saturates at high AS values [42]. 

3.7 Correlation matrices and the relation to the system perfor-

mance 

It has been demonstrated in Section 3.6 that the prime determinant of the system performance 

of a wideband system is the AS (spatial domain). The DS on the other hand is an important 

effect that can degrade the system performance. It can cause ISI which can be overcome by 

equalisation, though this is beyond the investigation on this thesis. It is worth mentioning 

that in the absence of delay, the values of the elements of the correlation matrix is strongly 

dependent on the properties of the incoming multipath waves. As will be shown in chapter 6, 
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Figure 3.19: The overall channel capacity ccdf of the three AS values for different number of 
antennas at 21dB SNR averaged over 1000 mobile locations. 

the system performance is strongly dependent on the angular spreading of the incoming wave 

as well as the mean incidence angle in both azimuth and elevation domains. Should these 

parameters change, the spatial correlation changes accordingly. It is well-known that higher 

angle spread values result in a better performance (and vice versa) since large angle spread 

provides more uncorrelated paths. This relationship can be described mathematically using 

a correlation matrix. For a given scenario, the spatial characteristics of the channel are fully 

captured by the spatial correlation matrix. Since the correlation matrix plays a key role in the 

performance analysis of a system employing AAs, it is important to understand its fundamental 

properties and their implications. 
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3.7.1 Properties of the correlation matrix and their implications 

For a M receive antenna system  the associated correlation matrix is of size M x M given by 

R11  R12 	RIM 

R=E[hhH] R
21  

= 
	R22 . R2M 	

(3.31) 

RM1 R12 	RMM 

where h is the channel vector and the element Rmn represents the correlation between antenna 

m and n while R 0  represents the correlation of the antenna n with itself (which is always one). 

For complex-valued channels, R is a Hermitian matrix whose the elements Rmn = R m. In 

the special case of real value channels, R is a symmetric matrix [86]. 

A number of implications can be deduced from R. To enumerate this further, let us consider 

few correlation matrices correspond to several measurement results reported in [112] and the 

simulation results obtained from the previous section as examples. In particular, the following 

scenarios/environments are adopted: 

A microcell environment where the BS (receiver) is elevated approximately 5.7m in 

height and located 300m away from the indoor MS (transmitter). The PAS at the BS 

is Laplacian distributed with AS = 200  and antenna spacing 3A. The PAS at the MS is 

uniformly distributed with AS = 180° and antenna spacing 0.4A. The spatial correlation 

matrices for both cases are given as [112] 

1.00 0.41 0.08 0.02 1.00 0.09 0.05 0.03 

0.41 1.00 0.41 0.08 0.09 1.00 0.09 0.05 
RBS,3A = ; R j ,o 	= 

0.08 0.41 1.00 0.41 0.05 0.09 1.00 0.09 

0.02 0.08 0.41 1.00 0.03 0.05 0.09 1.00 
(3.32) 

A macrocell environment where the BS (transmitter) is elevated to 15m height and lo-

cated 500m away from the outdoor MS (receiver) in average. The PAS at the MS is 

uniformly distributed. The spatial correlation matrices for antenna spacings 0.25A and 

4Assuming identical elements i.e. each element has the same radiation pattern. 
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1) are evaluated with AS = 1800 and AS = 50 respectively, are given as 

1.00 0.46 0.38 0.32 

0.46 1.00 0.46 0.38 
RMS,o.25., 

0.38 0.46 1.00 0.46 

0.32 0.38 0.46 1.00 

1.00 0.95 0.80 0.57 

0.95 1.00 0.95 0.80 
RMs,1,o.\ = 

0.80 0.95 1.00 0.95 

0.57 0.80 0.95 1.00 
(3.33) 

Referring to (3.32), the RMS has a much lower correlation value than the corresponding RBS 

for a given set of antennas. Even though the spacing for the BS is much larger than the MS, 

the small AS reduces the overall correlation value. For the macrocell case, similar changes in 

correlation with respect to the AS and antenna spacing can be observed. The 0.25A spacing 

with high AS results in a lower correlation than the case with lÀ spacing but with small AS. 

Note that the correlation matrix only represents an "incomplete" picture of the real propagation 

conditions as one cannot determine if the lower/higher correlation has arisen from the channel 

conditions (angle spread or angle-of-arrival) or the antenna itself (eg spacing and geometry). 

However, the system performance under such conditions can be studied through an eigenanal-

ysis of the underlying correlation matrix. 

3.7.2 Eigenanalysis: eigenvalue decomposition 

Eigenanalysis is usually carried out through singular value decomposition (SVD) and EVD 

[109]. Both methods are used to diagonalise a matrix and evaluate the corresponding singular 

values and eigenvalues. The number of subchannel(s) between the BS and MS can be deter-

mined by using either SVD of the channel vector, h (for SIMO) and channel matrix, H (for 

MIMO) or performing EVD of the instantaneous correlation matrix, R given as R = hhT (for 

SIMO) and R = HHT (for MIMO). The two decomposition methods can be summarised for 

both SIMO and MIMO systems as follows: 

1. SIMO with NR receivers 

SVD decomposes the channel vector h of size NR x 1 to 

h=UV1' 
	

(3.34) 

where U is unitary matrix, E is a vector with NR elements {o 1, 0,... , 01 and V is 
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scalar of value 1 or -1. 

EVD decomposes the matrix R as 

R = hhT = UAUH 	 (3.35) 

where U is unitary matrix while A = diagi, 0,.. . , 0). 

Clearly the number of subchannels in SIMO systems is one signified by the single non 

zero singular value, a1 or single non zero eigenvalue, A1 which are related by o = A1. 

2. MIMO system with NR receiver and MT transmitters 

SVD decomposes the channel matrix H of size NR x MT to 

H = UEVH 	 (3.36) 

where U and V are unitary matrices while E = diag(ai,. .. , ai} with elements 

{al>a2>...>aK}. 

EVD 

RMS = HHT = UAU or RBS = H T H = VAVH 	(3.37) 

where U is unitary matrix while A = diag(Ai,... , AK) with the elements 

{Al~!A2~! ... ~!AK}. 

Thus for MJJvIO systems, applying the SVD or EVD enable us to estimate Kr 

parallel subchannels where the scalar K is the rank of the matrix given by 

Kr = rank(H) < rnin(MT,NR) or Kr = rank(R) min(MT,NR) [109]. Each 

subchannel is associated with a singular value, Uk or eigenvalue, Ak which signifies the 

power gain of that subchannel. Again, the singular value and eigenvalue are related by 

= A. 

The degree of correlation and decorrelation of the channel can be qualitatively described by 

the number of eigenvalues. A large number of approximately equal eigenvalues represents a 

situation where the link between the transmit and receive antennas are uncorrelated and vice 

versa. Usually, in a rich scattering environment (high AS at both BS and MS) a number of 

strong eigenvalues (orthogonal subchannels) are available between the link. On the other hand, 

if the correlation level is high, as for the case when the lesser eigenvalues are weak, it is not 
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possible to distinguish a large number of orthogonal subchannels. A MIMO system can be 

reduced to a SIMO configuration in a pin-hole [113] or keyhole [114] scenario with only one 

subchannel. To describe the SFC between two antennas separated in space at the BS or MS, 

one can refer to the correlation matrix, R whereby the elements m and n of the R, Rmn signifies 

the SFC at antenna m and n. 

Since the correlation matrix is a Hermitian matrix (for complex values) and symmetry matrix 

(for real value), the use of the EVD is sufficient to extract the eigenvalues and thus will be used 

throughout in this thesis. This method forms the basis for the simulation and derivation of the 

theoretical results. The potential gain from applying diversity concepts is strongly dependent 

on the correlation coefficients between the antenna elements. It is worth mentioning that the 

effects of various antenna parameters are not explicitly incorporated in the analysis. In Chapter 

4, these limitations are relaxed by considering EOA, different types of antenna element and AA 

on the system performance. 

3.8 Summary 

This chapter has presented the implementation of the COST 259 channel model in a macrocell 

environment using a TDL approach. The approaches and concepts used in modelling COST 

259 are described in detail to ensure the correct parameter settings. Simulation procedures are 

outlined to identify the modelling steps involved. While the channel model facilitates link level 

simulations for AA systems, the associated capacity analysis demonstrated that AS is the pri-

mary determinant to the system performance. The channel variation decreases more rapidly 

in the case of increasing AS values than in the case of increasing DS values. Furthermore, 

increasing the number of antennas used permits the available spatial diversity to be exploited 

more effectively. Hence, the relationship between the system performance and the spatial di-

versity is established based on the spatial correlation matrix. In the next chapter, the effect of 

various antenna parameters on the performance of AAs are investigated. 
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Chapter 4 
The effect of antenna parameters on 

the performance of antenna arrays 

This chapter presents a simple antenna model that incorporates various antenna effects into the 

performance study of the AA systems. This is particularly important as little work has been 

reported that comprehensively investigates the system performance from the perspective of an-

tenna parameters. The developed antenna model can facilitate the study of the impact of antenna 

parameters on the system performance. The aims of this chapter are two fold. Firstly, to study 

in detail the main constraints on the application of CAAs and to describe how such constraints 

can be modelled and incorporated into the system performance evaluation. Secondly, to study 

the trade-offs between these parameters in the development of handset AA by considering a 

3-D multipath propagation model that permits both AOA and EOA to be taken into account. 

Thus, the optimised antenna parameters under specific scenarios without considering practical 

implementation issues can be determined. Our analysis shows that different antenna elements 

and arrays yield different performance which is more favourable in some cases than others. 

Furthermore, MC causes fading decorrelation which in principle leads to performance gain, but 

this is compensated by the effect of signal cancellation that reduces the overall received power. 

The "effective" result is that MC degrades the system performance. 

The rest of the chapter is organised as follows, Section 4.1 highlights the motivation of consider-

ing antenna modelling. Section 4.2 briefly describes the properties of various antenna elements 

that are commonly used in wireless communication with emphasis given to their radiation pat-

terns. Section 4.3 considers several AAs and describes the associated SV which is an important 

parameter that characterises the radiation pattern of the AA under study. Section 4.4 outlines 

the MC model for different AAs by treating the M elements of the AA as an M + 1 terminal 

linear bilateral network. Section 4.5 discusses the effect of inter element spacing and number 

of antenna elements. Section 4.6 analyses the impact of all the antenna parameters considered 

on the system performance. Finally, Section 4.7 concludes this chapter. 
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4.1 The need for antenna modelling 

Apart from the channel effects, to enable a complete performance evaluation of CAAs, the im-

pact of the antenna effects on the system performance must be adequately characterised. These 

antenna effects include MC, antenna patterns and orientation as well as different AA configu-

rations. This section explains how to develop such a antenna model, a topic which is ignored 

by most of the researchers in the studies of the capacity improvement introduced by multiple-

element antennas. (see [115] and references therein). Most of the work reported in the literature 

assumes that the elements of the adaptive AAs are isotropic. This ideal antenna, which radiates 

the power uniformly over a sphere, is unrealistic but provides a benchmark for more practical 

antennas to be assessed. Therefore, it is important to investigate the effects of the antenna el-

ement patterns on the array performance. Different types of antenna elements yield different 

radiation patterns [47-49]. However, these radiation patterns are usually not sufficiently direc-

tive in some applications such as tracking and interference suppression. In this regard, multiple 

antennas are employed. The required pattern can be changed by appropriately adjusting the 

current amplitudes and phases between the elements based on the algorithm employed. This 

is referred as an adaptive antenna or smart antenna. In order to maximise the performance of 

AAs one can sufficiently separate the antenna elements at the BS and MS so that a large diver-

sity order versus fading can be achieved. While this does not present a significant problem at 

the BS, accommodating more antennas on the MS introduces several constraints for practical 

implementation. In such a scenario, the antenna elements are in close proximity and the effect 

of MC becomes significant, an effect that must be taken into consideration. 

4.2 	Radiation pattern of an antenna element 

A number of antenna types that are commonly used in mobile communication will be reviewed 

with the focus on their properties. 

4.2.1 Short dipole and halfwave dipole 

The HD is one the most widely used antennas [47-49] and is depicted in Figure 4.1. Measure-

ments show that the current distribution of a HD is approximately sinusoidal with maximum 

value at the centre of the dipole. The normalised radiation pattern of a short dipole and HD 
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oriented in the z-axis are given by (4.1) and (4.2) respectively 

f(p,8)sD = sin(6) 	 (4.1) 

cos ( cos 0) 
f(co1 O)HD= 

	

	 (4.2) 
sin 0 

It can be seen from Figure 4.1(b) that the radiation pattern for the short dipole and HD 

	

90 

12 	

0.2 1 

	- Short dipole 

	

120 	 Halfwave 

0.6 

Ha 

HiK 
30 

	

240 	 30.0 
270 

(a) A schematic diagram (b) The normalised radiation patterns of 
for HD. 	 short and HDs. 

Figure 4.1: A HD and its radiation pattern. 

are almost identical. The main advantage of HD is it resonates at approximately zero input 

impedance. This reduces the need for tuning to achieve the conjugate impedance match [48]. At 

the resonant frequency, the input impedance is about 73g. This antenna has omni-directional 

coverage in azimuth. In addition, the elevation beamwidth and directivity of this antenna are 

78° and 1.64 respectively. 

4.2.2 Small loop 

Loop antennas can take many different forms such as rectangle, circle, triangle, etc. The over-

all length of this type of antenna is typically on the order of A/lU [47]. They are relatively 

inefficient and are normally used in receiving mode. However, they are more robust in an in-

terfering and multipath channel since they are more immune to noise [47]. The loop antennas 

can be placed either horizontally or vertically. The radiation pattern and directivity of the small 

loop antennas with any shape is similar to the short electric dipole i.e. sin(0) and 2  sin' (0). 

This can be proved by principle of duality or deriving the fields of the small loop directly. The 

input impedance of the loop antenna depends on several factors such as number of loops, types 



The effect of antenna parameters on the performance of antenna arrays 

of wire used, shapes of the loop, current distribution etc. Hence, the input impedance and 

directivity of loop antennas are usually determined from a computer simulation program. 

4.2.3 Patch antenna 

As with loop antennas, patch antennas can also take many different shapes but the most widely 

used are rectangular, circular and thin strip patch. They can be integrated into a flat and com-

pact size using printed circuit technology. Apart from being light weight and having a low 

production cost, patch antennas are versatile in terms of resonant frequency, polarisation and 

input impedance. However, they have a low radiation efficiency and very narrow bandwidth. 

Figure 4.2 shows a patch antenna (microstrip) with dimension W x L x T. The thickness of 

the substrate, T is very thin i.e. T << A. The length, L is on the order of A/2 while the width, 

W is selected to give suitable radiation resistance (usually 5011). Patch antennas can be created 

with linear or circular polarisation while the radiation pattern is designed in such a way that 

maximum is at normal to the patch. The normalised radiation pattern of the patch antenna is 

given as 

f(y, O)PA = {sin 0 sin (X) sin (Z) / (XZ)} x cos (kL sin 0 sin y/2) 	(4.3) 

where X = 0.5kT sin  cos 0 and Z = 0.5kW cos 0. As seen in Figure 4.2(b), the radiation 

decreases as the elevation angle moves away from the horizontal plane while the radiation 

remains approximately unchanged as the azimuth angle changes. 

4.3 	Type of antenna array 

As discussed in the Section 3.3 on parameter settings, we see that different AA configurations 

can be adapted into the channel models by specifying its associated SV. Recall from Chapter 2, 

the SV of an AA with arbitrary elements is given by (2.12) and (2.13). Combining (2.12) 

and (2.13), the SV of the ULA, UCA and URA can be derived. In this thesis, several types of 

AAs are considered namely: ULA, UCA, URA, EVS and array of EVS. 
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(a) A schematic diagram for patch antenna. 
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Figure 4.2: A patch antenna and its radiation pattern. 
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4.3.1 Uniform linear array 

A ULA is one of the most commonly encountered AAs in the literature and has been widely 

used in current BS systems [5,36]. Theoretically, the azimuthal coverage of the ULA is re-

stricted to 1800  due to an ambiguity in determining the AOA. In practice the azimuthal cov-

erage is further limited in 120° due to the practical difficulties in AOA measurement. A ULA 

with M antenna elements is illustrated in Figure 4.3. Taking the first element as a reference and 

using isotropic antenna elements, the SV of the ULA is given by 

a (' 0) ULA = [i, ej2 	osinO/A 	 cos V 	(4.4) 

where d is the antenna element spacing. 

FA 

x 

Figure 4.3: A M-element ULA oriented in x-y plane with antenna spacing d. 

4.3.2 Uniform circular array 

A UCA is used to provide 360° azimuthal coverage as compared to the 180° in the case of ULA 

[116]. They also outperform the ULA by being able to provide information in the elevation 

angle. However, the accuracy of elevation information that can be resolved is dependent on its 

element radiation pattern. A UCA is parameterised by a number of elements M, radius of the 

UCA r and circumferential spacing between adjacent elements d. Taking the centre of the UCA 
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as a reference point and using isotropic antenna elements, the SV of the UCA is given by 

a (, 6) jjCA -  [ ei cos(—o) 	os(-01) ..., e 

where 'j = 27rri/M and ( = 27r sin 6/A. 

,----. . -; -. - - . ... 	.- 
/1/ T-- 

y - 	:.. ............- 
	. 

3.. 

x 

Figure 4.4: A M-element UCA oriented in x-y plane with circumference spacing d. 

4.3.3 Uniform Rectangular Array 

A URA is capable of providing 3-D coverage of the source information and hence is widely 

used in direction finding applications [117]. A URA with P x N elements located in the x-y 

plane with the origin as a reference point is shown in Figure 4.10. The spacing between the 

array elements parallel to the x-axis and y-axis are denoted by d and d respectively. The 

azimuth and elevation angles of a source are specified by the direction of cosines with respect 

to the x- and y-axis respectively i.e. cos() sin(0) and sin() sin(6). Thus, the phase shifts 

between the successive elements along the x and Y-axis are given by 

= 27rd cos sin 6/A 	 (4.6) 

U = 27rd sin ço sin 6/A 	 (4.7) 

By treating all the elements in each column along the x-axis as a ULA and assuming that the 
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z 

(H
.. ....................... 	

.. 

Figure 4.5: A M-element URA oriented in x-y plane with antenna spacings d and d. 

reference point is taken at the origin, the associated SV for each column n is given by 

aN () = [i, e3, ..., e_1]T 	 (4.8) 

Similarly, by treating all the elements in each row along the y-axis as a ULA, the SV for each 

row p is given by 

ap (v) = [i, ejV, 	ej_1)v]T 	 (49) 

By combining the two SVs, we obtain the steering matrix for the URA which is given by 

a(co,O)URA = vec (aN (p)a p (v)) 	 (4.10) 

The operator vec(.) maps an N x P matrix to an NP x 1 vector by stacking the columns of 

the matrix. The operator returns a SV for the URA as 

a(, O)URA = [i, 	
, ej( 1)v , 	(v+) 	, 

	

. . , ei[_1_1)v]T 	 (4.11) 
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4.3.4 Electromagnetic vector sensor 

The AAs discussed so far are scalar sensors which only provide measurement of one component 

of the electric or magnetic field. An EVS on the other hand, is capable of measuring three 

electric fields, E and three magnetic fields, B at a point in space while occupying a small 

volume whose constituent dimensions are on the order of less than half a wavelength. The 

exploitation of the these fields is possible due to the three electrically identical short dipoles 

and three magnetically identical small loops which are co-located and orthogonally oriented as 

depicted in Figure 4.6. EVS offer several advantages [118] over the traditional AAs: 

Loop 

Y 	Short Dipole 

Figure 4.6: An EVS consists of three electrically identical short dipoles and three magnetically 
identical small loops which are co-located and orthogonally oriented. 

Capable of performing high resolution 3-D direction of arrival estimation and beamform-

ing. 

Close to isotropic response. 

Compact size. 

Though, the EVS has been widely used for direction finding applications [119, 1201, recent re-

sults [121] show that EVS can be applied to mobile communication systems whereby the use 
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of polarization diversity can provide capacity improvement over a conventional dual-polarised 

system. The SV of an EVS' can be obtained by considering an incident source of an electro-

magnetic wave which can be defined as [123]. 

aEvs(0) = [
ETBT]T = p 

8,ç0)1l(y,7) 

Cos O Cos o 	— sini 

cos O sin p 	cos 

= 
- sinO 	0 sin "ye' 	(4.12) 

—sin 	—  cosOcosy cos -y 

cos 	—  cosOsin 

0 	sin  

where ® = [0, 	T is the spatial vector parameter. A transmitted signal with well defined 

polarisation will be randomly depolarised after passing through a radio channel [29].  Thus, 

unless otherwise specified, it is assumed for the rest of the analysis that the signals arriving 

at the receiver are randomly polarised with 'y and 77 uniformly distributed over [0, 7r/2] and 

[—it, it], respectively. 

4.3.5 An array of EVS 

Due to the compact structure of the EVS, it is possible to arrange multiple EVSs in an array 

configuration so that higher performance can be achieved. When multiple EVSs are located at 

different places with certain arrangements like the ULA, URA or UCA, the resultant SV for the 

array of EVS, aEAA(e)  is given by 

aEAA(e) = aEvs(e) ® aUAA(O, ') 	 (4.13) 

where ® is the Kronecker multiplication operator and aUAA  (0, i) is the SV of the AA under 

study. For instance, aUAA(O,  o) could be the SV given in (4.4), (4.5) and (4.11). When multiple 

EVSs are located in an array configuration, an extra dimension is added to the system via spatial 

diversity as the spatial phase factor is now included in the overall SV. 

'Note that, unlike the ULA, UCA and URA, the EVS SV has no spatial phase factors [122] due to the orthogonal 

and co-located components. 
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4.3.6 Radiation pattern of an antenna array with identical elements 

When the antenna elements are arranged to form an AA, the power gain as well as the directivity 

can be improved. The overall radiation pattern of an array is determined by the type of element 

used, the spatial positions and orientation of the elements as well as the current that feeds the 

elements. For an AA with identical elements, the overall radiation pattern can be derived from 

the principle of pattern multiplication [47-49] defined as the product of the array factor2  (AF) 

and individual elemental pattern i.e. 

f(O, ) = single element pattern x AF 	 (4.14) 

For example, a ULA using two HW dipoles located in the x-axis with the dipole axis paral-

lel to the z-axis, the normalised radiation characteristic for the single HW dipole is changed 

from (4.2) to 

f(O,(P) 
= COS ( Cos O) x [cos  (kd sin Ocos + 8)] 	

(4.15) 
elemental pattern 	 Array factor 
of halfwavc dipole 

where 8 is the phase shift. The AF is a function of the array geometry, inter-element spacing, 

number of antenna elements as well as the relative magnitude and phase between the elements. 

The AF is always symmetrical about the axis of the array while element patterns are not nec-

essary symmetrical but depend on the types of antenna elements used (e.g. dipole, patch etc). 

In our analysis, we assume the elements are spaced equally and each element is fed with equal 

amplitude and phases. Thus, for a given spacing d, magnitude and phase shift, the radiation pat-

tern will solely depend on the geometry/configuration of the array. Appendix C shows a series 

of radiation patterns for the ULA, UCA and URA using different types of antenna elements. 

Different patterns can be adjusted by controlling the spacing, magnitude and phase shift. 

4.4 Mutual coupling 

The modelling of MC in ULAs with HDs3  has been discussed in detail in [12, 14, 15] where an 

expression that relates the output voltages, current and mutual impedance of the element is first 

developed. By treating the M antenna elements as an M+1 terminal linear bilateral network, an 

2  A is another form of writing the SV but in a compact format. 
3The axes of the HD are oriented along the vertical z-axis. 
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impedance matrix Z that consist of self and mutual impedance is formed. This approach is valid 

for any antenna provided the corresponding impedances can be calculated. The relationship that 

governs the received voltage vector without coupling Sm  and the one with coupling Vm  is then 

given by 

i+ Zi 4 	... 	L V1  Si 

1 V2  S 
ZL 	 ZL 	 ZL (4.16) 

1 + ZAlA Z M  VM L 

where Zjj and ZL denote the impedance between the antenna elements i and j, and the load 

impedance respectively. The scalar Zj for i j is the mutual impedance of antenna elements 

i and j. On the other hand, Zjj for i = j is the self impedance. Equation (4.16) can be written 

in matrix form as 

ZeqV = S 	
(4.17) 

V = Zeq 1S 

where Z' denotes the inverse matrix of Zeq  and Zeq  = (Z + ZLI)/ZL. The matrix I is the eq 

size M identity matrix. Note that Zeq  is always non-singular i.e. Z always exists. Most of eq 

the analysis of adaptive AA assumes the element spacing is such that the MC is negligible and 

the matrix Zeq  becomes diagonal. The matrix Zeq  characterises the array and is independent of 

the channel in which the array operates. 

Consider centre fed HW dipoles in the ULA configuration oriented along the z-axis. The cor-

responding mutual impedance between two isolated elements m and n located side-by-side in 

space, Zmn  = Rmn  + 	can be deduced from the method of induced EMF [47,49] where 

Rmn = 30[2C(uo) - C(u1 ) - C(u2 )] 	 (4.18) 

Xmn  = 30[2S(uo) - S(n1 ) - S(u2) 	 (4.19) 

where Ci and Siare the cosine and sine integral given as 

Cj= — f° Cos° -dy  

	

x y 	 (4.20) 
X 

Si 	JLdy 
1/ 
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Figure 4.7: Mutual resistance and reactance of the centre fed HW dipole antennas located 
side-by-side as a function of the antenna spacing. 

and 

1L0 = kdeff________  

u1  =k(/d ff +l2 +l) 	 (4.21) 

k (/d f f  +12 _i) 

The scalar de j = d I rn - n I with d is the spacing between adjacent antennas. We extend the 

same modelling approach to the case of the UCA and URA by assuming that the antennas have 

been relocated into circular and rectangular positions, and treating each pair of the antennas in 

the array as a two element ULA. It can be shown that for the UCA configuration, the scalar 

de ff is given by 

de ff = r/2(1 - cos9) 
	

(4.22) 

where 79 = 27rm - nj/M and r = Md/27r. Similarly for the case of URA, the de f f  is given 

by 

	

dlpm Pn 
	

if Prn — pa O&  qrn - 	0 

	

deff = dqm  — qn I 
	

(4.23) 

(dIpm  — pI)2  + ( d 1q. —qnD2 
	

if PmPn 54 0 &q —qn 5/0 
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where Pm  and  qm  signify the coordinate of the m elements in the cartesian coordinates. Fig-

ures 4.8 to 4.10 show the magnitude of the coupling matrix elements for HD elements of the 

ULA, UCA and URA cases. Notice that the density of the coupling matrix is mostly concen-

trated at the adjacent elements corresponding to the main diagonal. As the distance between 

successive adjacent elements increases, the magnitude of coupling matrix decreases. In ad-

dition, the matrix entries along each subdiagonal are symmetrical about the main diagonal. 

Comparing these MC density figures, it can be observed that the UCA is more sensitive to the 

MC effects (i.e. with highest coupling power) since UCA has higher resultant deff  distance  

between antenna elements as compared to the ULA and URA configurations. The URA on 

the other hand has the more edge elements than the ULA is thus more sensitive to the impact 

of MC. In practice, particularly for direction application, the ULA and URA are calibrated by 

placing a passive (dummy) antenna to balance the MC caused by the edge elements [124, 125]. 
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Figure 4.8: Magnitude of the coupling matrix elements for HD elements of the ULA at 0.5A 
antenna spacing. 

We now introduce a normalisation constant given by the maximum value of the diagonals of the 

matrix Zeq  i.e. max(diag(Zeq)) [39,40]. The normalised coupling matrix of the conventional 

4Some authors define the antenna spacing for the UCA in terms of the radius of the UCA which yields higher 
d, f f  as compared to our case and thus gives lower coupling power. 
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Figure 4.9: Magnitude of the coupling matrix elements for HD elements of the UC'A at O.5) 
antenna circumference spacing. 
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Figure 4.10: Magnitude of the coupling matrix elements for HD elements of the URA at 0. 5A 
antenna spacings for d and d. 
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model given by 

Znorm  = Zeq /max (diag (Zeq)) 	 (4.24) 

This normalisation allows a direct comparison of performance with the SV equations, e.g. (4.4) 

as will be demonstrated in Section 4.6.3. The MC modelling can be generalised to other ori-

entations of the elements of the arrays using two additional configurations namely collinear 

and parallel in echelon configurations. For modelling MC using other elements such as patch 

antennas, interested readers are referred to [126] and references therein. Note that the principle 

is the same but the mutual and self impedances need to be evaluated for the type of antenna 

element used. 

4.5 	Number of antennas and antenna spacing 

In order to optimise the performance gain, a large diversity order is generally required. How-

ever, for a given terminal size, increasing the number of antenna elements will reduce the 

spacing and increase the fading correlation. Thus, the best compromise between spacing and 

number of elements must be found. 

4.6 Performance analysis on antenna parameters 

4.6.1 The effect of antenna element pattern 

We consider the BER performance for a 4-element ULA associated with 600  mean-elevation-of-

arrival (MEOA) and 00  MAOA for varying ES and AS values. Three types of antenna elements 

are considered for the ULA namely isotropic, HD and patch antenna with 0.5A antenna spacing. 

At low SNR, the performance difference between ES values of 10° and 60° (see Figure 4.11) 

and AS values of 10° and 60° (see Figure 4.12) for the three element types are negligible but 

increases gradually at higher SNR. The results can be justified by comparing the directivity for 

the isotropic, HD and patch elements of the ULA given by 4, 8.4 and 20.3 respectively. Since 

directivity represents the ability of the antennas to focus energy in a particular direction, the 

antennas corresponding to higher directivity with AQA off the target direction will have low 

performance gain. Conversely, low directivity antennas perform well even under large AOA 

as the energy is captured over a larger range of angles of arrival. High directivity AAs can be 

applied to interference rich environments whereby interference can be suppressed by steering a 
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narrow beampattern toward the desired users while simultaneously forming a null toward other 

users. Comparing Figure 4.11 and 4.12, it is observed that the performance improvement 
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Figure 4.11: The BER performance comparison of 4-element ULA with different antenna ele-
ments associated with ES. No MC is assumed. 

is greater when the AS increases as compared to the ES. For instance, to achieve BER of 

0.01, there is only a minor reduction in the required SNR when increasing the ES from 100  

to 60° for all types of antenna elements. However, it can be observed that a 3dB gain can be 

achieved when the AS is increased from 100  to 60°  for the case of isotropic and HD antennas. 

This suggests that all three antenna element types perform better under AS rich than ES rich 

environments. Thus, the horizontally oriented element would be expected to outperform the 

vertically oriented counterpart [127-129]. 

4.6.2 The effect of types of antenna array 

In general, the performance in term of the required target SNR to achieve a 0.01 BER of the 

three arrays improves as the AS increases. For most of the cases in Figure 4.13, the ULA 

outperforms the UCA and URA except at low MAOA values (< 30°). At a low MAOA, 

the elements of the ULA are approximately parallel to the direction of the incoming signals 

and thereby increase the correlation of the received signals at each of the antenna elements. In 
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Figure 4.12: The BER performance comparison of 4-element ULA with different antenna ele-
ments associated with AS. No MC is assumed. 

contrast, for the UCA and URA, only two of the antenna elements are in parallel to the incoming 

signals while the other two are perpendicular. Thus, the UCA and URA perform better than 

ULA in this case. The performance of ULA improves to the maximum as the MAOA moves 

from endfire (0°) to broadside5 (900).  Figure 4.14 shows the performance comparison between 

the three arrays for different ES again with varying AS. In general, the performance of the three 

arrays improves as the ES increases. This makes the required target SNR drop accordingly. 

Also, for a given ES, the performance of the array improves as the AS of the incoming signal 

increases. At an ES less than or equal to 30°, the UCA and URA outperform the ULA. For 

higher ES values, the ULA outperforms the UCA and URA at low AS values up to 30° and 

beyond this AS value, the performance of these arrays start to converge. Figure 4.15 shows 

the performance comparison versus MAOA under different AS with ES at 60°. In this specific 

instance of the ULA, we note that at zero AS, the performance gets worse as MAOA goes from 

0°  to 90°. However, as the AS increases, the performance now improves as MAOA goes from 

0° to 90°. Thus, the AS effect is more important than that of the MAOA. Furthermore, the 

5Note that, unlike in [130] which defined broadside as 0°  measured from the axis perpendicular to the ULA's 
axis, broadside is defined as 90°  and 0°  angle is referred as endfire in this thesis since the AOA is measured from the 
positive x-axis where the array's axis lies. Both definitions yield the same results provided they are used consistently 
throughout the analysis. 
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performance of the UCA and URA are comparable to each other under many scenarios as the 

pattern gain for both arrays with four antennas looks very similar6 . 
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Figure 4.13: The target SNR performance with M=4 antennas showing the comparison be-
tween ULA, UCA and URA under different ES at varying AS with 00  MAOA and 
900 MEOA. No MC is assumed. 

4.6.3 The effect of mutual coupling 

In this section, we first demonstrate the applicability of the normalisation process introduced 

in (4.24) and then study the effect of MC in detail. It can be clearly seen from Figure 4.16 

that without normalisation, there is always a power reduction even at spacings when MC is 

insignificant. However, with normalisation, the received power converges to the case of non-

MC at higher spacings where the effect of MC can be generally neglected. The power loss due 

to our proposed MC model in Figure 4.16 is MB with reference to the no MC case. This is 

justified as maximum power transfer occurs (where half of the power is transferred) since the 

load impedance used is the complex conjugate of the antenna impedance. 

Furthermore, the BER performance as shown in Figure 4.17 also reflects the fact that applying 

6Note that four element UCA and URA have a similar geometry but the antenna spacing for the UCA is measured 
as a circumference distance between adjacent antennas. 
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Figure 4.14: The target SNR performance with M=4 antennas showing the comparison be-
tween ULA, UCA and URA under different ES at varying AS with the 90° MEOA 
and 0° MAOA. No MC is assumed. 
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Figure 4.15: The target SNR performance with M=4 antennas showing the comparison be-
tween ULA, UCA and URA under different AS at varying MAOA with 60° ES and 
900 MEOA. No MC is assumed. 
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the normalisation process allows a direct comparison of the effects of MC on the performance. 

For reference, the BER performance for a single antenna is plotted where there is no MC effect. 

As the number of antennas increases, we observe that the effects of MC become significant 

and the degradation in BER performance is more apparent for the case of M=4 antennas than 

the M=2 antennas case. As the antenna spacing increases, the BER performance shows im-

provement towards to the case of no MC: at spacings of 0.5A and above, the effect of MC is 

seen to be insignificant. Using the MC model developed in Section 4.4, we demonstrated 
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9 1 Rx, NoNorm 
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Figure 4.16: The absolute received power versus antenna spacing for no MC, MC without 
normalisation and MC with normalisation at 0dB SNR. 

in [39] that for all types of AA under consideration, the effects of MC are apparent when the 

antenna separation is small (< 0.54 In [39], the curves of spatial correlation (between ele-

ment 1 and 2) versus AS with and without MC can be clearly distinguished. As the antenna 

spacing increases to 0.5A, the effect of MC decreases significantly, so that the curves with and 

without MC are almost overlapping. This suggests that the effect of MC can in fact decorrelate 

the received signal between the antenna elements due to pattern diversity which has dominant 

effect over spatial diversity at low antenna spacing [131]. The pattern diversity arises due to 

the fact of overlapping radiation patterns when the antennas are in close proximity. To gain 

further insight on the effect of MC, let us examine the covariance matrices with no MC, given 

by R = E[hh'], and with MC, given by R' = E [Zn_olrmhhH (Z,1rm)H]. Let us consider 
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Figure 4.17: The BER versus antenna spacing for no MC and MC with normalisation at 0dB 
SNR. 

the case with two receive antennas at 600  AS, 0° ES, 90° MEOA and 0dB SNR. Figure 4.18 

and 4.19 show the distribution of the absolute value for the diagonal and off diagonal elements 

of the 2 x 2 correlation matrices over the MAOA. Note that, the diagonal terms of R (and 

R') denoted by R(l,1) and R(2,2) (and equivalently R'(l, 1) and R'(2,2)) indicate the received 

power at the antenna one and two respectively. Similarly, the off-diagonal terms of R (and R') 

signified by R(1,2) and R(2, I) (and equivalently R'(l, 2) and R'(2, 1)) represent the cross cor-

relation between the two received antennas. Figure 4.18 shows that in the case of no MC, the 

received power in the two antennas is equal regardless of the antenna spacing between the two 

antennas. On the other hand, when MC is taken into account, there is a power difference be-

tween the two receive antennas due to the pattern diversity. For all the spacings considered, the 

received power in the second antenna is almost unchanged, regardless of the MAOA. However, 

the first antenna experiences significant changes in power whereby at the small spacing (0.1)), 

the received power decreases as the MAOA increases. On the other hand, the received power 

increases as the MAOA increases at higher spacing. It can also be identified that significant 

power reduction occurs as the antenna spacing is reduced from 1 to 0.1.\. At high spacing, even 

with MC taken into account, the average power of the two antennas almost converges to the 

case of no MC which demonstrates that the modified model behaves in a sensible fashion. It is 
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Figure 4.18: The distribution of power associated with elements R(1,1)/R'(l,]) and 
R(],2)/R'(1,2) for a 2 x 2 correlation matrix. 
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shown in Figure 4.19 that the correlation for the case of MC (R'(l, 1) and R'(2,2)) is always 

lower than the case of no MC. However, only at small spacing (0.1 A) is the correlation vastly 

different between the MC and no MC cases. At large spacing (IA), the correlations for these 

two cases are almost identical. 

Based on the observations in Figure 4.18 and 4.19, two effects due to the presence of MC can be 

highlighted. Firstly, MC reduces the overall received power compared to the no MC case. The 

reduction in power is particular apparent at small spacing but becomes less significant as the 

antenna spacing increases. Secondly, MC also reduces correlation between antenna elements. 

Again, this effect is only significant at small spacing. These two effects combined can explain 

the apparently conflicting claims as reported in [12-15, 132]. The lower correlation (due to the 

presence of MC at small spacing) in theory yields a better performance. However, this is now 

compensated by the reduction in the overall received power. The resultant effect is to reduce the 

system performance as illustrated in Figure 4.20. It can be observed that the BER performance 

for the MC is always worse than the corresponding no MC case. These results agree with many 

experimental results reported such as [133, 134]. However, the performance difference between 

these two cases is only significant at low antenna spacings and gradually reduces as the antenna 

spacing increases. It is vital to point out that the two element array with MC taken into account 

still outperforms the single antenna case with a significant margin though there is a performance 

degradation due to MC. 

4.6.4 The effect of antenna spacing and number of antenna elements 

At low AS, large antenna spacings are necessary to obtain diversity gain and minimise the 

required target SNR, as shown in Figure 4.21. It is observed that the system performance 

saturates as the antenna spacing goes beyond 4A. This indicates that the application of CAA 

becomes difficult in scenarios where the incident power is confined to a limited angular range 

from two opposite directions (called the canyon effect) and without LOS to the MS [30]. For 

large AS (60°), an additional 2dB in SNR is needed to achieve the target BER as the antenna 

spacing is reduced from 0.5 to 0.1A. Increasing antenna spacing beyond 0.5A under large AS 

does not provide further improvement which indicates that the concept of CAA can be well 

applied in indoor environments where the AS is expected to be high [135]. 

Figure 4.22 shows the BER performance comparison for 2,4 and 8 antennas for the ULA and 

URA at 30° AS in endfire and broadside conditions. As the MAOA varies from 0° to 90° in a 
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Figure 4.20: The corresponding BER performance for M=2 antennas versus MAOA at various 
antenna spacings. 

4 element ULA, the system performance improves considerably. Since the URA is in general 

not sensitive to changes in the MAOA, there is no improvement that can be noted in the case 

of the URA. However, a small performance difference can be observed in the case of 8 antenna 

URA. This is due to the orientation of the URA which essentially consists of two 4-receiver 

antenna ULA located parallel to the x-axis. Hence, the performance of the URA lies between 

the performance of the ULA at 0° and 90° MAOA respectively. The use of large diversity order 

may not be justified in practice. Implementation and marketing issues such as complexity, 

weight, battery life and size of the MS need to be taken into account and this is beyond the 

scope of the investigation in this thesis. Interested readers are referred to [136] and references 

therein for further details. 

4.7 Summary 

This chapter has investigated the impact of different antenna parameters associated with the 

type of antenna elements, type of arrays, MC, inter-element spacing and number of antennas. 

This allowed the study of the trade-offs between these parameters in the development of the 

CAA. The parameters are modelled and incorporated into the system performance evaluation 
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Figure 4.22: The BER performance for 2,4 and 8 diversity branches using HD. URA (circle), 
ULA (asterisk), 90° MAOA (solid) and 00  MAOA (dashed). 
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under some specific channel conditions to demonstrate the significance of the antenna parame-

ters. It has found that different antenna elements and arrays yield different performance which 

is more favourable in some cases than others. In addition, we have also showed that for all 

AAs under consideration, MC can decorrelate the the received signal particularly at low an-

tenna spacing. The performance gain due to the lower correlation is however compensated for 

by a signal cancellation effect that reduces the received power. The overall effect of MC is to 

reduce the system performance. The application of the CAA is shown to be practical in indoor 

environments but be difficult in low angle spread scenarios such as caused by the canyon ef-

fect. This in turn requires a larger antenna spacing to achieve the target BER or more antenna 

elements need to be crammed into the MS to give better performance. Having described the 

impact of antenna parameters on the system performance, in the next chapter, we study the 

impact of angle-of-arrival distribution. 



Chapter 5 
The impact of angle of arrival 

distribution on the performance of 
antenna arrays 

This chapter studies the impact of the angle-of-arrival distribution on the performance of dif-

ferent AA architectures. The SFC of the AA under study for different statistical pdfs that are 

commonly encountered in the modelling of angle-of-arrival for both AOA and EOA are exam-

ined and analysed. The main objective of this chapter is to study in more detail the impact of 

using different AOA and EOA pdfs on the SFCs of the ULA, UCA and URA. This investiga-

tion allows us to determine the significance of the different pdfs in comparison to the angle of 

arrival parameters. Secondly, to study the importance of EOA with respect to AOA on the SFC 

of the AAs. This investigation is important as the system performance of the handset AAs are 

also dependent on the effect of the multipath elevation since the handset could be oriented in 

any direction [137]. Furthermore, measurement results have also shown that about 65% of the 

energy was incident with elevation larger than 100 [30]. By studying the SFCs which serve 

as a figure of merit in the performance analysis of AAs, they can provide a useful measure for 

comparing diversity systems. Our results show that the impact of using different AOA and EOA 

pdfs on SC is insignificant. The key parameter for system performance is the standard deviation 

of the underlying pdfs. This chapter is organised as follows, Section 5.1 discusses the numer-

ous statistical distributions that are available in the literature. The impact of AOA and EOA 

distributions on the SFC for different AAs are discussed in Sections 5.2 and 5.3 respectively. 

Finally in Section 5.4, some concluding remarks will be made. 

5.1 Statistical angle-of-arrival distributions 

A number of statistical pdfs have been deployed to model the AOA and EOA of the MPCs that 

arrive at the MS. The typical pdfs that describe the AOA statistics are the uniform, Gaussian 

and Laplacian distribution. On other hand, the EOA is commonly modelled as a uniform or 
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Laplacian pdf. Most of the work reported in the literature derives a SFC for a particular angle-

of-arrival distribution and AA. To date, there exists no generalised SFC function that describes 

the SFC between element pairs of a given AA as well as for a given distribution in both AOA 

and EOA domains. Despite [24] demonstrated mathematically that the impact of AOA pdfs 

on the ULA is insignificant and what matters is the AS, it is not clear whether this result can 

be equally applied to EOA domain as well as other AA topologies. Hence, to allow a flexible 

analysis on the study of the impact of angle-of-arrival distribution for the various AAs, we 

instead determine the SFC through computer simulations. 

It is worth pointing out some important properties relating to the different pdfs for both AOA 

and EOA in the spherical coordinates system. The MAOA, 	and MEOA, 00  are measured 

from the positive x- and z-axis respectively as depicted in Figure 5.2. Numerous definitions of 

the AS and ES are available in the literature such as [15, 18, 19, 32,66]. In this thesis, unless 

otherwise specified, the definition of the AS and ES follows that of Salz and Winters in [18] and 

is depicted in Figure 5.2. It must be emphasised that the actual definitions of the AS and ES are 

not of primary concern provided that they are used consistently in the thesis. This means that, 

we will obtain the same results whether we use of the definition of Salz and Winters or those 

[15, 19,32,66] provided that the definitions of the AS and ES are adjusted accordingly. 

A uniform AOA distribution' is expressed as 

-L ; 
= {- 

AW  + o Y 	+ o 	 (5.1) 
0 	; otherwise 

where 2A1,is the maximum deviation of the AS from the MAOA, . A truncated Gaussian 

AOA distribution is given by 

( )2 

= /e 2,2 	
(_ + 	 + o) 	 (5.2) 

where the scalars o- , and ,c, signify the standard deviations of the Gaussian distribution and 

normalisation constant to make (5.2) a pdf. Similarly, the Laplacian AOA distribution is given 

by 
'i 	—v'rp—pI 

= 	e 	, (—yr + yo 	7  + o) 	 (5.3) 
V 291  

'Equivalently the following definition is also applicable for the EOA except that the angle range for the EOA is 
limited to  < 8 < 1800. 
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where cr1  and tcj are the standard deviations and normalisation constants to make (5.3) a pdf. 

The corresponding statistical distributions for the three cases are illustrated in Figure 5.1 where 

Figure 5.1: The statistical distribution for the uniform, Gaussian and Laplacian angle-of-
arrival. 

the shape for each case can be clearly identified. To allow a consistent comparison, the AS is 

assumed for the moment to be the standard deviation of the underlying pdfs. For the uniform 

distribution the standard deviation is given by. Unless otherwise specified, the SFC is 

computed between antenna elements 1 and 2, P(1,2)  for the cases of the ULA and UCA, while 

(1,1) and (2,2), P(1,1,2,2)2  for the case of the URA is used. 

5.2 	The impact of azimuth-of-arrival distribution 

In order to study the impact of AOA distributions, simulations are performed for the ULA, 

UCA and URA with 00  ES. Two specific MAOAs (90° and 0°) are considered for varying AS 

values as shown in Figure 5.3 and 5.4. By studying both figures, we observe that for a given 

AS, the SFCs for the three AOA pdfs have a similar pattern (i.e. when one increases/decreases 

the others follow suit). Furthermore, as the AS increases, the SFC decreases very rapidly 

2The notation (n I,pi, fl2 ,p2) represents the elements at cartesian coordinates (ni ,pi) and (n2 ,p2). 
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Figure 5.2: The MAOA, AS, MEOA and ES in spherical coordinates with uniform distributions 
in AOA and EOA. 

from 2° to 10° to 90° respectively. This suggests that the important parameter of the SFC 

as a function of antenna spacing is the standard deviation of the pdf and not the type of pdf 

under consideration. Although, the impact of different pdfs on the SFC can be regarded as 

small, it is observed that the uniform and Laplacian pdfs have the lowest and highest SFCs 

respectively while the Gaussian case is the intermediate one. The uniform pdf has more paths 

located further away from the MAOA than the case of Laplacian and Gaussian pdfs where most 

of the paths are incident close to the MAOA. Thus, the small SFC difference between Gaussian 

and Laplacian can be justified from their symmetry properties and similar general shape. The 

main discrepancy between them is the much heavier tail and higher density at the peak of the 

Laplacian as compared to the Gaussian pdf [138]. The above observation can be understood 

by analogy to Doppler spread. The standard deviation of the Doppler determines the level 

crossing rate and average fade duration of the fading signal, though different AOA pdf will 

result in different Doppler power spectra for the fading signal [70]. 

Changing the MAOA from 90° to 0° increases the SFC for the ULA significantly for a given 

AS. Since the MAOA is now in the endfire condition, the SFC is expected to be very high ( 1) 



The impact of angle of arrival distribution on the performance of antenna arrays 

0.8 

	

0.7 	 Uniform 
- - Gaussian 

	

Ez 
0.6 	

AS-90 

 

Laplacian 

0.5 

0.4 

0.2 

0.1 

	

0.5 	
Antenna spacing, d/? 

(a) IJLA 

4 	 AS-2 
).9 

 
AS-10 	 Uniform 

Gaussian 

* 	

Laplacian 

0 	0.5 	1 	1.5 	2 	2.5 	3 
Antenna spacing, d/? 

UCA 

0.9 	
AS=10 	 AS=2 

0.8- 

0.7- AS--90' 	. 	 -..- Uniform 

06 	
- Gaussian 

-*-- Laplacian 

0.5 
C. 

0.4 

0.3 	I 

0.2  

0.1 	 . 

0.5 	1 	1.5 	2 	2.5 	3 
Antenna spacing, d/X 

URA 

Figure 5.3: The SFC comparison for the ULA, UCA and URA at 900  MAOA, 00  ES and 90° 
MEOA for different AS values. 
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Figure 5.4: The SFC comparison for the UL4, UCA and URA at 00  MAOA, 00  ES and 90° 
MEOA for different AS values. 
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particularly for a small AS values and will only gradually increase as the AS increases, On 

the other hand, the SFC for UCA and URA remains approximately unchanged. This is due 

to the orientation of the array for which the element pairs of interest "see" the same MAOAs. 

Despite changing the AOA parameters, the SFCs for the three AOA distributions show close 

resemblance at least in considering the diversity performance [139]. There is no significant dif-

ference when one considers the correlation value between for example 0.5 and 0.7 in a diversity 

system though in practice lower correlation value is preferable. 

5.3 	The impact of elevation-of-arrival distribution 

In this section, we extend our analysis to the case of EOA [41] which has not received much 

attention in the literature. For the case of EOA, similar analyses are performed to investigate 

the impact of using different EOA pdfs on SFC. Figure 5.5 shows the SFC of different arrays 

under three EOA pdfs at 00  MAOA. Under this specific condition, the impact of the EOA and 

AOA on the SFC can be compared by observing Figure 5.4 and 5.5 where the AS and ES are 

the only changing variables. Our analysis demonstrates that in general, angle spread in azimuth 

leads to a lower SFC than the equivalent spread in elevation. In addition, the reduction in SFC 

due to increasing ES seems to be less rapid than that for the AS. If the MAOA is changed to 

900,  similar observations are expected for the case of the UCA and URA. Nevertheless, the SFC 

of the ULA will be at value one. For the same reasoning as in the azimuth domain, uniform 

and Laplacian pdfs in EOA have the lowest and highest correlation in all cases. Again the SFC 

and hence performance of the AAs is dependent on the ES and not the type of EOA pdf under 

consideration. However, it can be observed that, the difference in SFC between the three pdfs 

are more noticeable in the case of EOA than AOA. This is owe to the fact that the pattern gain 

at 00  or 180° EOAs is zero as shown in Appendix C. 

5.4 Summary 

This chapter has investigated the impact of both the AOA and EOA on the SFC of different 

AA architectures. As shown in the analysis, the impact of using different AOA and EOA pdfs 

on SFC is insignificant for all the arrays considered. On the other hand, the key parameter 

to the system performance is the standard deviation of the underlying pdfs. Therefore, in the 

remainder of the thesis, we restrict our attention to uniform distributions. Our results also 
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demonstrate that the effect of AS on SFC is more significant that that of ES. In the next chapter. 

3-D SFC models for the CAAs under considered are developed using a uniform distribution to 

facilitate the performance analysis. 



Chapter 6 
3-Dimensional spatial fading 

correlation models 

In this chapter, closed-form expressions for the SFC functions of AAs in a 3-D multipath chan-

nel are derived. The SFCs are expressed in terms of the AOA and EOA as well as the geom-

etry of the AA under consideration. Verification is achieved by means of computer simulation 

where excellent agreement is shown between the theoretical and simulation results. The devel-

oped SFCs can be used to investigate the importance and dependency of the angular parameters 

associated with MAOA, AS, MEOA and ES on the system performance. Our analysis shows 

that in general, the system performance is more AS dependent than ES while the impact of 

MAOA and MEOA is array dependent. However, it must be emphasized that in evaluating the 

performance of AAs, both azimuth and elevation angle must be taken into consideration. Fur-

thermore, the SFCs can also be used to determine the correlation matrix at both the transmitter 

and receiver for capacity evaluation in MIMO systems. Finally, our investigation also shows 

the feasibility of deploying EVS and EVS arrays as a MIMO receiver. 

The aims of this chapter are three fold. Firstly, to develop SFC models for various CAAs which 

can be applied to determine the correlation matrix at both the transmitter and receiver in MIMO 

systems for capacity evaluation. Secondly, to study in detail the importance and dependency 

of the angular parameters parameterised by the MAOA, AS, MEOA and ES to the SFC. By 

evaluating the performance patterns as a function of two of the parameters, the sensitivity of the 

system performance to these parameters can be determined. Thirdly, to compare the capacity 

performance of different GAAs under the same channel conditions. This is crucial in selecting 

types of compact receivers used in different applications and radio environments. The rest 

of the chapter is organised as follows: Section 6.1 gives a quick overview of the importance 

and development of the SFC for AAs; Section 6.2 derives the closed-form expression for the 

SFC functions in terms of AOA, EOA, antenna spacing and antenna geometry; Section 6.3 

presents some analytical results to verify the developed close-formed expressions; Section 6.4 

analyses the sensitivity of the AAs through the performance patterns; Section 6.5 deduces some 
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important implications from the performance patterns; Section 6.6 performs capacity analysis 

for MIMO systems employing the AAs under investigation; Section 6.7 concludes this chapter. 

6.1 Introduction 

AAs are one of the most promising candidates for capacity and signal quality enhancement 

in wireless communications systems. Since the functionality of the AA is mainly based on 

the exploitation of the spatial properties of the multipath channel, it is a pre-requisite to have 

a better knowledge on how the angular parameters influence the performance of AA. Recall 

from Chapter 1 that many prior works expressed the SFC functions for different AAs in various 

AOA pdfs. In this chapter, we consider the impact of both the AOA and the EOA on the SFC, 

as many measurement results have demonstrated the practical significance of EOA in addition 

to AOA to the performance of AAs (see Chapter 1). Employing multiple antennas at the MS 

for MIMO techniques introduces a number of difficulties as described Chapter 1. Therefore, 

several candidate CAA configurations are considered in this thesis. In this regard, the EVS 

emerges as a promising alternative to the ULA, UCA and URA. Due to the compact structure 

of the EVS, it is possible to arrange multiple EVS in an array configuration so that higher 

performance can be achieved. Hence, it is imperative to study the SFC between the elements 

of the CAA as the capacity of a MIMO channel and diversity gain are very dependent on the 

fading correlation between antenna elements [110, 139]. In addition, the results obtained in this 

chapter can be used to derive the theoretical probability of error Pe  performance of the CAA as 

shown in [42]. In the next section, the mathematical framework toward the closed-form SFC 

expressions is established. 

101 



3-Dimensional spatial fading correlation models 

6.2 Closed-form spatial fading correlation models 

6.2.1 ULA, UCA and URA 

For the ULA, UCA and URA', the SFC between antennas at positions n and in is defined as 

P(m,n) 
f(hm 

M (hM - hm) 2 J E~ - h)2 } 

f0 f ao, 0)a p, O)p(ço, 8) sin(0)d8dço 	
(6.1) 

f f0 	0) 12 sin(0)p(, 0)dOdço f f0 Ia(, 8) 2 sin(0)p(, 0)dOdco 

where a,, (p, 0) is the flth entry of a(, 0). The term sin (0) appears in (6.1) because the integral 

is carried out in spherical coordinates. The scalar p(o, 0) is the joint pdf of the angles-of-

arrival of the MPC. We assume that the AOA and EOA are independent of each other, thus 

the function p(, 0) can be decomposed to p(y)p(0) [11,74]. We concentrate our analysis on 

uniform AOA and EOA distributions since Chapter 5 showed that the key parameter for the 

system performance is the standard deviation of the angle spread of the MPC and not the type 

of pdf under investigation. As described in Chapter 5 and [18], the AOAs of the MPCs are 

uniformly distributed over the range of angles [p0 - 	 'o + A] where t and WO are the 

AS and MAOA (see Figure 5.2). Similarly, the EOAs of the MPCs are uniformly distributed 

over [Oo - Llg, Oo + AO] where AO and 00 are the ES and MEOA respectively (see Figure 5.2). 

As shown in the Appendix D, the real and imaginary parts of the P(rn,n) for the cases of the 

ULA, UCA and URA can be expressed: 

- 
1 00 k  1 	 (_l)2k+1+lZ 2k (2k + 1) 

j[(2k + 1 - 21)o]x 
- sinc(e) sin(0o) 

k=0 10 

	

24k (k!)2  

sin[(2k+ 1 —2l)Oo] 	
oo = k+1 (i)k(A+1)+21+P+1 

1!F(2k+l+ 1)
x 

k=1 1=0 P=O 

/Z 2 l)\ /2(k +1) + 1 
sinc(2k) cos(2kB) 24(k+1)) 	 ) x 

sinc{[2(k+l_P)+1]}o} sin {[2(k+l_P)+1]0o}} 

(6.2) 

'For the URA, the SFC is denoted by P(Z(rn,pn,q)) where (m , p) and (n, q) are the coordinates of the elements 

as depicted in Figure 4.5. 
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2 

—

00 00 	_1)Ak+1 (Z) 2(k+1)+1 

sinc(o) sin(Oo) E E l'F(2k + 1 +2) 2 
sinc[(2k + 1)] x 

k=0 1=0 

Cos D[(2k  + l)yo] sin E[(2k + 1)a]{ 	
1 	(2(k + I + 1)) + 

	

22(k+1+1) 	k + 1 + 1 

k+1 (_l)k+1+1+P (2(k + 1 + 

P=O 

1) ) 

sinc[2(k+l+l —p) 0 ]cos{2(k+l+ 1 _)8o]} 

(6.3) 

where F(x) is the gamma function, sinc(x) = sin(x)/x and variables A, B, D, E and Z take 

different values according to whether the array geometry is the ULA, UCA or URA. For the 

ULA, A = 1, B = y, D = 1, E = 0 and Z = kd(rn - ii). For the UCA and URA, 

A = 0, B = a, D = 0 and E = 1. As defined in Appendix D.2, for the case of the UCA, 

Z = /Z? _+ Z22  with Z1  = kwr[cosçbm  - cos] and Z2  = kwr[Sin'bm - sin]. Similarly 

as defined in Appendix D.3, for the case of the URA, Z = + Z with Z = kw (nm)dx  

and Z, = k,, (p - q)d [43]. For all the AAs considered, summation over 50 terms for k and 

1 is sufficient to achieve accuracy up to 6 decimal places when comparing the closed-form 

expressions with numerical integration of (6.1). 

6.2.2 EVS 

In order to include the polarization domain, (6.1) is modified to become 

f 10 J f a(e)a(e)p(®) sin (0)  = 
P(p,q) 	

Vf 0 f f 7  I a(0) 2p(e) sin (0)dydOd7d 

1 
(6.4) 

JJo f f l, aq (0) 2p(®) sin(0)ddOdd  

By making the assumptions of random polarisation mixing i.e. p(y) and p() are uniformly 

distributed over the range [0, 7/2] and [—ir, ir] respectively, it can shown in Appendix E and 

[44,45] that the SFC between the components (p, q) of the EVS can be expressed in closed-

form as 

P(p,q) 	 ( 

	

M1(p,q)+M2(p,q) 	
65) 
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where M1(p, q), M2(p, q),p and J?q  are the result of the integration of the terms Wi,pWi,q, 

'I' 	+ i]i 	and 1Ii q  + \IJ q  over spherical coordinates, respectively. The scalars W2,p'I'2,q,  

"1,q and W2,q  are the qth  entry of the first and second columns of 6 x 2 matrix (O, p) in 

(4.12). The closed-form expression of 6 x 6 matrices M1, M2  and 6 x 1 vector F are given 

in Appendix E. Equation (6.5) can be generalised to take different XPD value into account. 

This can be achieved by appropriately scaling the matrices M 1  and M2  to represent the power 

difference between the vertical and horizontal polarisations. For a given XPD value, the scaling 

factors can be computed by first determining the range of the integration for the variable 'y. 

6.2.3 Arrays of EVS 

For EVS in array configurations, it can be shown in Appendix F that the SFC between compo-

nent p of the mth  EVS and component q of the flth  EVS is given by 

T(z(m,n,p,q)) 

	

P(Z(m,n,p,q)) 
= 	N(z(m,n,p,q)) 	

(6.6) 

where T(z(m,n,p,q)) is given by (6.7) and (6.8) for the cases of ULA and UCAIURA2  respec-

tively. 

00  (_1)k ( Yk 

T(z(,n,p,q)) = G2  
(k!) 2  

k=O 	

(Rai a2 00Sbi b 2 b300 + RC1C200Sd1d2d300) + 

00 00 	 k+1 	

(_2Z 

' 2(  

k=O 11 
!F(2k + I + 1) 	) 	(R,,Ia2a3OSbjb2Ob4O + RC1 C2 C3OSd 1d 2 Od4O) 

00 00 	 )k+1Z" 2(k+1)+1 
A  

) 	
x 

(R,,l a2 0a4  Sb1b 2 00b5  + Rc1c20c4Sd1d200d5) } 

(6.7) 

2Note for the EVS in URA configuration, the SFC is denoted as by T(z(m,,-,s,p,q)) where (rn r) and (n, s) 

are the coordinates of the EVS elements while (p, q) signify the relevant components of the EVS. 
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(oc (i)k z 2k 
T(Z(m,n,p,q)) = G2 

E
O 

(k!)2 ()
(Uai a 200Sbi b 2 b300+ UClC200sdld2d300)+ 

00 00 (_1)1 
2 	

l!F(2k + I + 1) 	

)2(k+l) (Uaja

2 a3OSb1b2 Ob4O + UCl C2C3oSd1d2od4o) 

k=O 1—i 

00 00 	
—i) 	2(k+1)+1 

+i2I,F(2+l+2)) 	x 

(Uaia2Oa4 Sbi b2 00b5 + Ucic2Oc4Sdld200d5) 

} 
(6.8) 

The functions 	 and 	are the results of integration of (6.9) to (6.11) respec- 

tively as shown in Appendix F: 

Rtuvw   cos) sinu() cosV(2k) cosw[(2k + 1)]d 	(6.9) 
fwo —lnilp 

= 

flo+A,, 
cost (0) 

Sin_ 
(0) sin 2k+)(0) sinw[2 	1)+l]() s jnx[2 	1 '(0)do (6.10) 

= 
I .

~oo+A~O 

- 	

cost() sin-((p) cos°[(2k(p + )] sin" [(2k + 1)(p+ )J dço 	(6.11) ~

00 

It is straightforward to show that the denominator, N(m,n,p,q) reduces to the denominator 

of (6.5). 

6.3 	Analytical results 

In this section, some analytical results for each of the AAs are presented and compared with 

simulation results to verify the developed closed-form SFC expressions. Due to many different 

possible combinations, only a single result is presented here for each AA and thus it does 

not represent the overall AA response. This constraint is relaxed in Section 6.4 and 6.6 to 

allow the performance of AAs to be assessed more thoroughly. For all cases, simulations are 

performed over 3 million channel realisations to compute the correlation values. The results 

obtained show excellent agreement with the theoretical results and thus validate the derived 

expressions. Figure 6.1 to Figure 6.3 show the SFC between element (1,2) for the case of ULA 

and UCA, element (1,1,2,2) for the URA and its corresponding EVS array. Thereafter, we 

refer the corresponding EVS array as an array of EVS in ULA, UCA and URA configurations 
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(denoted by ULA-EVS, UCA-EVS and URA-EVS) with reference to the ULA, UCA and URA 

respectively. 
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Figure 6.1: SFC at various AS and ES values with 90° MEOA and MAOA for the ULA and 
ULA-EVS. 

For all cases, the SFC decreases as the antenna spacing or the AS increases. Similarly, the 

SFC also decreases as the ES increases except for the case of ULA configuration where the 

effect of ES is negligible. However, it is noted that this is only true for this specific 900  MAOA 

(broadside condition). In this case, each element of the array experiences the same relative 

phase since the paths contributing to the received signal at the array arrive perpendicular to 

the array direction. For other MAOAs, the impact of ES must be taken into consideration. It 

can also be observed that, there are zero crossing points in the case of the ULA configurations 

where the first zero occurs approximately at d/X 30/AS [18]. The effect of increasing ES in 

this case tends to move the to zero crossing point to antenna spacings higher than 0.5A. When 

the MAOA deviates from 90°, the zero crossing points disappear and higher spacing is required 

to achieve the same correlation value as for the case of 90° MAOA. In contrast, the SFC of the 

case of UCA and URA do not have zero crossing points for any values of the angle of arrival. 

Furthermore, the SFC of the EVS array has a very similar shape to that of the corresponding 

isotropic array except that the oscillations in the SFC decay more rapidly as the antenna spacing 

increases. 
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Figure 6.2: SFC at various AS and ES values with 900  MEOA and MAOA for the UCA and 
UCA-EVS. 
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Figure 6.3: SFC at various AS and ES values with 90° MEOA and MAOA for the URA and 
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The SFC for the case of the single EVS has been presented in [44,45]. The SFC corresponds 

to different components of EVS under varying AS and ES values are shown in Figure 6.4 

and 6.5. As expected, when the AS and ES increase, the SFC decreases. Recall from Chapter 

4 (Section 4.3.4) that the EVS consists of three electrically identical short dipoles and three 

magnetically identical small loops which are co-located and orthogonally oriented. The re-

sponse from each dipole is proportional to the electric field component along the direction of 

the dipole. Similarly, the response from each small loop is proportional to the magnetic field 

which is parallel to the normal of the loop. Furthermore, for transverse plane waves in space, 

the electrical and magnetic components are perpendicular to each other and orthogonal to the 

direction of wave propagation [51]. The above properties can be used to justify the results ob-

tained for the EVS in this section. For instance, the first four component pairs i.e. (1,6), (2,6), 

(3,4) and (3,5)3  in Figure 6.4 have the same correlation as the AS changes but the reduction in 

correlation is slower for the last two component pairs i.e. (1,2) and (4,5). This is because the 

first group measures the correlation between electric and magnetic field sensitive components 

while the second one measures the correlation between two electric field sensitive components. 

The component pairs (1,2) and (4,5) which measure the (Er, E) and (Br , B) have the same 

response under this channel condition where the electric and magnetic field are incident on the 

dipole and loop in a similar manner. 

Figure 6.5 shows SFC versus ES for EVS elements (1,6), (2,6), (3,4), (3,5), (1,2) and (4,5). By 

comparing with Figure 6.4, the SFC reduces more rapidly when the AS increases than for the 

ES. Figure 6.6 shows the SFC versus MAOA and MEOA for various components of the EVS. 

As the MEOA moves from 00  to 90°, the SFC for element pairs (3,2), (5,6), (1,5) and (2,4) 

decreases significantly. However, the SFC for element pair of (1,6) and (3,4) increases slightly. 

For the case of the MAOA, the element pair of (2,6) and (3,5) appear to have an opposite effect 

to the (1,6) and (3,4). In other words as the SFC of (2,6) reduces it increases for (1,6) and vice 

versa. The SFC of (1,2) and (4,5) is symmetrical about MAOA 45°. The developed closed-form 

SFC for various AAs are important for several applications. In the next two sections, two major 

applications relating to sensitivity and capacity analysis are addressed in Section 6.4 and 6.6 

respectively. 

3Note that other component pairs which are not shown in the figure have zero correlation except for the autocor-
relation of one element with itself. 
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Figure 6.4: SFC between elements (m,n) of the EVS versus AS for 45°MAOA, 900 MEOA 
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6.4 	Sensitivity analysis 

Depending on the elements of interest and angle-of-arrival, the SFC can differ significantly 

from one element pair to another even under the same channel conditions. Hence, the general 

characteristics of the array's sensitivity to different channel parameters cannot be fully repre-

sented by one correlation value. In order to allow the array's sensitivity to be investigated, 

several parameter sets associated with MAOA, AS, MEOA and ES are considered. To examine 

the importance and dependency of the above parameters on the system performance, two of the 

parameters are examined at a time while keeping the other two fixed. The results are reported 

in terms of the SNR required to achieve a target P0 for BPSK modulation. The P0 can be 

computed using the EVD of the spatial correlation matrix, R as shown in [42] and is given by 

[67] 
M 

BER k[1__Ak 

1 
(6.12) 

(1+kj k=1 

	

M 	- 

	

Irk — fl 	
Ak 

(6.13) 
i=1 (4 — ,k,) 
i7~k 

where Ak is the diagonal matrix of eigenvalues obtained using EVD of correlation matrix 

R = UAUH. In our analysis, unless otherwise specified, the number of receive antennas 

(isotropic elements), antenna spacing and the target P0 are fixed at 4, 0.5) and 0.01. It should 

be noted that the analysis is equally applicable to any number of antennas and spacing under 

any channel conditions. Four parameter sets are examined to study their impact on the system 
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performance. The investigation on the parameter set MAOA-AS in Subsection 6.4.1 has been 

reported such as in [15, 18]. We then examine three additional parameter sets which have yet to 

be reported in the literature, namely MEOA-ES, AS-ES and MAOA-MEOA in Subsection 6.4.2 

to 6.4.4, respectively. The results for the case of ULA, UCA and URA under these parameter 

sets have been presented in [42, 140] and will therefore be briefly discussed in this thesis. Read-

ers are referred to [42, 140] for detailed discussions. Hence, we mainly focus on the results for 

the single EVS and EVS arrays. 

6.4.1 Effect of MAOA and AS 

The performance sensitivity of the ULA, UCA and URA  to the MAOA and AS are shown 

in [42] where the performance of the ULA, UCA and URA is AS dependent while the effect 

of MAOA is array dependent. The ULA is very sensitive to changes in MAOA whereby the 

reduction in performance is more rapid in the broadside region (around 90° and 270°) than 

in the endfire region (around 0° and 180°). However, the performance of the UCA and URA 

are generally independent of MAOA. The sensitivity of a single EVS to changes in MAOA-

AS is illustrated in Figure 6.7. The performance pattern appears to be the same as that of the 

UCA/URA where the performance improves with increasing AS but is insensitive to changes 

in MAOA. The EVS arrays exhibit very close performance patterns to their corresponding 

isotropic array configurations (see [42]) as shown in Figure 6.8 to 6.9. For the ULA-EVS, 

at low AS (< 100), the required target SNR is high irrespective of the MAOA values. However, 

as the AS increases, the reduction in target SNR is more rapid in the broadside region than in the 

endflre region. As the AS increases to a large value (> 80°), the performance of the ULA-EVS 

saturates irrespective of the MAOA. Unlike the ULA-EVS, the performance of the UCA-EVS 

or URA-EVS is insensitive to changes of MAOA as shown in Figure 6.9. Nonetheless, their 

performance is highly sensitive to the AS of the incoming signal. By studying Figure 6.7 to 6.9, 

one notes that as the AS increases, significant improvements occur in target SNR. On the other 

hand, only small changes can be observed in target SNR as the MAOA changes except the for 

the ULA-EVS. This suggests that the system performance is AS dependent while the effect of 

MAOA is again array dependent. 

4Note that the four element UCA and URA have a similar geometry but the former is O.1.\ less than the latter in 
spacing, thus we would expect a very similar performance pattern for these two configuration. See also Appendix C 
which demonstrated that the four element UCA and URA have almost identical radiation patterns. 
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Figure 6.8: The target SNR as afunction of MAOA and AS for ULA-EVS. 
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Figure 6.9: The target SNR as a function of MAOA and AS for URA-EVS. 

6.4.2 Effect of MEOA and ES 

In this parameter set, it is found that the ULA, UCA and URA have a similar performance 

patterns where the arrays are more sensitive to the effect of ES than the MEOA. The impact of 

MEOA is relatively small (in the order of 1-2dB) as compared to the impact of ES (in the order 

of 4dB) for the ULA. The single EVS has a similar performance pattern in Figure 6.10 as for 

varying AS and MAOA shown in Figure 6.7. Again, the single EVS is relatively insensitive 

to changes to MEOA while the performance improves as the ES increases. However, one 

can note that in Figure 6.10 the single EVS tends to perform slightly better in 90° MEOA 

than for other elevation angles. Furthermore, the reduction in target SNR in both Figure 6.7 

and 6.10 are approximately equal as AS and ES increases up to 60°. The performance of the 

three EVS arrays also have a similar pattern to their corresponding isotropic AA configurations 

[42]. As shown in Figure 6.11 for the case of URA-EVS, the higher target SNR values are 

concentrated at the horizontal plane corresponding to 90°  MEOA. In addition, the performance 

is symmetrical about this MEOA value because the radiation patterns for MEOAs below/above 

90° are mirror images of each other. For a given ES, the performance improves slightly as 

the MEOA deviates from the 90°. On the other hand, for a given MEOA, the performance 
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Figure 6.10: The target SNR as afunction of ES and MEOA for EVS. 

improves significantly as the ES increases. The above observations highlight the importance 

of ES as compared to MEOA in system performance. Unlike the MAOA, the behaviour of all 

the three EVS array types is similar when the MEOA is changed. However, the performance 

changes with respect to the MEOA are somewhat less rapid than the case of ULA-EVS. 

6.4.3 Effect of AS and ES 

The impact of AS and ES on the performance of the ULA is dependent on the MAOA. This 

dependency is stronger at endfire where the impact of both AS and ES is equally important. The 

dependency vanishes gradually as the MAOA moves towards the broadside condition where 

the ES has no impact on the ULA performance [42]. However, the impact of AS remains 

significant. For the UCA and URA, the performance of the system is more dependent on AS 

than ES. 

Unlike the case of the UCA and URA, the impact of the AS and ES on the single EVS can be 

considered equally important for AS/ES values < 600.  For instance, the AS value required to 

achieve a given target SNR value for 0.01 BER is approximately equal to the corresponding 
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Figure 6.11: The target SNR as a function of MEOA and ES for URA-EVS. 

ES value as can be seen from the changes in colour density in both AS and ES direction in 

Figure 6.12. However, when AS/ES exceeds 60°, the AS has a larger impact on the system per-

formance than the equivalent ES values. The performance of ULA-EVS in Figure 6.13 exhibits 

similar pattern to the ULA [42]. It can be seen that the impact of AS and ES are considered 

equally important at low angle spread but as the angle spread increases the impact of AS tends 

to be more significant. On the other hand, the impact of the AS is more pronounced than that 

of ES for the cases of the UCA-EVS and URA-EVS. One can observe from Figure 6.14 the 

URA-EVS's sensitivity to the AS whereby the required AS value to achieve the target SNR is 

approximately half of the corresponding ES value. Comparing to the UCA and URA (where 

only little performance gain can be obtained at low AS even with high ES values in Figure 6.15) 

with its corresponding EVS arrays, the EVS arrays provide better gain for the MPCs that arrive 

in elevation domain while simultaneously maintaining the performance in the azimuth domain. 
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Figure 6.13: The target SNR as a function of AS and ES for UL4-EVS. 
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Figure 6.14: The target SNR as a function of AS and ES for URA-EVS. 
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Figure 6.15: The target SNR as a function of AS and ES for URA. 
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6.4.4 Effect of MAOA and MEOA 

When the AS and ES are non-zero, the ULA is sensitive to changes in the MAOA and MEOA 

whilst the UCA and URA are more sensitive to variations in the MEOA than to the MAOA 

[42]. It is also apparent that the performance variation due to changes in MAOA/MEOA are 

comparatively small compared to changes in AS and ES. The effect of MAOA-MEOA on the 

performance of the single EVS is shown in Figure 6.16. It can be observed that the single EVS 

is in general insensitive to both parameters where only small fraction of dB (in the order of 

0.3dB) in performance difference is observed as the MEOA changes. The MAOA on the other 

hand has no impact on the single EVS performance. The ULA-EVS is sensitive to the changes 
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Figure 6.16: The target SNR as a function of MAOA and MEOA for EVS. 

in MAOA due to the linear configuration as shown in Figure 6.17. The performance pattern is 

almost identical to the ULA in [42]. In particular, the highest and lowest target SNR regions can 

be identified in endfire and broadside conditions with 90° MEOA. As the MEOA deviates from 

90°, the target SNR decreases and increases by a fraction of a dB in the endfire and broadside 

regions respectively. However, one can see that the performance around the broadside region 

for the ULA-EVS spans a larger area than the ULA counterpart. The performance of the UCA-

EVS and URA-EVS has a similar pattern (not shown) with higher target SNR concentrated at 

118 



3-Dimensional spatial fading correlation models 

the horizontal plane and independent of the MAOA values as shown in Figure 6.18. Notice 

that the changes in target SNR under this parameter set is comparatively small. Hence, we 

conclude that the effect of the MEOA and MAOA on the system performance is negligible. In 

addition, we found that the ULA-EVS is sensitive to both parameters whilst the UCA-EVS and 

URA-EVS are generally insensitive to MEOA and MAOA. 

ULA-EVS at 300  AS and 300  ES 

180 

160 

140 

120 

100 

0 
< 80 

60 

40 

20 

0 

IR 

-2.2 

2.4 

-3.2 

-3.4 
40 	60 	80 	100 	120 	140 

MEOA (°) 

Figure 6.17: The target SNR as afunction of MAOA and MAOA for ULA-EVS. 

6.5 	Implications of the performance patterns 

In this section, several important implications that can be extracted from the performance pat-

terns presented in Section 6.4 are provided. These implications can be useful in selecting types 

of AA used in different REs and applications so that system performance can optimised. 

MAOA vs AS The effect of MAOA is array dependent where in particular the ULA is found 

to perform best in the broadside and poorest in the endfire region. Thus, it is beneficial 

to orient the ULA in such a way that the receive and transmit directions are mostly dis-

tributed in broadside condition where the ULA has better resolution. On the other hand, 
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Figure 6.18: The target SNR as afunction of MAOA and MAOA for URA-EVS. 

the UCA and URA which are insensitive to the MAOA can be deployed without requir-

ing details of the general direction distribution of the users. However, for the isotropic 

scattering assumption where the AS is 1800,  the use of different AA or EVS array con-

figurations is expected to give no difference in performance as it tends to saturate at high 

AS values irrespective of the MAOA. 

MEOA vs ES In an elevation rich but azimuth limited environment, it is advantageous to 

slightly tilt the AAs such that the MEOA is not close to the horizontal plane (i.e. 

90°MEOA). The random orientation of a typical MS which averages the performance 

over a given MEOA range will therefore help in improving the performance of the AAs. 

AS vs ES From the performance patterns, it can be identified that the impact of AS is more 

significant than ES for the traditional arrays while the response to the ES is improved 

for the EVS and EVS arrays. Therefore, in the scenario where the AS is small but with 

significant ES (such as in the canyon effect), the EVS and EVS arrays can be employed 

instead of traditional arrays to maximise the gain due to multipath that arrives with large 

ES. 
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MEOA vs MAOA Since the performance change due to the MAOA and MEOA is relatively 

small (except for the ULA configuration), the performance of the deployed AAs are not 

very much affected by this parameter set. However, the dependency on the MEOA is re-

duced from maximum for the UCA/URA; to intermediate for a single EVS; to minimum 

EVS arrays. For the ULA, it depends on the MAOA whereby the dependency is stronger 

in the endfire than in the broadside region. 

6.6 Capacity analysis for MIMO systems 

In this section, we compare the performance of the compact arrays discussed so far to illus-

trate the efficacy of these compact arrays under various scenarios. As Section 6.4 showed that 

the key parameters to the system performance are the AS and ES of the MPC, we focus on 

the capacity analysis of the CAAs under these two parameters using the derived closed-form 

expressions in the Section 6.2. Consider a MIMO system with NR receive antennas and MT 

transmit antennas, with the well-known independent identical distributed (i.i.d.) assumption 

for which the fades between pairs of transmit-receive antennas are statistically independent and 

identically Rayleigh distributed. With equal power at each transmit antenna [108, 141], the 

channel capacity is given by 

C = 1092  Idet (INR  + 
MT 

SNRHHHl bits/sec/Hz 	 (6.14) 
J] 

where H is an i.i.d. NR x MT channel matrix whose (rt R, MT) entry describes the channel 

responses from transmit antenna TnT  to receive antenna Tift. The i.i.d. assumption does not hold 

for most practical cases particularly in systems where CAAs are deployed. In such a system, 

the matrix H is no longer i.i.d. due to the effect of antenna SFC and the channel capacity is 

modified according to [142] 

SNR 
C = 1092  Idet (INR  + 

MT 
RRHRT H H)] bits/sec/Hz 	(6.15) 

where the size NR >< N11  matrix R11  and size MT x MT matrix RT signify the correlation 

matrices of the receive and transmit AAs. We assume that the transmit antennas are separated 

sufficiently far apart (as found in most existing BS) so that RT becomes the (scaled) identity 

matrix even under small angle spread scenarios. We apply the RR matrices obtained from the 

previous section for the various AAs to (6.15) and use the following simulation parameters: 4 
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transmit antennas, 4 receive antennas5, 0.5A antenna spacing, 20dB SNR and 900  MAOA and 

MEOA. 

Generally, it can be observed from Figure 6.19 that increasing the AS leads to higher capacity 

values for all the AAs. However, the capacity results tend to saturate at higher AS (> 90°) 

values. A similar trend is also observed for the case of increasing ES except for the ULA. For 

all the isotropic arrays, the impact of the ES on the capacity is less pronounced than that of 

AS. For instance, with the same AS and ES at 60°, the UCA records capacities of 18 and 12 

bits/s/Hz respectively. Furthermore, the ULA outperforms the UCA and URA under broadside 

conditions for most AS values. The capacity of the ULA reaches the upper capacity bound 

given by the i.i.d. case at higher AS. Considering the attainable capacity for the single EVS 
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Figure 6.19: The performance comparison between ULA, UCA, URA and EVS as afImction of 
AS (0° ES) and ES (0°  AS) at 90° MAOA and MEOA. 

in Figure 6.19 illustrates that the single EVS outperforms the isotropic arrays for all cases. 

Such a performance gain arises not only from the two additional receive components but is also 

achieved through polarization diversity where ideal polarization mixing is assumed. In fact, 

the EVS can exploit a given value of AS or ES more efficiently than the isotropic arrays while 

providing a very compact structure (though the EVS does occupy a 3-D space). This signifies 

'A single EVS is referred as a single sensor which consists of 6 antenna elements. 
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Figure 6.20: The performance comparison between ULA-EVS, UCA-EVS and URA-EVS as a 
function of AS (00  ES) and ES (00  AS) at 90° MAOA and MEOA. 

the importance of the EVS as an alternative to conventional arrays for MIMO deployment. It 

is interesting to note that for a given ES, the single EVS has a comparable performance to the 

equivalent AS. The capacity for the EVS could reach the i.i.d. (4,6) case when both AS and ES 

are at their maximum i.e. isotropic scattering. 

For the EVS arrays, increasing the AS and ES also results in higher capacities and the impact 

of AS is also more significant than the ES as illustrated in Figure 6.20. The capacities of all 

the EVS arrays saturate at higher AS and ES and are expected to reach the i.i.d. case in the 

isotropic scattering scenario. Comparing Figure 6.19 and 6.20, the capacity gradient of all 

isotropic arrays as a function of increasing AS or ES is less steep than for the corresponding 

EVS arrays. For instance, the average capacity for the three isotropic arrays improves from 

8.5 to 16.1 bits/s/Hz as compared to the EVS arrays which changes from 19.6 to 33.0 bits/s/Hz 

when the AS increases from 0 to 30°. This observation highlights the capability of the EVS 

arrays to exploit the spatial diversity very effectively and thus it can be very advantageous 

in small angle spread scenarios. Furthermore, one can also observe that the angle-of-arrival 

dependency for the ULA configuration is significantly reduced when using the EVS as the 

ULA element. 
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It is apparent from Figure 6.21 and 6.22 that the channel capacities degrade significantly as 

the antenna spacing is reduced. When the antenna spacing is constrained to a lower value, the 

spatial correlation increases since each antenna "sees" the same MPCs. To gain some insights 

on the effect of antenna spacing, a comparison is made with reference to the angular parameters 

since it is well-known that the AS has a significant impact of the system performance. To 

allow consistent and fair comparison, the capacities are computed under varying AS (with 0.5.\ 

antenna spacing) and antenna spacing (with 300  AS), respectively. All the other parameters are 

fixed as previously, specifically, the MAOA, MEOA, ES, SNR are fixed at 90°, 90°, 10° and 

20dB, respectively. The results are depicted in Figure 6.21 for the ULA, UCA and URA and 

Figure 6.22 for the EVS-arrays where the following observations can be made: 
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Figure 6.21: The performance comparison at 10° ES and 90° MAOA and MEOA between ULA, 
UCA and URA. 

The capacity curves versus spacing and versus AS intersect at d = 0.5\ and AS = 30°. 

This is expected given the same simulation settings. 

Under the channel conditions considered, at spacings less than 0.5) and AS less than 

30°, there exists close relationship between the effect of AS and antenna spacing. It 

can be clearly identified from Figure 6.21 that the effect of reducing the antenna spacing 

from 0.5A to 0.1\ is essentially equivalent to decreasing the AS from 30° to 10° for the 
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Figure 6.22: The performance comparison at 100  ES and 90° MAOA and MEOA between ULA-
EVS, UCA-EVS and URA-EVS. 

case of ULA, UCA and URA. Beyond this spacing and AS, the impact of antenna spac-

ing become less apparent than the AS though at higher spacing and AS both capacities 

saturate. 

3. For the case of EVS arrays, the effect of increasing antenna spacing leads to higher abso-

lute capacity gains than the isotropic array, though the percentage gain is somewhat less 

than the percentage capacity increment for its corresponding isotropic array. In addition, 

it is evident from Figure 6.22 that the EVS array is more sensitive to changes in AS than 

the spacing between its elements. Though the capacity for d < 0.5A is higher than AS 

< 30°, the capacity is degraded more severely when AS is reduced from 30° to 0°  (cor-

responding to an average capacity reduction of 10.2bitis/Hz) than reducing the antenna 

spacing from 0.5.\ to 0.1\ (corresponding to average capacity reduction of 5.4 bits/s/Hz). 

However, the capacity is higher when AS> 30° than d> 0.5A which demonstrates that 

EVS arrays can be compactly arranged for a given mobile terminal size. 
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6.7 Summary 

In this chapter, closed-form expressions for the SFC function for different AAs namely ULA, 

UCA, URA, EVS, ULA-EVS, UCA-EVS and URA-EVS have been derived. These SFC func-

tions are expressed in terms of the MAOA, AS, MEOA, ES, antenna spacing and geometry of 

the array under study. Verification is achieved by means of computer simulations where excel-

lent agreement is found between theoretical and simulation results. Furthermore, the impact 

of different channel conditions for four parameter sets on the system performance was investi-

gated. The importance and dependency of the parameters under study can be determined from 

the performance patterns where it is found that the impact of AS and ES are of particular in-

terest. On the other hand, the impact of MAOA and MEOA are generally insignificant to the 

system performance but this does depend on the type of array under investigation. It must be 

emphasized that both AOA and EOA must be taken into account so that an accurate perfor-

mance analysis of the AA can be performed. The properties of the EVS which is insensitive to 

the both MAOA and MEOA make it a very robust receiver array that works well under many 

scenarios as well as offering small physical size for MIMO deployment. Furthermore, EVS 

arrays offer several advantages over conventional arrays in terms of its potential to exploit mul-

tipath richness, reduced dependency on the angle-of-arrival as well as the capability to yield 

higher performance for a given increase in antenna spacing. Finally, the developed SFC can 

also be used to determine the correlation matrix at both the transmitter and receiver of a MIMO 

system in order to analyse the effect of correlation on channel capacity. 
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Chapter 7 
Conclusions and future work 

This thesis has contributed to a detailed analysis of compact antenna receivers for CAA de-

ployments in terms of antenna and channel parameters. This concluding chapter summarises 

the key results from different chapters and describe how such results can influence future de-

velopment of compact receivers. Possible future research areas to exploit the current results are 

also proposed. 

7.1 	Conclusions and summary of results 

The COST 259 macrocell channel model is implemented in terms of a TDL. The concepts and 

approaches are mainly based on the COST 259 modelling frame work with some modifications 

and new assumptions. A detailed simulation flow is outlined to help in identifying the steps 

required in implementing the channel model. Simulation results demonstrated the backward 

compatibility with the existing GSM model. The capacity analysis on the implemented channel 

model shows that the AS is the primary determinant of the system performance. 

An antenna model is then established that incorporates several important parameters such as 

beampatterns, array geometries, MC, etc. It is demonstrated that different antenna elements 

and arrays yield different performance which is more favourable in some cases than others. 

When antenna elements are in close proximity, the effect of MC becomes apparent. It is shown 

that for all AAs under consideration, MC can decorrelate the received signal. However, the per-

formance gain due to the lowered correlation is compensated for by a signal cancellation effect 

that reduces the received power. The overall effect of MC is to reduce the system performance. 

These two effects of the MC shown in our analysis clarify the conflicting results available in 

the literature. 

In order to facilitate the derivation of a closed-form SFC for various AAs, the impact of dif-

ferent types of angular of arrival distributions needs to be clearly understood. As shown in the 

analysis, the impact of using different typical angular of arrival pdfs for both AOA and EOA 
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is minimal, at least from the diversity point of view. On the other hand, the standard deviation 

of the underlying pdf is the key parameter that decides the system performance. Hence, for 

a system that exploits spatial diversity, the use of a single AOA and EOA pdf are suffice to 

characterise the SFC for a given AA topology. 

Based on the above results, closed-form 3-D SFCs for the ULA, UCA, URA, EVS, ULA-EVS, 

UCA-EVS and URA-EVS are developed. The closed form expressions are paramaterised by 

the MAOA, AOA, MEOA, ES, antenna spacing and geometry of the AA. The validity of the 

derived expressions is achieved by means of computer simulation, where an excellent match 

is found between the theoretical and simulation results. The derived SFC function allows the 

study of the importance and dependency of the AOA and EOA parameters, as can be envisaged 

from the performance patterns. The performance pattern which relates the AA performance as 

a function of two angular parameters provides a better understanding of how the array responds 

to the changes of the angular parameters under study. Several important implications can be 

deduced from the performance patterns that assist in the design of diversity combining algo-

rithms for various AAs topologies. Our analysis shows that in general, the system performance 

is AS and ES dependent while the impact of the MAOA and MEOA is insignificant but array 

dependent. Furthermore, the performance gain due to a given increase in AS is greater than the 

corresponding increase in ES. However, to obtain an accurate AA performance, both AS and 

ES must be taken into consideration. 

Another major application of the developed SFC functions is to determine the correlation ma-

trices at the transmitter and receiver for capacity evaluation of MIMO systems. The capacity 

results show that the feasibility of deploying EVS and EVS arrays over traditional arrays as 

a MIMO receiver. The EVS with its small physical size is insensitive to the changes in both 

MAOA and MEOA which makes it a robust array configuration. By comparing the capacity 

results, one can observe that the EVS arrays offers several advantages over the traditional arrays 

in terms of its potential of exploiting multipath richness, reduced dependency on the angular of 

arrival and capability to yield higher performance for a given increase in antenna spacing. 

7.2 Future work 

There are number of research areas in this thesis that can be developed through future research 

as outlined in the following: 
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The antenna model considered in this thesis does not take into account implementation 

issues such as impedance matching, non ideal current distribution, feeding arrangement, 

polarisation mismatch etc. Therefore, an advanced antenna model needs to be developed 

and incorporate those practical issues into the system performance. In order to evaluate 

the validity of the developed theoretical model, extensive measurements need to be car-

ried out. Furthermore, the effect user's hand and head on the performance of handheld 

AAs is a topic of interest. Use of phantom heads and hands in theoretical and experimen-

tal work results in gain imbalance between antenna elements in the array as one of more 

antennas could be covered by the user's head or hand. This will provide the important 

design information for AAs such as the use of different antenna elements and positioning 

of antenna elements on the handset so that the radiation pattern of the element can be 

directed away from user's head and hand. 

With advances in digital signal processing and faster speed of very large scale integra-

tion, implementation of AAs at the subscriber units becomes practical. However, as 

mentioned in the introductory chapter, the deployment of AAs at the MS requires an 

appropriate signal processing algorithm to support higher data rates for 3G systems or 

beyond. Future work aiming to investigate the performance of CAAs on mobile hand-

sets for different spatial and temporal signal processing algorithms is required. A wide 

range of algorithms including space-time block codes to space-time trellis codes, Bell 

labs layered space-time schemes, joint transmit-receive techniques, beamforming, etc for 

MIMO appeared to be possible candidates. Nevertheless, the trade off between the sys-

tem performance, computational complexity, power consumption and production costs 

of the above schemes need to be identified. An optimum solution that balances these 

limitations for practical implementation needs to be explored. This will lead to the prac-

tical answer for the required physical size, number of antennas, power requirement, etc 

for MIMO receivers at the MS. 

In multiple user and multiple BS investigations, effort can also be given to the consider-

ation on how spatial interference cancellation techniques can be used in compact AAs. 

Such investigation is vital in interference limited scenarios particularly on the cell edges 

where there is strong interference from adjacent cells. 

Another area of research interest comes from the impact of polarisation diversity on mo-

bile handsets. For wireless local area network applications with high data rate transfer, 
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Conclusions and future work 

a large number of elements for AA could be required. To minimise the requirement for 

larger MS physical size, the use of co-located dual polarised elements AA can be em-

ployed. The used of this type of element can provide lower correlation since it exploits 

both spatial and polarisation diversity. The work reported in this thesis assumes random 

polarisation mixing. In practice, there exists power imbalance between the vertical and 

horizontal polarisations. It is interesting to investigate the performance of EVS and EVS 

arrays under different cross power discrimination scenarios and to compare these results 

to the co-located, dual polarised element AA. 

The theoretical capacity analysis of a typical MIMO system employing various AA 

topologies is investigated in this thesis. The antenna spacing and number of antennas 

used in this analysis are usually fixed. However, the capacity bound for size constrained 

AA topologies is not readily available. It is of interest to determine the maximum num-

ber of antennas that can be crammed into a given fixed small spacing before the system 

capacity saturates. Obviously, in such scenarios, the effect of MC will be very significant 

and must be included in the theoretical analysis. 
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Appendix A 
Generation of correlated Gaussian 

random variables 

This appendix explains how to generate the cluster power, cluster delay spread and cluster 

azimuth spread as given in (3.14), (3.15) and (3.16) i.e. 

P[dB]=9X—L 	 (Al) 

ST,[s] = 0.4is . d.10i—OZ 	 (A.2) 

S,[deg] = 10.10T
2Y 	

(A.3) 

where X, Y, Z are normal RVs with zero mean, unit variance and correlation coefficients 

Pxy = 0.75, Pyz = 0.5 and Pzx = —0.75. This can be performed in four steps: 

1. Generate the covariance matrix, K 

r Pxx Pxy Pxz 1 [ 	1 0.75 —0.75 1 
K = pyx Pyy Pyz = —0.75 1 0.5 (A.4) 

[Pzx Pzy Pzz ] [ —0.75 0.5 1 	j 

Generate also the vector C which consists of three independent, zero mean and unit 

variance Gaussian RVs. 

Find a matrix A such that K = AAT. This can be done by finding the matrix of eigen-

values, W, and the matrix of eigenvectors, V, of the matrix K. Then, A = VW. 

Finally, the vector of correlated Gaussian RVs, D is given by D = AC where 

D = [X, Y, Z]T. 
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Appendix B 
Computation of path loss of first 

cluster 

To compute the path loss of the first cluster, L1, consider the following equation given by [92]: 

L = L1  + LEOS [dB] 
(B. 1) 

= L1 (1 + Ko) 

where L is the global path loss predicted by COST Walflsch-Ikegami and LLOS  is the attenua-

tion of the LOS component. The term K0  is given by 

(26 - EPL[dB] 
Ko(EPL) = N 	

6 	
6) [dB] 

	

26 - EPL [dB] + 6N(o, i) 
	 (B.2) 

= 	6 

where EPL is given by 

( 	'\ 
EPL(d) = L1  —20 log10 

47rdMS_BS ) [dB] 
	 (13.3) 

dMS_BS is the distance between the MS and BS. Substitute (13.3) into (B.2) and converting the 

log scale to a linear scale gives 

1 /4ird\ 
K0  = 1.6469 L 	100.3N(0,1) 	 (B.4) 

Substitute (B.4) into (B. 1) to give 

\ L = L1  + L16  (1.6469). ( 
47rd--) 100.3N(0,1) 

(B.5) 

Equation (B.5) can be solved to give a single solution, L1, that satisfies the following conditions 

0<L, <L and 	(L1)=0 	 (B.6) 
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Computation of path loss of first cluster 

where (.) represents the imaginary part of the complex number. 
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Appendix C 
Radiation Patterns 

C.1 The ULA with isotropic elements 

Radiation Pattern of 4 Isotropic ULA 
	

z—x 

Figure C.1: The radiation pattern for the 4-element isotropic ULA with 0.5X antenna spacing 
in 3-D,and with cuts through the z-x plane, x-y plane and y-z plane. 

. 
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Radiation Patterns 

C.2 The UCA with Isotropic 

Radiation Pattern of 4 Isotropic UCA 
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01 
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Figure C.2: The radiation pattern for the 4-element isotropic UCA with 0. 5A antenna spacing 
in 3-D, and with cuts through the z-x plane, x-y plane and y-z plane. 
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Radiation Patterns 

C.3 The URA with isotropic elements 

Radiation Pattern of 4 Isotropic URA 
	 z-x plane 

x-y plane 
	 z-y plane 

Figure C.3: The radiation pattern for the 4-element isotropic URA with 0.5A antenna spacing 
in 3-D and with cuts through the z-x plane, x-y plane and y-z plane. 
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C.4 The ULA with HW dipoles 

Radiaon Pattern of the 4-1-1W ULA 
z-x plane 

x-y plane 	 z-y plane 

Figure C.4: The radiation pattern for the 4-11W dipoles ULA with 0.5A antenna spacing in 3-D 
and with cuts through the z-x plane, x-y plane and y-z plane. 
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Radiation Pattern of 4-HW UCA 
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C.5 The UCA with HW dipoles 

Figure C.5: The radiation pattern for the 4-11W dipoles UCA with 0. 5A circumference antenna 
spacing in 3-D and with cuts through the z-x plane, x-y plane and y-z plane. 
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C.6 The URA with HW dipoles 

Radiation Pattern oMth 4 HW URA 
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Figure C.6: The radiation pattern for the 4-11W dipoles URA with 0.5A antenna spacing for 
d and d in 3-D and with cuts through the z-x plane, x-y plane and y-z plane. 
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Appendix D 
Derivation of closed-form spatial 

fading correlation for ULA, UCA and 

D.1 Closed-form SFC for ULA 

From (6. 1), the SFC between the antenna elements n and m of the ULA can be expressed as 

P(m,n) = 
fo f 

a(O, )a(O, )p(O,y) sin(0)dOd
ço 

1 
= 

2A, [Cos 	- o) - Cos (00 + so)] 
x 

po+ 	O+ 

L_ 
3 m—n)dcos(ç)sin(0) 

= G1 	
o+ 	Oo+o 

ei0s5 0)dodço 	 (D. 1) 

where G1 = 1/4, sin(Oo) sin(o) and Z = k, (m - n)d. Equation (D.1) can be rewritten as 

coo+& 	+ 

P(m,n) 
IPO _A~o p foo,—OAO 

{cos [z sin(0) cos()] -j sin [z sin(0) cos()] }sin(0)dOd 

(D.2) 

By making use of the well-known series [143], 

00 cos(z sin O) = Jo (z) +2J2k(z)cos(2k9) 	 (D.3) 

sin(z sin O) = 2J2k+l(z) sin {(2k+ 1)0} 	 (D.4) 

cos (z cos O) = Jo (z) +2(_1)kJ2k(z) cos (2kO) 	 (D.5) 

sin(z cos O) =2(_1)k J2k+l (z) cos {(2k+ 1)9} 	 (D.6) 
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Derivation of closed-form spatial fading correlation for ULA, UCA and URA 

The real and imaginary parts of P(m,n)  can be further expressed as 

o+ 

foo—Ao 

0o 	( 
= C1 	 Jo(Zsin(0))+ 

	

1QL ç, 	1 

00 

2 	(_1)k J2k (z sin(0)) cos(2k) }sin(0)dOd 	(D.7) 

	

r(Po+ 	9o+ 	00 

[P(rn,n)] = G1 I 	
fo" 	

2(_1)kJ2k+l (Zsin(0))sin[(2k + i)] sin(0)dOd 

(D.8) 

where Jk  is the Bessel function of kth  order. In order to evaluate these double integrals we first 

substitute for the Bessel functions in (D.7) and (D.8), using the following infinite series [144]: 

00 

.Jo(Z) - 	 (D.9) - 
	(_,)k 

22k(k!)2 
k=O 

ill (Z) 

	

= (Z)v 	(_i)k 	2k 

k=O 	+-1) 	
(D. 10) 

These series converge rapidly for small values of Z. The use of these series should be sat-

isfactory when considering antenna spacings of practical interest, i.e. up to several carrier 

wavelengths. Secondly, we use the following indefinite integrals for power of trigonometric 

functions in (D. 11) and (D. 12) to obtain the closed-form expressions of (6.2) and (6.3). 

1 (2n)\ 	(-1) 	k (2n) sin(2n - 2k)x 
(D.11) 

	

f sin 2  xdx = 
	
X + 	 ( 1) 	

2n - 2k k=O 

sin J+' xdx = (_
1)n+1 n 	 1) cos(2n + 1 - 2k)x 

	

22n 1: 	( k 

	

k=O 	 2n+1-2k 
(D. 12) 
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Derivation of closed-form spatial fading correlation for ULA, UCA and URA 

D.2 Closed-form SFC for UCA 

From (6. 1), the SFC between the antenna elements n and in of the UCA can be expressed as 

O + 	Oo+ 	
e j~

[cos(—m )COS(n)] sin(0) dOd P(m,n) 
= 0_ 

-

foo—Ae 
O+ 	90+ 	

sin(0)[Zi cos()+Z2 sin()] sin(0)dOd f
(p 

WO 	foo—AO 
 

'o++, Oo+L 

= 	 L_ 

	
ejZG)8i 	sin(0)dOd/3 	

(D. 13) 

where /3 = p + , Zi = kwr[coscL)m - COSb] and Z2 = kwr[sin'cbm - sin] with 

Z = /z _+Z22 and = tan — ' (Z1 /Z2 ). We can further simplify (D.13) by making use 

of the well-known series [143] and substituting a 	+ coo, the real and imaginary parts of 

P(m,ri) can be expressed as 

foo—Ao 

Oo+Lo (
[P(rn,n)] = G1 J 	

Jo(Zsin(0))+ 
Q—A,

00 

2 	J2k (z sin(0)) cos(2k/3) 
} 

sin(0)dOd/3 	(D. 14) 

a+L Oo+9 ° 

= C1 	
f0_ 	

2J2k+l (Zsin(0)) sin [(2k + 1)/3] sin(9)d8d/3 (D.15) 
f., 

Again, we substitute (D.9) and (D.10) into (D.14) and (D. 15) and perform the double integra-

tion using (D.11) and (D.12) to obtain the closed-form expressions of (6.2) and (6.3). 

D.3 Closed-form SFC for URA 

From (6. 1), the SFC between the antenna elements (n, p) and (m, q) of the URA can be ex-

pressed as 

OO+AO 
e  km sin(0)[(p—q)d sin()+(n—m)d cos()] sin(0) d9dco P[(m,p),(m,q)] L0_ f o—Ao  

L
o+ Oo+ 

f 	
e jsmn(0 )[Zy sin()+Z cos()] 

- 

fvo+e+ f 00+Ao 
e1Z(O 	sin(0)dOd/3 
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Derivation of closed-form spatial fading correlation for ULA, UCA and URA 

where Z = kd(ri - m) and Z, = kd(p - q) with Z = /Z2  +Z 2  and 

= tan' (Z/Z). Note that (D.16) is in fact identical to (D.13) which yields the same 

closed-form expression as in (6.2) and (6.3) with Z taking different values according to the 

geometry of the UCA and URA. 
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Appendix E 
Derivation of closed-form spatial 

fading correlation for EVS 

From (6.4), let us define vectors 'I'i  and 'F2  to be the first and second columns of 6 x 2 matrix 

'] (0, co) in (4.12). Thus, the SV of the EVS can be expressed in a compact form in terms of 

vectors 'i  and XP2  as 

a(0) = 'I'i sinye3  + 42 COS -Y 	 (E.1) 

Thus, 

a(0)a*(®) = q,,%Pl siny + "1'2 COS 'y sin ye3 + 

"1 "2 COS sin -ye 	+ "2'2 cos2  -y 	 (E.2) 

Following the assumptions prescribed in Chapter 6 i.e. 

p(0) comprises four statistical independent parameters whereby p(0) can be decom-

posed top(€J) = p(0)p(co)p('y)p(ri). 

Both p(0) and (co) are uniformly distributed over the [Go - A0, oo  + A9] and 

[coo - A, coo + A] respectively. 

p(-y) and p(i) are uniformly distributed over the range [0, 7/2] and [-it, it] respectively 

which is referred as random polarization mixing. 

Then, the SFC between components (rn, n) of an EVS in (6.4) can be simplified to 

J f0 a(®)a (®)p(0)p(ço) sin(0)d0dço 
P(rn,ri) 	

/f 10 I a (0)2 p(0)((P) sin (0)dOdço j f0 Ja(0) 12 p(0)p(co) sin(0)d0dço 

(E.3) 
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Derivation of closed-form spatial fading correlation for EVS 

where 

o+' 	Oo+ 
T(m,n) = C 

 
('I'i ,mWi,n  + W2,mW2,r) sin(0)d9do

]o—, fo,— AO 
 

C(Mi(m,n) +M2(m,n)) 	 (E.4) 

where C = 1/8, sin(Oo) sin(o), M1  (m, n) and M2  (m, ri) are the result of the integration 

of the terms hIfl ,m hlhl ,n  and W2,m'T!2, fl  over spherical coordinates. The scalars "i,m  and '2,m 

are the mth entries of the first and second columns of 6 x 2 matrix 'I'(O, ). Since there exists 

no general expression for the EVS SV i.e. am  (0) cannot be represented by a single formula 

for all values of m, we consider all the possible combinations involving a, (E)) for the six EVS 

components to completely develop the closed-form expression. To do this, let us define the 

6 x 6 matrix M1  and M2  as the result of integrating all combinations of 4'ii1' and '24' 

respectively. Note that M 1  and M2  can be completely specified by the integral of a function 

involving Cosa()  sin b(x)  where a and b are integers. Hence, the closed-form expression of 

6 x 6 matrix M1  can be determined as follows 

120 K21  111K21  —110 K12  —111K12  120 K11 	0 

111K21  102K21  —101K12  —1021(11 111 K11 	0 

—110 K21  —101K21  100 K03  101K02  —110K02 	0 
( 

M11 	M12  
M1 

= 
= 

—111 K11  —102K11  101K02  102K01  —111K01 	0 M13 	M14 

120 K11  111 K11  —110 K02  —111K01  120 K01 	0 

0 0 0 0 0 	0 
(ES) 

where 

= 
o+L

lab 	 COS 	9) sinb(p)do 
I = fab((o)  

Oo+L9 

fOO_AO 
Kab 	

=
COS(0)Sinb(0)dO=f ab(0)  

and the 3 x 3 matrices M11, M12, M13  and M14  are the submatrices of M1. The solutions for 

the lab  and Kab for all possible values of a and b are listed in Table 1 where A and j.i represent 

angle spread and mean angle of arrival respectively. Note that, C(M1  + M2 ) is in fact a 6 x 6 

covariance matrix. Furthermore, M2  can be determined from M1  due to symmetrical properties 

as 
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Derivation of closed-form spatial fading correlation for EVS 

a b fab(X) =fcosaxsinxdx 

00 2A 

L I 2 sin (A) sin (p) 
0 2 2 Cos (A) cos2() sin(A) + Cos (L) sin (A) + A 
0 3 —(2sin(A) sin ()/3){4 Cos 2() cos2(A) - cos2(lt) - cos2(A) —2] 
1 0 2sin(A)cos(/1) 
1 1 2sin(A)cos(i)cos(A)sin(/1) 
1 2 2 sin 3 (A) cos3(A)/3 + 2sin(A) cos() sin 2(i) cos2(A) 
2 0 2 Cos (A)cos2(ji)sin(A) —cos(A)sin(A) +A 
2 1 2sin(A) Cos 2(i) cos2 (A) sin(p) + 2 sin 3 () sin3(A)/3 

Table E.1: Result of integration for 'ab  and Kab. 

M2 
= 

M14  —M13  

—M12  M11 ) 

(  

Similarly, the denominator of (E.3), N(rn, ri) can be simplified to 

f o+' foo—Ae 

8o+Lo 
N( m,n) = C 	 (''m + W)sin(9)dOdy x 

o—z  

r 
o+'fo.—Ae 

Oo+1 

 

o C  
(W 	+ '' ) 

C2] 

	sin(0)dOd 

mn 

 

where 4,b, and 4D, are the results of integrating of 'T,m  + W,m  and W, + 'I' respectively. 

The quantities m  and (Dn  are the elements of the vector 4 which can be written as 

/ 
/ 

120K21  + 102K01  

102K21 + 120 K01  

100K03  
= (E.10) 

102 K01  + 120K21  

120 K01  + 102K21  

/ 100K03 

Thus, to completely specify the possible combinations for the denominator, a total of 36 com-

binations involving the integration given by 44' are required. The closed-form expression 

for the denominator of the SFC between the components (m, n) of the EVS is then given by 

the mth and nth  elements of 4,jH 
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Appendix F 
Derivation of closed-form spatial 

fading correlation for EVS arrays 

Using the approach in [45] and from (4.13), aEAA(mp)(e) can be expressed in compact form 

as 

aEAA(mp) (e) = aEvsp (®)auAAm (O,co) 

= [W l,p sin(7)e 7 + W2,cos()]auAAm(8) 	 (F.!) 

where aUAAm (0, ) is the mtZ element of the ULA, UCA or URA given in (4.4), (4.5) and 

(4.10) respectively. Similarly, the term aEAA(m ) (0)aEAA( ) (0) is then can be represented 

by 

aEAA(m p)(0)aAA (rn,p) 
(0) = IxP I T j sin 2() + T I T 1 cos() sin ()e3 + 

4'' cos(-y) sin()e 1'1 +Xp l %p,sin('y)] x 

am (0, (o)uAAa(O, (0)UAA 	 (F.2) 

Following the assumptions in Chapter 6 and reemphasised in Appendix E, the SFC between 

element p of the m EVS and element q of the n EVS can be simplified to 

fp f0 aEAA(m P) (0)aAA( (®)p(0)p() sin (0)d0d 

	

P(m,n,p,q) = 	

~f f aEAA( 	(0) 2sin(0)p(0)p()d0d 

1 

f0 aEAA( 	(0) 2sin(0)p(0) ()d0d 

	

= 	T(m,n,p,q) 

/Nrn,m,p,q 	
(F.3) 

147 



Derivation of closed-form spatial fading correlation for EVS 

F.1 Closed-form SFC for ULA-EVS 

For the ULAEVS, T(m,n,p,q) is given by 

f
~00+A~P

T(m,n,p,q ) 	G2  
~, 0 —z~, f 	i ,p i ,q + W 2,p2,q ) e 	(mm(0os 	sin(0)d6d    

(F.4) 

where G2 = 1/8A, sin(9o) sin( 9 ). Let us define Q, (p, q) = W1,p'I'l,q, Q2 (p, q) = W2,pW2,q 

and Q = Qi + Q2 where Qi and Q2 are given respectively by 

c22s°° 	c12s'° 
c12s'° 	c°2s2° 
—c12s°° 	—02s'° 

Qi 
= 

"'0 

C21 S°° 	CuS10 

0 	0 

—ciiso' _cilsll 

c0isu 01s20 
c°°s°2 c°°s" 
c°°s" c°°s2° 
—d os01 _ciOslO 

0 	0 

c2' s°° 0 

Cl's10 0 

—C'°S°' 0 
- ( Qii 	Q12 

—C1° S1° 0 - k Q13 	Q14 

c20s00 0 

0 0 

(F.5) 

Q2 = ( Qit —Qii ) 	 (F.6) 
—Qi Qii ) 

where Cab and Sb signify cosa() cosb(0) and sin' (p) sin b (0) respectively. Taking the real 

part of (F.4) and making use of the well-known series, R [T (mnpq)] is given by 

f 
o+L 

foo—Ao 

9u+e 
[T (m,n,p,q) ] = G2 
	

Q(p, q) sin(fJ) x 
&p  

{Jo(Z sin(0))+2   c'o (_1)kJ2k (z sin(0)) cos(2k) }dOd 
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Derivation of closed-form spatial fading correlation for EVS arrays 

In the case of Q(p, q) 0 0, the first term of (F.7), IJ [T (mnpq)i ] can be simplified by substi-

tuting the Bessel functions in (F.7) using the infinite series in (D.9) and (D. 10) i.e. 

00 

(_i)k 

(\

(Z 2k 

L 	
f'o"' 

-- 	
,

k 	
(k!)2  2) 	

_0_Q(pq)sin2k+l(9)dOd [T m,n, p,q ] = G2  

00 (_i)k M2k po-I- 	0+ 
- G2 	

(k!)2 	L0_ 	
{COSa1()Sina2()X 

k=O 

Cos bl  (0) sin b2  (0) + cos" () sin 12 () cosdl (0) sin d2 	sin 2k+1  (9)d0d 

00

G2 E 
 (_i)k (Z)2k - 	fRaa200Sbi b2b300 + RC1C200Sdl d 2d3 00 

k=O (k!)2 	
} 

(F.8) 

where b3  = d3  = 1 and the functions R and S are the results of integration of 

Rtuvw  =f 	cost() sinu() cosv(2k) cosw[(2k + 1)]d 	(P.9) 

StUVWX = f 	
cost (0) sin' (0) sin 2k+)(0) sjnw[2 l)+h](0) sinx[2 	11)](0)do (F. 10) 

Note that the functions in (F.9) and (F.10) can be reduced to integral functions in-

volving cos0(x) sin'(x) as in (E.6) for a given set of arguments using the expan-

sions of multiple angle sinusoids into power series (see [144] 1.332, pp.  34). Tak-

ing a simple case for illustration, the function R001 can be simplified to the form of 

Cos' (x) sin b(x)  by first expanding the term cos[(2k + 1)] using the trigonometric identity 

i.e R0o1 = 	{cost+1() sin0(o) cos (2k) - cost() sin'() sin(2kp)} do. Fur- 

ther we can expand the cos(2k) and sin(2k) terms into power series of sin() and cos() 

through 

42 	
2 	4m2(4n2  -2  2 22  

cos(2kx) = 1 - -- sin (x) + 	 sin (x) 4! 	-F 
4n2(4n2)(4n2 - 42 

6! 
sin 6 (x) + 

(F. 11) 

sin(2kx) = 2ncos(x) {sin(x) 
- 4n2  _22 	(4n2  - 22)(4n2 _42) 	

(x) . . sin + 
31 	

sin3(x) + 	
5! 

(P.12) 

Hence, the integral function of that in E.6 can be obtained. 
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Similarly, the second term of (F.7), IR [T(mn p q)] turns out to be 

00 00) 	(flk+1 	7Z 2(k+1) 

	

[Tm,n,p,q] 2 = C2 	
I'F(2k + I + 1) 	

x 
k=1 1=0 

f
WO+A , 00+o

_L0_ 	
{cosai () Sfl 12 () cosbl (0) sinb2 

cosC1 () sin 12 () cosdl (0) sind2  (0) 1cos(2k) sin2 	1)+1  (0)d0dço 

0000 	(_1)k+1 	2(k+1) 
- 

k=1 1=0 I'F(2k 
+1+ 1) 2 

x 

{ 
Raia2a3OSb1 b2Ob 4 Q + Rc1c2c3oSd1d2od4o} 

where a3  = C3 = b4  = d4  = 1. Also, the imaginary part of (P.4) can be expressed as 

00  00 

	(_i)k+1 	2(k+1)+1 

[T m,n,p,q ] = 2C2 	
l!F(2k + I + k=1 1=0 

f _ 

	

o+ 	OO+B 

L0_ 	
{cosai () 	() cosb (0)  sin b2  (0) 

WO  

+ cosC1 () sinC2  () cosdl (0) sin d2  (0) sin 2(k+1+1)  (0) cos[(2k + 1)y]d0dx 

00 00 	( — i)k+1 	2(k+1)+1 

= G2>> 1  
k=0 1=0 !F(2k 

+1 +2) 

	

f
Ra1  a20a4 Sb1  b200b5  + R01 C20C4 	d200d5 } 

(F.14) 

where a4  = C4 = b5  = d5  = 1. Similarly, the denominator of (P.3) for the ULA-EVS config-

uration can be simplified to give the same closed-form expression as that of the denominator 

of (E.3). 

F.2 Closed-form SFC for UCA-EVS and URA-EVS 

As shown in Appendix D the closed-form SFC expressions for the UCA and URA are identical. 

Since using a six-element EVS at each array position does not introduce an additional spatial 

factor into the SV equation, the SFC of the EVS in UCA and URA would result in the same 
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closed-form expressions. For the UCA, T(m ,n ,p ,q ) is given by 

+, 

	

Oo+
T(m ,n ,p,q ) = G2 	

L00 
(i,pi,q  +

400—Alp 

 

Again defining Q, Q2 and Q and performing the similar steps as in the case of ULA-EVS in 

Appendix C.2, it can be shown that the real and imaginary parts of (F. 15) are given by 

T( 

	

	
011 (_i)k /Z 2k 

m,n ,p,q ) 
k=0 (k!)2 

	(Uai 

a200Sbib2b3OO + UC1C200Sd1d2d300)  + 

00 00(_1)1 	Z\ 2(k+1) 

	

2I i
k1 1=0 !F(2k 

+ i + 1) 	
(Uaja2 a3 OSb j b 2 Ob4O + Uc1c2c30Sd1d20d40)  + 

00 00 (_1)1 	/Z 2(k+1)-f-1 

1!F(2k + I + 2) 	
(Uala20a,Sbib2OOb5+   

k=0 1=0 

UC1 C20C4  Sd 1  d200d5) } 

 

where 

Ut 	
= f 	cost  () sin() cosV[(2k(y + )] sin' [(2k + 1)( + )] d 	(F.17) 

Similarly, (F. 17) can be reduced to integral functions involving Cosa (X) sin b(x)  using the func-

tions of multiples angle in terms of power of the functions. Again, the denominator of (F.2) for 

the UCA-EVS and URA-EVS configurations is given by the same closed-form expression as 

that of the denominator of (E.3). For the URAEVS, T(m ,n ,p ,q ) is given exactly by (F.17) but 

with Z takes the value for the URA geometry. 
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A Three-Dimensional Spatial Fading Correlation 
Model for Uniform Rectangular Arrays 

S. K. Yong, Student Member IEEE, and J. S. Thompson, Member IEEE 

Abuts-act—In this letter, a closed-form expression for the spatial 
fading correlation function of a uniform rectangular array (URA) 
in a three-dimensional (3-D) multipath channel is derived. The 
fading correlation function is expressed in terms of both the az-
imuth and elevation angle of arrival as well as the antenna spacing 
and geometry of the URA. Verification is achieved by means of 
computer simulation where the theoretical and simulation results 
are shown to be in good agreement. Our results demonstrate that 
azimuth spread (AS) is the primary determinant of the antenna 
correlation and the impact of the elevation spread is mainly 
noticeable at low AS values. The results obtained in this letter 
are vital for capacity analysis in multiple-input multiple-output 
systems, as well as for sensitivity analysis of the antenna array 
under study. 

Index Terms—Azimuth spread, elevation spread, radio propaga-
tion, spatial fading correlation, uniform rectangular arrays (URA). 

I. INTRODUCTION 

ANTENNA arrays (AAs) are one of the most promising 
candidates for capacity and signal quality enhancement 

in wireless communications systems. Since the functionality of 
the AA is mainly based on the exploitation of the spatial prop-
erties of the multipath channel, it is imperative to gain a good 
understanding of the influence of angular parameters on the 
performance of AAs. In general, the angular domain comprises 
both the azimuth-of-arrival (AOA) and elevation-of-arrival 
(EOA). One investigation that incorporates a three-dimensional 
(3-D) approach has been reported in [I], where the author 
assumed that AOA is uniformly distributed over [0, 2-ir], while 
the EOA is nonuniformly distributed around the horizontal 
plane. The spatial correlation (SC) is expressed in terms of 
an integral of a Bessel function of first kind of zero order. 
However, no closed-form expression is given in [I] to relate 
different parameters associated with AOA, EOA, and the ge-
ometry of the AA so that the SC can be easily evaluated. Such 
a closed-form expression is needed to simplify the analyses 
of the impact of these parameters on the system performance. 
Recent results in [2], [3] demonstrate that it is not always 
true to assume isotropic scattering, particularly in dense urban 
areas with street dominated environments where the canyon 
effect is significant. Moreover, in AA terminal receivers, the 
beamforming algorithm itself will determine the effective angle 
spread that is being observed. 

Manuscript received June 30, 2003; revised August 22, 2003. This work was 
supported by Virtual Centre of Excellence in Mobile and Personal Communi-
cations (Mobile VCE). 

The authors are with the Institute for Digital Communications, University of 
Edinburgh, Edinburgh EH9 3JL, U.K. (e-mail; ysk@ieee.org). 

Digital Object Identifier 10.11 09/LAWP.2003.8 19666 

Prior works such as [4] and [5] expressed the SC functions 
for the case of uniform linear arrays and uniform circular arrays 
under uniform and Laplacian AOA probability density func-
tions (pdfs). While the results in these works are important for 
diversity studies, they are limited to the azimuth plane only. 
Here, we consider the impact of both the AOA and the EOA 
on the SC for uniform rectangular arrays (URA). Our anal-
ysis is important as the performance of the handset AAs is also 
dependent on the effect of EOA since the handset could be ran-
domly oriented [6]. Furthermore, recent measurement results 
have also demonstrated the significance of the EOA where [2] 
reported that about 65% of the energy was incident with eleva-
tion larger than 100  with respect to azimuth plane. Interestingly, 
[3] reported an average elevation spread (ES) of 9° for several 
environments ranging from indoor to outdoor. The major appli-
cations of our work are twofold. First, for capacity analysis in 
multiple-input multiple-output (MIMO) systems as the devel-
oped SC function can be applied to determine the correlation 
matrix at both the base station (BS) and mobile station (MS) 
[7]. Second, to study the sensitivity of the AA under various 
channel conditions as demonstrated in [8]. These applications 
further emphasize the importance of our work. This letter is or-
ganized as follows: Section II describes the directional channel 
model and the steering vector (SV) of the URA; Section III 
derives the closed-form expression for the spatial fading cor-
relation function in terms of AOA, EOA, antenna spacing, and 
antenna geometry; Section IV presents some analytical and sim-
ulation results to highlight the impact of both the AOA and EOA 
on the SC. Finally, in Section V. some concluding remarks are 
drawn. 

11. DIRECTIONAL CHANNEL MODEL 

In this letter, the performance analysis is done by using a fre-
quency nonselective directional Rayleigh fading channel model. 
The channel impulse response, h(t) can be expressed as 

h() = 	t(t) 'a(t,81) 	 (I) 

where L is the total number of multipath components (MPCs), 
cst (t) is the complex amplitude of the jtli  MPC, a(ip1. Ot) is the 
SV of the URA, where the scalars 0 < pl  < 27r and 0 < 01  < ar 
are the azimuth and elevation angles of the 1t1,  MPC defined with 
respect to the positive ;c- and z-axis, respectively, as illustrated 
in Fig. I. For a size N x P URA located in the x-y plane with 
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z 

.1) •e.21 • 1.3 • 	• 

the phase reference at the origin, the SV for the azimuth, V and 
elevation, 0 is given by 

ap, £1) =vec(aN(/.$)a(v)) 

..... 

0 j[t+(Pl )°l 0j(N_ I) 	0j[1 )ls+(P_l)v]]T 

 

where It = 27rd0  cos p sin 0/\, v = 27rd,, sin p sin 0/A, 

ajs/ (ji) 	= 	[1, 
gilO03(N_l),,]T, and ap (v) 	= 

[1, 	....... &(p_fl,,]T. The notation [.[T  denotes the 
transpose and A is the wavelength. The scalars d 0  and d 5  are 
the spacings between the array elements parallel to the x- and 
y-axis, respectively. The operator vec(.) maps the N x P 
matrix to an NPX 1 vector by stacking the columns of the 
matrix. The index n and p refer to the antenna element located 
at ntl7  row and 775h  column of the URA, denoted as (71, P). 

III. SPATIAL FADING CORRELATION 

The spatial fading correlation between antennas at positions 
(71, p) and (m, q) is defined as 

E [an0,(, O)a.,q(, 0)] 

O)p( ,  0) sin(8)d0d 

 

Fig. 2. Illustration of the MAOA, AS, MEGA, and ES used throughout the 
analysis. 

where E[] denotes expectation, the superscript * denotes the 
complex conjugate and an,,,(,  0) is the (up) entry of a(, 0). 
The scalar p(,  0) is the joint pdf of the angles of arrival of 
the MPC. Assuming that the AOA and EOA are independent of 
each other, the function p(, 0) can be decomposed to p()p(0). 
We concentrate our analysis on uniform AOA and EOA distri-
butions since [9] shows that the key parameter to the system 
performance is the spread of the MPC and not the type of pdf 
under investigation. As shown in the Appendix , the real and 
imaginary part of the P[(o,p),(rn,q)]  can be expressed as (4) and 
(5), respectively, shown at the bottom of the page, where 
L,, 0. and 	are the ES, azimuth spread (AS), mean eleva- 
tion-of-arrival (MEOA), and mean azimuth-of-arrival (MAOA), 
respectively. The scalars n = coo + -y and Z are defined in the 
Appendix . Throughout our analysis, the AS and ES are de-
fined as the maximum deviation of the angle spread from the 
MAOA and MEOA, respectively, as depicted in Fig. 2. Using 

X 	 On0 

Fig. I. Plane wave propagation where the incoming signal paths are at a 	
220' 

discrete MAOA, AS, MEOA, and ES. 

k 
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(_i)k+21+1+P (Z2(" 

k=1 100 !F(2k+l+1) 	
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00 *05+1 
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Fig. 3. SC at various AS and ES values with 90 MEOA and MAOA. 

the definition in [4], the AOAs of the MPCs are uniformly dis- 

	

tributed over the range of angles 

[o  - 	

+ 	Simi- 
larly, the EOAs of the MPCs are also uniformly distributed over 

[O — o,00 + As]. Note that the developed SC function is com-

putationally efficient: summation over 50 terms for k and I is 

sufficient to achieve accuracy up to six decimal places when 

comparing (4) and (5) with numerical integration of (8) and (9), 
respectively. 

IV. ANALYTICAL RESULTS 

In this section, some analytical results are presented and 

compared with simulation results. For all cases, simulation has 

been performed over 3000 000 channel realizations to calculate 

the correlation values and these results validate the derived 

expression. Furthermore, the impact of both the AOA and 
the EOA is compared to identify the importance of these two 

parameters to the system performance. Fig. 3 shows the SC, 

Pl(n,p).(rn,q)]I 
between antennas (1,1) and (2,2) as a function 

of antenna spacing with d = d = d5  for different AS and 
ES values, at 90° MAOA and MEOA. It can be observed that 

as the AS and ES increase, the SC decreases. For the same 

increment in both AS and ES, the SC reduces more rapidly in 
the case of the AS. This suggests that the impact of AS on the 

SC is more significant than that of ES. To account for the joint 
contribution of both parameters on SC, we present theoretical 

results for the SC at 0.5A spacing, 90° MAOA and MEOA 
with varying AS and ES values as illustrated in Fig. 4. It can 

Ilk  

0. 

50 
ES(') 	

ioo 	50 

100 	150 

Fig. 4. SC as a function of both AS and ES at 901  MAOA and MEOA with 
0.5? spacing. 

be noted that the rate at which the SC drops with respect to 

the ES is somewhat less than the AS case. 

V. CONCLUSION 

In this letter, a closed-form expression for the spatial fading 

correlation function in terms of MAOA, AS, MEOA, ES, antenna 

spacing, and geometry of the URA is derived. The theoretical 

results are verified by means of computer simulation, where both 

results show excellent agreement. The developed SC is useful for 
capacity analysis in MIMO systems as it can used to determine 
the covariance matrix at both the BS and MS. Furthermore, the 

closed-form SC can also be used to study the array sensitivity 
under various channel conditions. While our results demonstrate 

that AS is the primary determinant of the SC, the SC is reduced 
somewhat as the ES increases, an effect that will impact the 

performance most dramatically when AS is small. Therefore, 
we emphasize that for an accurate system performance analysis, 

both AOA and EOA must be taken into consideration. 

APPENDIX 

From (3), the SC between the antenna elements (rt,p) and 
(m, q) of the URA can be expressed as shown in (6) at the 

bottom of the page, where C = 1/4A,, sin(Go) sin(A5) Z, = 

2ird(n—m)/) and Z5  = 2ird5 (p—q)/A. Let Z = IZ + 
and 'y = tan-' (Z/Z5 ), then (6) can be rewritten as (7), shown 
at the top of the next page, where çb = W + 'y. By making use 
of the well-known series [I], the real part and imaginary part of 

P[(v,p).(m,q )J can be further expressed as (8) and (9), shown at 

the top of the next page. 

= f f 	9)a 5(, 9)p(, 9) sin(0)d9d 

P 	r 8o + o 

= C 	
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{ei2M0_al4n in yin 01j2 	(,_m)d 	
Sill (0) } dOdtp 
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= C 	
] 	

{ 5 2Z 	° 	° °°° ° sin(9)} d8dço 	 (6) 
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In order to evaluate these double integrals we first substitute 

for the Bessel functions in (8) and (9), using the following infi-

nite series [10] 

J0(Z) _(iSk 72k 
- 	) 

k=O 	
2t(k!) 

i(Z) 
= 	 (k!)F(v+k + 1) ()2k 

where F(.) is agamma function. These series converge rapidly for 

small values of Z. The use of these series should be satisfactory 

when considering antenna spacings of practical interest, i.e., up to 

several carrier wavelengths. Second, we use the following indefi-

nite integrals for power of trigonometric functions in (12) and 

(13) [10] to obtain the closed-form expressions of (4) and (5) 

/ Sit12 a;dX  = 	(
2n) x + T2,7 7 t 	22-1 

x(—i)' (2m) 
sin(2n-2k):c 

(12) 

J 
sin 	+1  ;cda; = 	(_1)+1  

127, 

 
(2n + 1'\ cos(2m + 1 - 2k)x 

(13) 
k ) 2n+1-2k 
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IMPLEMENTATION OF COST259 CHANNEL 
MODELS USING TAPPED DELAY LINE FOR 

MULTIPLE ANTENNA RECEIVERS 

S. K. Yong, J. S. Thompson and S. McLaughlin 

SASG, University of Edinburgh, United Kingdom 

Abstract: In this paper, the implementation of COST 
259 channel models in macrocells, using a stochastic 
approach in terms of tapped delay line (TDL) models is 
presented. The implementation of this wideband 
channel is very important for link level simulation in 
future wireless systems that exploit space-time 
processing techniques using multiple antenna elements. 
Major channel effects are discussed and incorporated 
into existing channel models. The temporal correlation 
is realised by using a power spectrum shaping filter 
whereas the spatial correlation is achieved by invoking a 
canonical Gaussian approach. Furthermore, antenna 
effects as well as array geometries can be taken into 
consideration for the development of compact antenna 
arrays at the user's terminal. The array implementation 
is focused at the mobile station (MS) point of view. 

I INTRODUCTION 

A reliable wireless system design and system 
performance evaluation requires a realistic channel 
model which closely resembles real propagation 
environments. Recently, directional antenna arrays have 
received significant attention for capacity improvement. 
The ability of the directional antenna arrays to exploit 
the spatial property of the channel offers a new 
dimension to improve the overall system performance. 
Hence, directional channel models will help in 
developing and optimising the concept of antenna arrays 
for future wireless systems. In this regard, COST259 
channel models extend the well known COST207 
channel models with directional information as well as 
clustering of the multipath components. Unlike the 
COST207 model which is limited to macrocells and 
omni-directional antennas, COST259 can be considered 
as one of the most "complete" wideband directional 
models to date. It is topographically dependent, as it 
covers all three cell types, macro, micro and pico-cell. 
The COST207 model is treated as a special propagation 
scenario that can be found in the COST259 models. 
COST259 does not specify a particular implementation 
method. To the best knowledge of the authors, only the 
implementation in terms of geometric stochastic channel 
models has been published [I]. 
The TDL models are characterised by the approaches 
and concepts used in COST259 [2] with some 
modifications and assumptions. In this implementation, 
we ignore the effect of large scale fading, user mobility 
and thus the transition between radio environments (RE) 
and cell types. The channel model described here is only 
valid for short time interval or small mobile 
displacement. In section 2, the COST259 channel 

models will be described in terms of a single input 
multiple output (SIMG) system. In the next section, 
parameter settings are presented which form the basis of 
simulation flow in Section 6. This is done by randomly 
locating the geometrical positions of the MS, base 
station (BS), local and distant cluster. Hence, various 
parameters which describe the characteristic of the 
clusters of the radio environment under study can be 
determined. In section 4, the temporal correlation of the 
channel is characterised. This is achieved by filtering 
complex Gaussian white noise with the frequency 
response of the required Doppler spectrum. The spatial 
correlation of the channel is realised by invoking the 
canonical Gaussian approach as will be shown in 
section 5. Simulation flow and results are discussed in 
section 6 and 7 respectively. Finally, conclusions are 
drawn. 

2 CHANNEL MODEL: MATHEMATICAL VIEW 

In the mobile radio channel, the signal from the 
transmitter impinges at the receiver with multiple copies 
due to multipath propagation. Hence, the dispersion of 
the channel in the temporal and angular domain can be 
described by the time variant - directional vector 
channel impulse response (TV-DVCIR) given by 

hM (t,v,92)]T 	(I) 

Where []T  denotes the transposition, M is number of 
receive antennas, t is the time, t is the time delay and Q 
is the direction of arrival in both azimuth and elevation 
angle. h,,,(t,2) is the TV-DCIR as "seen" at the ma 

antenna and can be expressed [I] as 

h(t,r,n) = 

=h1 (t,r,c) 	 (2) 

= 

Where J is the total number of multipath components 
(MPC) and C is the total number of clusters. This means 
that h,,, comprises the superposition of large number of 
MPCs with amplitude q, delay rj  and angle 4. 
Equation (2) can be further written to include clustering 
when these multipath components (MPC) arrive at 
about the same delay or angle. Theoretically, the 
channel impulse response (CIR) h(t, r) is obtained by 

integrating equation (I) weighted by antenna pattern 
over direction i.e. 

h(t, r) 
=IQ 

 G(92)h(t, r, D)dn 	(3) 
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The evaluation of this CIR will be shown in the later 
section and the CIR can be used as the time variant 
coefficients of a multiple TDL model as shown in the 
Fig I. 

TThT' 
k,dI)  

E 

Fig. I Multiple tapped delay line model. 

3 BACKGROUND OF MODELLING CONCEPT 

Radio propagation is highly dependent on the 
environment under consideration. To generalise this, the 
COST 259 directional channel model (DCM) has 
defined a 3-level structure consists of cell types, radio 
environment (RE) and propagation scenarios. This three 
level structure can be fully characterised by three types 
of parameter called External Parameter (EP), Global 
Parameter (GP) and Local Parameter (LP). A set of EPs, 
GPs can be obtained from [2]. For an excellent 
descriptions of the modelling concept adapted in 
C0ST259, interested readers are referred to [2]. The 
random realisations which represent propagation 
scenarios are important to generate realistic versions of 
the channel impulse response for Monte Carlo 
simulations. For simulation purposes, we look at the 
simulation flow in section 6, taking the Macro-cells 
general typical urban (GTU) case as a specific example, 
and identify the steps involved to generate these random 
realisations (LPs). This process can be extended to any 
other RE. 

4 TEMPORAL CORRELATION 

In this section, the generation of the fading signal is 
discussed. This can be realised by filtering complex 
white Gaussian noise with infinite impulse response 
(TIR) or finite impulse response (FIR) filters. To obtain 
a reasonable result with low computation effort, a fourth 
order hR filter is chosen which consists of two cascade 
second order filters. A more accurate higher order filter 

can be found in [3]. The transfer function of the fourth 
order hR filter is given by 

S 2  +s+l s +0.02s+l 
	(4) 

The filter is then transformed to the z-domain by using 
the bilinear transformation with the appropriate 
sampling frequency f. The choice of f, must be at least 
twice of the Doppler frequency of the channel under 
consideration to ensure the Nyquist criterion is met. 
Since the Doppler frequency of the channel would be 
expected to be much lower than that of the channel 
bandwidth, the fading signal can be assumed to be 
stationary over a number of transmitted symbols. Fig 2 
depicts the generation of the fading signal. 

LOS 

Fig. 2. The generation of fading signal 

First, the complex Gaussian white noise is passed 
through this filter before the dominant coherent path (if 
any) with Rice factor K is added to the filter output. 
The sum of these components is then linearly 
interpolated at a simulation rate to increase the rate to 
match that of the time resolution of the tap, T the 
inverse of the system bandwidth. The final output, g m(t) 

is applied to the spatial shaping filter described in 
section 5. Note that, for each of the taps, a new 
independent set of fading signals is generated. This 
gives a matrix g of size N x M whose entries correspond 
to the outputs g,,. Also, the line of sight (LOS) 
component K can be modelled using probability of 
occurrence of LOS [4] given as 

d<d 0 &h55  >h8  
LQS 

= 	

h8s 	dco 

0 	 d > d 0  or h85  <h5  

Where h85, hB  and dc0 are the BS height, average 
building height and cut off distance respectively. With 
equation (5), we can characterise how often the LOS 
component occurs in a given RE and for a given 
distance between BS and MS. For the LOS scenario, the 
K-factor is obtained by computing the power of the 
direct component for the first cluster. Note that, this 
direct path will be a scaled steering vector a(t11.05)  

where 921.05 is the LOS path azimuth/elevation. 

5 SPATIAL CORRELATION 

The directional information of the channel is 
incorporated into the model by using the canonical 
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Gaussian approach as proposed in [5],[6]. According to 
this approach, the spatial property of the channel at a 
particular delay can be described by specifying the 
spatial correlation matrix R. which is calculated using 
the steering vector a(fl,) of the array under study. This 
approach assumes Rayleigh fading at each antenna and 
is approximately valid in Ricean fading case 151. Hence, 
at a particular delay tap, a spatial correlation matrix is 
generated according to [5] 

I.  R =Laa(Q,)a(Q) 	(6) 
1-1 

Where n = tap index, L is the total number of multipaths 
in that tap and a, is the amplitude of the multipath. R, 
represents the mean power and cross correlations at 
each tap. Furthermore, by studying R, the envelope 
correlation given by the squared magnitude of the 
complex signal correlation can be explicitly formed [9]. 
Observing the envelope correlation enables us to 
determine the possible benefit of applying diversity 
combining techniques at the MS. R, is then further 
decomposed into its unitary eigenvectors and diagonal 
matrix of eigenvalues using eigenvalue decomposition 
as shown in section 6. The application of the canonical 
Gaussian approach not only simplifies the channel 
implementation but also enables us to use different 
antenna array geometries in the design of compact 
antenna arrays. This allows us to include the impact of 
antenna effects in the system performance analysis. 

6 SIMULATION FLOW 

In this section, the fundamental steps involved to 
generate random realisations (LPs) of the channel based 
on the BPs and GPs are presented. This is supported by 
the assumptions we made in the implementation. 

Firstly, the number of clusters, Na is determined 

N, = 	+ P(m) 	 (7) 

Where Pm) is the Poisson distribution with m the 
mean number of additional clusters. For macrocell, 
the minimum number of cluster N,,,,,1. is always 
one. 
The additional clusters (if Na > I) determined in 
step 1 are placed uniformly in space with maximum 
cell radius 3km. So, the position of additional 
clusters (coordinates) can be determined assuming 
the BS is at the (0,0) point. 
The position of the MS is randomly placed with 
MS-BS distance, dMs.ss is uniformly distributed 
between 50m and 1000m. 
For the cluster local to MS, we place local 
scatterers, N1,=50 uniformly distributed within the 
local cluster circle with radius 100m centred at MS 
position [7] determined in step 3. This is to 
distinguish the location of MS and the scatterers 
local to the MS. 

MS 

Fig. 3. The location of the local and distance cluster. 

Assuming single bounce, we then compute the 
delay and direction of arrival (azimuth) due to each 
cluster by using a simple geometry. The average 
cluster delay and average cluster azimuth are then 
calculated. This gives t and , for i=l, i.e. local 
cluster delay and azimuth respectively. Similarly, 
with the position of the additional clusters obtained 
in step 2, the average cluster delay and azimuth for 
any additional clusters can be computed. 
With the data obtained in step 5, the shadowing, P, 
[dB], delay spread, S [s]  and azimuth spread of 
each cluster S, [deg] can be computed using the 
following equations [21 

P,[dB]=9X—L, 
22 

S,., [s] = 0.4fLs . d,°5. lO 	 (8) 

S,, [deg] = 10.1 0 11  

Where X, Y and Z are normal random variables 
with zero mean, unit variance, and correlation 
coefficients p 5  = - 0.75, p5,= 0.5 and p,,= - 0.75. 
The generation of these random variables is 
discussed in [1]. Also d,=tc and is expressed in 
km. The quantity L, is cluster path loss' and can be 
written as follows 

L, =L, +L[dB] 
(9) 

L dd  =U(0,20)+(r, —r 5 )/us[dBj 

Where L, is the path loss of the first cluster and Lead 
is the path loss of additional cluster(s). Also, U(a,b) 
signifies a random variable uniformly distributed 
between a and b. The delay, ; is given by dM5.55 
divided by c (speed of light). 
With the set of data [P5  Si., and S,,i  } and { T, . ço, 
determined from above, the characteristics of the 
clusters in terms of their position, delay and 
azimuth spread, power delay spectrum (PDS) and 
power azimuth spectrum (PAS) can be obtained. 
For the first cluster, we assume the joint power 
azimuth-delay spectrum (ADPS) is given by 

(JO) 
2r 

Lis valid for i=2.....Ne,. 
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while for additional clusters, the joint ADPS with 
elevation, 9j=O can be expressed as R=Q,A,Q' 	 (15) 

= l—e5' 	

(II) 

This is because [8] found that P(ço,r can be 
decomposed to P((P,z)P()P( where P() is the 
PAS and P(- 1 is the PDS. Thus, the joint ADPS of 
each cluster, P1(,r) can be decomposed as 
P,(p,r=P(çoPt). This relation is important in 
channel modelling with the clustering effect taking 
into account. 
The probability density functions (PDF) of the 
delay and azimuth are found to be negative 
exponential and uniform for the first cluster and 
exponential and Gaussian distributed for far clusters 
[8[. Hence, random variables for delay and azimuth 
can be generated. With the relation in step 8 
coupled with the random variables generated in 9, a 
joint ADPS can be obtained for each cluster. 
With these parameters, we set the dynamic range 
DR(dB) say 20dB below the strongest path and 
determine the number of delay taps required 

Power(r) = exp[t__1j 	 (12) 

Let TIDdB = the delay when the power level drops 

	

below D5  dB for cluster I and Power(r) 	D5  dB. 
Rearranging terms to give 

IDdR = V1 - 	ln(l 	us) 	(13) 

Thus the maximum numbers of taps required are 
given by 

Total taps for clusterl = tIDd5 x BW (14) 

Where BW is the bandwidth of the system. For 
example, we may use the UMTS system bandwidth. 
Similarly, this is done to cluster 2, 3 and so on 
depending on their occurrences. 
For each cluster, we generate a sufficiently large 
number of MPCs L to ensure the regeneration of the 
statistics of the channel. Each MPC is associated 
with its corresponding power, ADA and delay 
generated according to their PDFs. This can be 
envisaged as shown in the Fig 4, The MPCs that 
arrive within T sees of each other are grouped into 
one tap. Hence, each of the taps has different 
number of MPCs and some may have no MPCs. 
For each of the delay taps, a spatial correlation 
matrix is generated according to equation (6). This 
is followed by factorising R into matrix Q, of its 
eigenvectors and diagonal matrix A, of its 
eigenvalues by 

/7 	
dflflflUI,J ACM 

5' 

dwft— WA 

Fig. 4. Distinction between local and distance 
cluster and their effects in the received signal. 

Finally, the discrete TV-CIR, h[n,k] is given by 

h[n,k]=,[Q,A! g, [k] 	(16) 

Where P, is shadowing of the corresponding cluster 
and g,[k] is fading signal as discussed in section 4. 
The scalar n represents the discrete time and g,[k] 
is of the size 1 x M vector of independent complex 
Gaussian samples. The h[n,k] obtained can be used 
as time variant coefficients of the multiple TDL. 

7 SIMULATION RESULTS 

In this section, some of the simulation results are 
analysed. Fig 5 shows the channel responses of antenna 
one in a macrocell GTU environment with carrier 
frequency 2GHz. 

i. 	. 
' M 	4' 

Fig. 5. Channel response of an omni-directional antenna 
1 in the GTU at velocity 100km/h and antenna spacing 
W. 

The speed of the mobile is approximately 100km/h, 
which corresponds to maximum Doppler frequency 
20011z. Due to the spatial separation between the two 
antennas, the TV-CIR of the two antennas are different 
even though they share the same joint ADPS. This 
suggests the use of the diversity techniques at the 
receiver where we observe that there are times when the 
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signal at antenna one fades whilst the signal at antenna 
two is at an acceptable level. In addition, fading with 
several deep fades occurring within lOms can be clearly 
identified. Fig 6 shows the average power delay profile 
for the GTU where it is dominated the by the first 
cluster corresponding to the scattering around the MS. 
A comparison is made with the COST207 TU model 
where both curves show some degree of agreement. 
Note that COST207 only represents an average 
propagation condition of that found in C0ST259 
directional channel model. 

Fig. 6. Average power delay profile for GTU 
normalised by the first arrival path. 

Fig. 7. Average power azimuth spectrum normalised to 
the mean AOA of the cluster. 

Fig 7 shows the average power azimuth spectrum 
normalised with respect to mean AOA of the cluster. It 
can be seen that the first cluster is uniform and the 
additional clusters are Laplacian in shape. Both figure 6 
and 7 match the PDS and PAS as described in section 6 
and thus ensure the correct regeneration of the channel 

impulse response. 

CONCLUSION 

This paper describes the implementation of C0ST259 
channel models in macrocells using a TDM. This 
realistic C0ST259 channel model is implemented to 
facilitate the development of appropriate link level 
simulations for multiple antennas at the receiver. The 

impact of antenna effects can be integrated into the 
channel through the canonical Gaussian approach. This 
is particular important to create a realistic scenarios for 
link level simulation to investigate the system 
performance using multiple antennas at the user 
terminal. Though it is described in GTU RE, it can be 
extended to other RE5 as well as to MIMO systems 
Furthermore, the simulation results shown that certain 
degree of compatibility with COST207 model as one of 
the main objective of the C0ST259 modelling 
framework[2]. 
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ANALYSIS OF DIFFERENT ANTENNA ARRAY 
ARCHITECHTURES 

S. K. Yong and J. S. Thompson 

Institute for Digital Communications, 
University of Edinburgh, United Kingdom 

Abstract: In this paper, the effect of both azimuth-of-
arrival (AOA) and elevation-of-arrival (EOA) on the 
system performance using different type of antenna 
array (AA) architectures are investigated. This includes 
uniform linear array (ULA), uniform circular array 
(UCA) and uniform rectangular array (URA) 
configurations. The spatial correlation (SC) of the AA 
under study for different statistical probability density 
functions (PDFs) for the azimuth and elevation angles 
are examined and analysed. The results show that the 
impact of using different AOA and EOA PDFs on SC is 
insignificant. The key parameter for system 
performance is the standard deviation of the underlying 
PDFs. 

1 INTRODUCTION 

Different statistical PDFs have been deployed to model 
the multipath components (MPCs) AOA and EOA in 
the mobile station. For the AOA, uniform, Gaussian and 
Laplacian PDFs have been proposed in [1], [2]and [3] 
respectively. One other hand, the EOA is usually 
modelled as a uniform or Laplacian PDF as suggested in 
[4]. Preliminary results of [5] expressed the SC between 
antenna elements in terms of antenna spacing, azimuth 
spread (AS) and mean azimuth of arrival (MAOA) 
while [6] extended to work to the UCA with Laplacian 
energy distribution in azimuth. To the best of the 
authors' knowledge, no researchers have considered the 
effect of both AOA and EOA on the system 
performance using different types of AA architectures. 

The aims of this paper are two fold. Firstly, to study in 
more detail the impact of using different AOA PDFs on 
the SCs of the ULA, UCA and URA. Secondly, to study 
the SC of the AAs under the effect of EOA. This 
investigation is important as the system performance of 
the handset AAs are highly dependent on the effect of 
the multipath elevation since the handset could be 
oriented in any direction [7]. Furthermore, measurement 
results have also shown that about 65% of the energy 
was incident with elevation larger than 100  [8]. The 
above two investigations allow us to deduce the 
significance the AOA PDFs as well as its associated 
parameters i.e. the effect of azimuth and elevation 
spread (ES) on the system performance. 

By studying the SCs which serve as a figure of merit in 
the performance analysis of AAs, they can provide a 
useful measure of the required antenna spacing for a 
diversity system to work in a given channel condition 

and a given AA configuration. This paper is organised 
as follows, Section 2 describes the directional channel 
model and the steering vector (SV) of the AA under 
consideration. The impact of AOA and EOA 
distributions on the SC for different AAs are discussed 
in section 3 and 4 respectively. In section 5, the joint 
contribution of AOA and EOA on the SC is highlighted. 
Finally, some concluding remarks will be made. 

2 DIRECTIONAL CHANNEL MODEL 

In this paper, the performance analyses are done by 
using a frequency non selective directional Rayleigh 
fading channel model. The channel impulse response, 
h(t) can be expressed as 

h(t) = 	a, (1).a(( 	(2) 

or, is the complex amplitude, a(p,O) is the SV of the AA 
under study and L is the total number of MPCs. The 
scalars 	and 0 are the azimuth and elevation angles 
defined with respect to the positive x and z-axis 
respectively. The above description can be illustrated as 
shown in Fig. I. For she ULA, the SV is given by 

a(q,, 	= [I, e""', ..., e"'""e" 
]r 

(3) 
where M is the number of antennas, d is the antenna 
spacing, 2 is the wavelength, and [•]T  denotes the 
transpose. The SV of the UCA with the centre as a 
reference point is given by 

a(q,0)0  = 	 ..... 	 (4) 

where yt = 2zn/M and = 2,o'sin0/2. The scalar r 
is the radius of the UCA. In addition, the SV of the 
URA with N a  P elements located in the x-y plane with 
the phase reference at the origin is given by 

a(p,v)u = vec(a(p)a; (v)) 	(5) 

where u= 27d cos p' sin 0/2 ,v=2nd, sin ço sin o/2, 

a0  (,u) = [I, eiO 
	a (v) = [i, 	 ' and 

d0 , d are the spacings between the array elements 
parallel to the x and y-axis respectively. The operator 
vec(.) maps the a N x  P matrix to an NP x  I vector by 
stacking the column of the matrix. 

Arrival Path 

Uniform Linear Array 

p = Azimuth 
0 = Elevation 

Fig. I: Plane wave propagation where the incoming 
signal path is at a discrete azimuth and elevation. 
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3 THE IMPACT OF AOA DISTRIBUTION 
In this paper, three AOA PDFs are considered. The 
uniform, Gaussian and Laplacian AOA PDFs can be 
expressed as in equations (6), (7) and (8) respectively. 

K 	

(6) 

f(s)1 = 	e °°' ,(—,r+q,3 ~q,~.'r+ç,0 ) 	(7) 
2,ro 

	

,(—,r+qs3 ~q~.r+q 2 ) 	(8) 
2o- 

where 2A1 is the maximum deviation of the AS from 

the MAOA, po . The scalars 	and 	are the 

standard deviations while K g and K1 are the normalizing 

constants to make (7) and (8) PDFs. To allow a 
consistent comparison, the AS is assumed equal to the 
standard deviation of the underlying PDFs. Unless 
otherwise specified, the SC is computed between 
antenna elements (1,2) for the cases of the ULA and 
UCA, while (1,4) for the case of the URA is used. 
Fig. 2 shows the SCs for different arrays using the three 
AOA PDFs at MAOA=90°. By studying Fig. 2, we 
observe that for a given AS, the SCs for the three AOA 
PDFs have a similar pattern. Furthermore, as the AS 
increases, the SC decreases very rapidly from 20,100 to 
90° respectively. This suggests that the important 
parameter of the SC as a function of antenna spacing is 
the standard deviation of the PDF and not the type of 

oe 
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Fig. 2: SC for the ULA, UCA and URA at 900 MAOA, 0° 
ES and MEOA=90° for different AS. 
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Fig. 3: SC for the ULA. UCA and URA at 00 MAOA, 
0° ES and MEOA=90° for different AS. 

PDF under consideration. Although, the impact of 
different PDFs on the SC can be regarded as negligible, 
it is observed that the uniform and Laplacian PDFs have 
the lowest and highest SCs respectively while the 
Gaussian case in the intermediate one. The uniform 
PDF has more paths located further away from the 
MAOA than the case of Laplacian and Gaussian PDFs 
where most of the paths are incident close to the 
MAOA. Similarly, the small SC difference between 
Gaussian and Laplacian can be justified from their 
symmetrical properties. The main discrepancy between 
them is the much heavier tail and higher density at the 
peak of the Laplacian as compared to the Gaussian PDF. 
To demonstrate the impact of using different arrays, we 
change the MAOA from 900 to 00 as illustrated in Fig. 
3. For the ULA case, significant changes in SC can be 
observed for a given AS. Since the MAOA is in the 
endfire condition, the SC is expected to be very high (So 

I) for a small AS values and only increases gradually 
with the AS. Comparing both Fig. 2 and Fig. 3 for the 
UCA and URA cases, the SC for 0° and 90° MAOA are 
similar. This is due to the orientation of the arrays 
which make them in general insensitive to changes in 
MAOA [9]. 

4 THE IMPACT OF EOA DISTRIBUTION 

In this section, we extend our analysis to the case of 
EOA which has not been reported in the literature. For 
the case of EOA, similar analyses are performed to 
investigate the impact of using different EOA PDFs on 
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Fig. 4: Sc for the ULA, UCA and URA at 01  MAOA, 
00 AS and MEOA=90° for different ES. 

the SC. Fig. 4. shows the SC of different arrays under 
three EOA PDFs at 00  MAOA. Under this specific 
condition, the impact of the EOA and AOA on the SC 
can be compared by observing Fig. 3 and Fig. 4 where 
the AS and ES are the only changing variables. Our 
analysis demonstrates that in general, higher AS values 
lead to lower SC. In addition, the reduction in SC due to 
increasing ES is less rapid than that for the AS. If the 
MAOA is changed to 900,  similar observations are 
expected for the case of the UCA and URA. 
Nevertheless, the SC of the ULA will be at value one. 
To enumerate the impact of the mean elevation of 
arrival (MEOA), the SC at 00  MEOA is evaluated as 
shown in Fig. 5. At 0° MEOA, the SC at a given ES for 
all the arrays reduces very rapidly with element spacing 
but the oscillation dies off very slowly as compared to 
the case of 90° MEOA. 

5. THE IMPACT OF BOTH AOA AND EOA 

Fig. 6. shows the impact of the AS, ES and MAOA on 
the system performance. We use the uniform PDF for 
both AOA and EOA in this analysis since it has been 
shown previously that the actual PDF of the MPC angle 
of arrival is not a key issue. By examining closely this 
figure, we see that for all the MAOAs considered, the 
lowest SC for all the antenna spacings is obtained when 
both the AS and ES are at their maximum. Nevertheless, 
the impact of the AS is more significant than the 
corresponding ES. For example, the SC for the case of 
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30° AS and 0° ES is always lower than the case of 00 

AS and 30° ES. For a given AS and antenna spacing, 
the impact of the ES on the SC in all the cases is 
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Fig. 7: The impact of both the AOA and EOA on the 
SC of the URA at antenna spacing (a) 0.25? and (b) 
0.5?. 

negligible. This is clearly illustrated when one looks 
for example the SC for different ES values with AS set 
to 30°. It can be seen that the SC only reduces for large 
values of ES (80-90°). To analyse the joint contribution 
of both the AOA and EOA on the SC, we perform 
simulation results for the SC of the URA with varying 
AS and ES values. This is illustrated in Fig. 7(a) and 
(b) for 0.25 and 0.5k spacing respectively. It can be 
observed that the highest and lowest achievable SC5 are 
obtained when the AS and ES are at there minimum and 
maximum values. In general, the contribution of the ES 
is relatively small as compared to the AS. At spacing of 
0.25X, the SC reduces very rapidly as the AS increases. 
However for the case of increasing ES, the SC reduces 
fairly slowly before it drops significantly at the 80° to 
90° ES region. At spacing 0.5?, the impact of the AS 
becomes more apparent as the SC drops from sharply 
for a given ES value. The rate at which SC drops with 
respect to ES is somewhat less than that of the AS case. 

5 CONCLUSIONS 

This paper has investigated the impact of both the AOA 
and EOA on the SC of different AA architectures. As 

shown in our analysis, the impact of using different 
AOA and EOA PDFs on SC is insignificant. On the 
other hand, the key parameter to the system 
performance is the standard deviation of the underlying 
PDFs. Our results also demonstrate that the effect of AS 
on SC is more significant that that of ES. It must be 
emphasised that in evaluating the performance of AA, 
both AOA and EOA must be taken into consideration. 
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Abstract 

An extensive investigation involving many different antenna parameters on handset antenna arrays is described. The 
antenna parameters under study include types of antenna arrays, type of antenna elements, mutual coupling, antenna 
spacing and number of received antennas. These investigations provide invaluable insight to the feasibility of 
introducing compact antenna arrays on the mobile terminal. Results show that, the application of compact antenna 
arrays is practical in both indoor and outdoor environments except in strong street canyon effect scenario. 

Introduction 

Antenna arrays (AA) are one of the most promising 
candidates for capacity and signal quality enhancement 
in wireless communications systems. The use of 
multiple antennas at the base station (BS) has been 
actively investigated by many researchers for many 
years. Only recently, the introduction of AA at mobile 
terminals (MT) has gain significant attention due to the 
huge capacity improvement using multiple input-
multiple output configurations. However, the use of 
multiple antennas at the MT imposes several constraints 
that need to be taken into consideration. One of the 
major challenges is due to the limitation in the physical 
sizes of the MT that limits the number of antenna 
elements. Ideally, correlation should be zero but the 
performance loss with correlation as high as 0.7 is not 
significant [I]. This figure yields an antenna spacing of 
approximately half a wavelength at the MT. However, 
when the antenna elements are in close proximity, the 
effect of mutual coupling (MC) becomes significant. 
MC arises from the complex interaction between 
antenna elements in which the voltage at each antenna 
element is different from the theoretical value when 
they are isolated in space. Hence, to accurately evaluate 
the system performance of AA, the effect of MC must 
be adequately modelled. A number of conflicting 
studies have been reported that examine the impact of 
MC. It was shown that the performance of adaptive AA 
in the presence of MC degraded significantly as 
compared to the case of no MC [2]. However, [3] 
reveals that MC improves the performance of AA in 
term of bit error ratio (BER) in Nakagami fading 
channel whilst [4] shows that MC decreases the 
correlation of the received signal between antenna 
elements. In this paper, we extend the model of MC for 
uniform linear array (ULA) in [1-4] to the case of 
uniform circular array (UCA) and uniform rectangular 
array (URA) by assuming the AA as a linear bilateral 
network. In addition, the effect of different antenna 
elements on the system performance is also evaluated 
using isotropic, halfwave dipole (HD) and patch 
antennas. In order to study the practicability of handset 
AA, issues such as antenna spacing and number of 
receiver antennas are also included in our analysis. 

The aims of this paper are two fold. Firstly, to study in 
details the main constraints in the application of 
compact antenna arrays (CAA) and describes how such 
constrains can be modelled and incorporated into the 
system performance evaluation. This is particularly 
important as little work has been reported that 
comprehensively investigates the system performance 
from the perspective of antenna parameters. Secondly, 
to study the trade-offs between these parameters in the 
development of handset AA by considering a 3 
dimensional multipath propagation models that 
permitting both azimuth and elevation angles of arrival 
to be taken into account. This paper is organised as 
follows, Section 2 briefly describes the directional 
channel model used in the simulation. Section 3 outlines 
the antenna model and approaches adopted in our 
investigation to analyse the impact of antenna effects on 
the system performance. This is followed by the 
performance analysis of the various antenna parameters 
in Section 4. Simulation results are discussed under 
specific scenarios. Finally some concluding remarks 
will be drawn. 

Directional Vector Channel Model 

In this paper, the performance analyses are done by 
using a frequency non selective directional Rayleigh 
fading channel model, in a single input-multiple output 
configuration. The Mx I received signal vectory(t), Mx I 
channel impulse response h(t), transmitted BPSK signal 
x(t) and Mx 1 additive white Gaussian noise vector n(t) 
are related by 

y(t) =h(t) x(t)+n(t) 	 (I) 

where h(t) is given by 

h(t) = 	a, (t).a(q, , 0,) 	 (2) 

a1  is the complex amplitude, a(F, is the array factor 
(AF), M is the number of antennas and L is the total 
number of MPCs. The scalars , and 0 are the azimuth 
and elevation angles defined with respect to the positive 
x and z-axis respectively. The distribution of angles of 
arrival in both azimuth and elevation angle of arrivals 
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are modelled by uniform/Gaussian distribution. The AS 
and ES values are the maximum deviation of the angle 
spread from the mean direction of arrival. The signals 
arrive at the AA are processed using maximum ratio 
combining over 3 million channel realisations and 
assuming perfect channel knowledge at the receiver. 

BER = I 	rI 	 (3) 

L 	
1+] 

(4) 
A-2 I*k 	k 

The theoretical BER can be calculated by [5] where 2k  
is the diagonal matrix of eigenvalues obtained using 
eigenvalue 	decomposition 	of 	covariance 
matrix R = E[h(t)h(t)" ]= U2U" and U is the unitary 
matrix of eigenvectors. This formula assumes the 
variance of each entry of n(t) is one. 

Modelling of Antenna Effect 

Apart from the channel effects, to enable a complete 
performance evaluation of CAA, the impact of the 
antenna effects on the system performance must be 
adequately characterised. This section is devoted to how 
to develop such an antenna model, a topic which is 
ignored by most of the researchers in studying the 
performance of AA. 

3.1 	Types of Antenna Element 

Most of the work reported in the literatures assume that 
the elements of the antenna array are isotropic. This 
type of element is unrealistic but provides benchmark 
for more practical antennas to be assessed. In this paper 
we consider two types of antenna element that are 
commonly used in wireless communications namely HD 
and patch antenna. The normalised radiation pattern of 
HD and patch antenna are given by [6] 

f(0) = cos(2 I cos oJ /sin 0 	 (5) 

f(O, O)rh = {sin 9 sin(X)sin(Z)/(Xz)} 

Id. sin  sin 0/2) 

where X=O.Skh sin 9 cos Ø, Z=O.5kW cos 9, while 
L, W and h are the length, width and thickness of the 
patch antenna respectively. In our ease, L3cm, W=3cm 
with negligible h. 

3.2 	Types of Antenna Array 

When the antenna elements are arranged to form an AA, 
the overall radiation pattern of an array is determined by 
the type of element used, the spatial positions and 
orientation of the elements as well as the current that 
feeds the elements. For an AA with identical elements, 
the overall radiation pattern can be derived from the 
principle of pattern multiplication [6] given 
byf(O,Ø),, = elemental pattern x AF. The AF is a 
function of the array geometry, inter-element spacing, 

number of antenna elements as well as the relative 
magnitude and phase between the elements. In our 
analysis, we assume the elements are fed with equal 
amplitude, phases and spacing. Thus, for a given 
spacing, magnitude and phase shift, the radiation pattern 
will solely depend on the geometry / configuration of 
the array. Three types of array are considered in this 
paper. For the ULA, the AF is given by 

a(, °) 	= [I, e 	.....e" 	
J 	

(7)  

where d is the antenna spacing, 2 is the wavelength, [•]T 

denotes the transpose. The AF of the UCA with the 
centre as a reference point is given by 

-(q" O). 	 ..... e1)Jr  (8) 

Where ci', =27m/M and =22zr sin 9/2. The scalar  

is the circumference distance between antenna elements. 
In addition, the AF of the URA with P x N elements 
located in the x-y plane with reference at the origin is 
given by 

a(p,v),,4  =vec(a(p)a;(v)) 	(9) 

where p=2,zd cos q' sin 8/2,u=2zzi, sin p sin o/2, 

a (p) = [I, e' .....e"' }' , a, (v) = [I, e°,..., eXh) J' and 

d, d arc the spacings between the array elements 
parallel to the x and y-axis respectively. The operator 
vec(.) maps the a N x P matrix to an NP x  I vector by 
stacking the column of the matrix. Fig. I. shows the 
radiation patterns of various arrays using different 
antenna elements. It can be clearly seen that the pattern 
gain changes drastically for different arrays as well as 
for the same array but different antenna elements. 

3.3 	Mutual Coupling 

The modelling of MC in ULA has been discussed in 
detail in [2]-[4] where an expression that relates the 
output voltages, current and mutual impedance of the 
elements is first developed. By treating the M antenna 
elements as an M'+l terminal linear bilateral network, an 
impedance matrix Z that consists of self and mutual 
impedance is formed. This approach is valid for any 
antenna provided the corresponding impedances can be 
calculated. For instance, the self and mutual impedance 

ULAhA240Iwt?2Upe, 	
UCA*04HM-*/C.044t 

AMPi 

: 
02 	

. 

Fig. I. The radiation pattern of various arrays and 
elements. 
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of a thin centre fed dipole can be computed from 
induced EMIF methods. The relationship that governed 
the received signal with and without coupling, V. and 
S. can be expressed as 

Z I 	Z 	Z L  

tL 	 .. 
Z L 	Z, 	ZL 

V 

V2  

S 

S2  

' l ._tj_ 
V,,, S,4  

Z L 	Z L 	Z L  

Zmm and Z,,, are the self and mutual impedances. 
Written in matrix form, the received signal with MC 
taken into account can be obtained by matrix inversion 
as Z is always non-singular i.e. V=Z'S. Note that most 
of the analysis of adaptive AA assumes the element 
spacing is such that the MC is negligible and the matrix 
Z becomes diagonal. The matrix Z characterises the 
array and is independent of the channel in which the 
arrays operates. We extend the same modelling 
approach to the case of the UCA and URA by assuming 
that the antennas have been relocated into circular and 
rectangular positions respectively. Fig. 2. shows the 
magnitude of the coupling matrix elements for HD 
elements of the UCA and URA ease. Notice that the 
density of the coupling matrix is mostly concentrated at 
the most adjacent elements corresponding to the nearest 
elements on the main diagonal. As the distance between 
successive adjacent elements increases, the magnitude 
of coupling matrix decreases. In addition, the matrix 
entries along each subdiagonal are symmetrical about 
the main diagonal. By incorporating all of the above 
antenna parameters, the received signal vector, y(t) 
given by equation (1) is now modified to 

y(i) =Zf(,q)a(9,,Ø)x(t)+n(t) 	(II) 

	

3.4 	Number of Antenna Elements and Inter- 
element Spacing 

In order to optimise the performance gain, a large 
diversity order is generally required. However, for a 
given terminal size, increasing the number of antenna 
elements will reduce the spacing and increase the fading 
correlation. Thus, the best compromise between spacing 
and number of elements must be found. 

Performance Analysis 

	

4.1 	The Effect of Type of Antenna Element 

To demonstrate the impact of the type of antenna 
element used in the AA on the system performance, 
simulations are performed in the 3D multipath 
propagation model under 2 specific channel conditions 
associated with azimuth and elevation angles. Firstly, 
the performance of the ULA with different elements 
under the channel conditions of MEOA=60°, AS=0° and 
MAOA=0° with varying ES values is investigated and 
shown in Fig. . At low SNR, the performance 
difference between ES values of 5° and 60° for the patch 
and HD are negligible. Nevertheless, the BER improves 

2 

Fig. 3. The BER performance comparison of ULA with 
different antenna elements associated with the ES. 

gradually from low to high ES values at higher SNR. 
The HD outperforms the patch antenna by 
approximately 4 dB for both ES values. It is also 
evident that the BER improves for higher ES values for 
all types of antenna element. For comparison purposes, 
the isotropic elements which have the best achievable 
performance is also plotted. The above observations can 
be explained by computing the directivity of the ULA 
for various antenna elements given by 

4lrIf(&, 2 

D(8,ço) = 	 (12) 

J .1 If( 	
2 
 sin 

The directivity for the isotropic, HD and patch elements 
of the ULA are 4, 8.4 and 20.3 respectively. Since 
directivity represents the ability of the antennas to focus 
energy in a particular direction, the antennas 
corresponding to higher directivity with AOA off the 
target direction will have low performance gain. On the 
other hand, low directivity antennas perform well even 
under large AOA as the energy is distributed over a 
larger range of angles of arrival. In the second case, the 
system performance is evaluated at varying the AS 
values with fixed MAOA=30°, ES30° and MEOA=45°. 
The corresponding result is plotted in Fig. 2. where it is 
observed that the performance improve more drastically 
as the AS increases as compared to the ES in Fig. . This 
suggests that both antenna elements perform better 
under AS rich than ES rich environments. In all the 
cases, the performance of isotropic element is superior 
while the patch has performance that is poorest of the 3 
types of element. Again, we observe that the I-ID 
performs better than the patch antenna by about 4dB. 
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Fig. 2. The BER performance comparison of ULA with 
different antenna elements associated with the AS. 

4.2 	The Effect of Types of Antenna Array 

In order to illustrate the impact of the type of AA on the 
system performance, we consider two specific scenarios 
in which one array performs better from one to another. 
Fig. 5 (a) shows performance comparison of the three 
AAs as a function of AS and MAOA. For all the arrays, 
the performance improves as the AS increases. It can be 
identified that the UCA and URA outperform the ULA 
in the cndflre (00)  condition and vice versa in the 
broadside condition (90°). At a very low MAOA, the 
elements of the ULA are parallel to the direction of the 
incoming signals and thereby increase the correlation of 
the received signal at each of the antenna elements. In 
contrast, for the UCA and URA, only two of the antenna 
elements are in parallel to the incoming signals while 
the other two are perpendicular. Thus, the UCA and 
URA perform better than ULA in this case. As the 
MAOA increases, the performance of ULA improves to 
the maximum as the MAOA moves from cndfire (0°) to 
broadside 90°. It is also observed that the UCA and 
URA are in general insensitive to the MAOA of the 
incoming signal [7]. Fig. 5 (b) shows the performance 
comparison of the ULA, UCA and URA as a function of 
AS and ES. The performance of the three arrays 
improves as the ES and AS of the incoming signals 

UnA 

- 	(a) - 

(b) 
Fig. 3. The effect of type of AA as a function of (a) AS-
MAOA (b) AS-ES 

increase. This makes the required target SNR drop 
accordingly. Allow ES (<30°), the UCA and URA 
outperform the ULA. For higher ES values, the ULA 
outperforms the UCA and URA at AS values up to 50°. 
Beyond this AS value, the performance of these arrays 
converges. 

	

4.3 	The Effect of MC 

In all types of AA under consideration, it is apparent 
that the effects of MC are significant when the antenna 
separation is small i.e., 0.1?. The curves of spatial 
correlation (between element 1 and 2) versus AS with 
and without MC can be clearly distinguished as shown 
in Fig. 4. As the antenna spacing increases to 0.5?, the 
effects of MC decreases drastically, so that the curves 
correspond to the case of with and without MC are 
almost overlapping each other. This suggests that the 
effect of MC can in fact decorrelate the received signal 
between the antenna elements due to pattern diversity 
which has dominant effect over the spatial diversity at 
low antenna spacing [8]. Furthermore, the spatial 
correlation also decreases as the MAOA switches from 
endfire to broadside conditions for the ULA and URA. 
However, for the UCA, the spatial correlation remains 
approximately the same for the two extreme MAOA 
values as UCA are in general insensitive to changes in 
MAOA values [7]. The reason for the ULA and URA 
curves looking the same is that the spatial positions of 
the element I and 2 of both arrays are identical. 

	

4.4 	The Effect of Number of Antenna Element 
and Antenna Spacing 

Fig. 5. shows the target SNR as a function of antenna 
spacing for the three AA with a uniform AOA 
distribution. At low AS, large antenna spacing is 
necessary to achieve the required target SNR. This is 
due to the insufficient spatial diversity for the 
combining techniques to operate efficiently. Hence, 
under low AS conditions, a large antenna spacing is 
required to obtain an acceptable result. It is observed 
that the system performance saturates as the antenna 
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Fig. 4. Spatial correlation versus AS with spacing 0.1 
and 0.5 ? in Gaussian AOA for ULA, UCA and URA. 
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spacing goes beyond at least 4? which signifies that the 
application of CAA becomes difficult in metropolitan 
area with narrow streets that causes canyon effect and 
strong scatterers without line of sight to the MT [9]. 
Under this scenario, the angles of arrival are confined to 
two opposite directions with low AS. As the AS 
increases, more uncorrelated paths arrive from many 
different directions and thus permitting the combining 
techniques to work well even at low antenna spacing. 
An additional 2dB in SNR is needed to achieve the 
target BER as the antenna spacing is reduced from 0.5 
to 0.1?. Increasing in antenna spacing beyond 0.52 
under large AS does not provide further improvement 
which indicates that the concept of CAA can be well 
applied in indoor environment where the AS is expected 
to be high. Fig. 6. shows the BER comparison for 2,4 
and 8 antennas for the ULA and URA at AS=30° in 
endfire and broadside conditions. As the MAOA varied 
from 00  to 900  in a 4 element ULA, the system 
performance improves considerably. Since the URA is 
in general not sensitive to the changes in the MAOA, 
there is no improvement that can be noted in the ease 
URA/UCA. However, a small performance difference 
can be observed in the case of 8 antenna URA. This is 
due to the orientation of the URA which essentially 
consists of two four-receiver antennas ULA located 
parallel to the x-axis. A diversity gain of 4dB can be 
achieved by doubling the number of antennas used. The 
use of large diversity order may not be justified in 
practice. Implementation and marketing issues such as 
complexity, weight, battery life and size of the MT need 
to be taken into account. 

5 	Conclusion 

This paper investigates the impact of different antenna 
parameters associated with the type of antenna elements 
and arrays, MC, inter-element spacing and number of 
antennas in the development of CAA. These parameters 
are modelled and incorporated into the system 
performance evaluation under some specific channel 
conditions to demonstrate the efficacy of the antenna 
parameters. It is found that different antenna elements 
and arrays yield different performance which is 
favourable in some eases over another. In addition, we 
also shown that the presence of the MC can deeorrelate 

0,0,,a SP,0.0t*,S,Oht) 

Fig. 5. The target SNR versus antenna spacing for 
ULA, UCA and URA in uniform AOA distribution. 

Fig. 6. BER comparison for 2, 4 and 8 diversity 
branches using HD. 

the spatial correlation between antenna elements and is 
particularly significant at low antenna spacing in all of 
the AA under considered. The application of CAA is 
shown to be practical in both indoor and outdoor 
environments except in scenario where the canyon 
effect is significant. This in tom requires a lower 
antenna spacing to achieve the target BER and thus 
more antenna elements can be crammed into the MT to 
give better performance. 

6 Acknowledgement 

The work reported here has formed part of the Wireless 
Access area of the Core 2 Research Programme of the 
Virtual Centre of Excellence in Mobile & Personal 
Communications, Mobile VCE (www.mobiIevccom) 
whose funding support, including that of EPSRC, is 
grateful acknowledged. 

7 References 

[I] 	J. Salz and J. H. Winters, "Effect of fading correlation on 
adaptive arrays in digital mobile radio," IEEE Trans. 
Veh. Technol., vol. 43, no. 4, pp.  1049-1057, Nov 1994. 
I. D. Gupta, A. A. Ksienski, "Effect of MC on the 
performance of adaptive arrays," IEEE Trans. Antennas 
Propagat., Sept 1983, vol. 31, no. 5, pp.  785-791. 
J. Luo, J. R. Zcidlcr, S. McLauglin, "Performance 
analysis of compact antenna arrays with MRC in 
correlated Nakagami fading channels," IEEE Trans. Veh. 
Technol., Jan 2001, vol. 50, no. 1, pp.  267-277. 
T. Sventesson, "Antennas and Propagation from a Signal 
Processing Perspective," PhD Thesis, 2001. 
J. G. Proakis, "Digital Communications," 4  cd. McGraw 
Hill, 2000. 
C. A. Balanis, "Antenna Theory: Analysis and Design, 
2nd Edition," John Wiley and Sons, 1997. 
S. K. Yong, J. S. Thompson and S. McLaughlin, "The 
impact of channel conditions and antenna parameters on 
the performance analysis of antenna architectures," 
Mobile VCE core 2 Research Programme, Internal 
Report, June 2002. 
J. F. Diouris, S. McLaughlin and J. Zeidler, "Sensitivity 
analysis of the performance of a diversity receiver," IEEE 
48" ICC, Vancouver, vol. 3, pp.  1598-1602, June 1999. 
A. Kuchar, J. P. Rossi and E. Bonek, "Directional 
Macro—Cell channel characterization from urban 
measurements," IEEE Trans. Antennas Propagat. Vol. 
48, No. 2, Feb 2000. 

172 



Original publications 

The Effect of Various Channel Conditions on the 
Performance of Different Antenna Array Architectures 

S. K. Yongt  and J. S. Thompson 
Institute for Digital Communications, School of Engineering and Electronics, 

University of Edinburgh, King's Buildings, Mayfield Road, Edinburgh EH9 3JL, UK. 
Telephone: +44 131 650 5655, Fax: +44 131 6506554 

E-Mailt: ysk(ciccc.org  

Abstract—An extensive investigation into the effect of many 
different channel conditions on the performance of handset 
antenna arrays is studied. In this paper, we concentrate our 
analysis to investigate the impact of angular parameters 
associated with mean azimuth-of-arrival (MAOA), azimuth 
spread (AS), mean elevation-of-arrival (MEOA) and elevation 
spread (ES) of the propagation channel under study. The 
performance analysis is done by comprehensive simulations that 
incorporate various channel conditions ranging from outdoor to 
indoor environments on three types of antenna array 
architectures i.e. uniform linear array, uniform circular array 
and uniform rectangular array. A theoretical probability of error 
is also developed which shows excellent agreement with the 
simulation results. The importance and dependency of the above 
parameters on the system performance are examined. Results 
show that the system performance is always dependent on AS 
and ES while the impact of MAOA and MEAO is array 
dependent. 

Keywords-antenna arrays; radio propagation; sensitivity 
analysis; spatial correlation 

I. 	INTRODUCTION 

Antenna arrays (AAs) are one of the most promising 
candidates for capacity and signal quality enhancement in 
wireless communications systems. Since the functionality of 
the AA is mainly based on the exploitation of the spatial 
properties of the multipath channel, it is imperative to gain a 
better understanding of the effect of angular parameters on the 
performance of AAs. A number of studies have been reported 
that examine this impact on the system performance. In 
particular, [1] and [2] studied the effect of mean azimuth-of-
arrival (MAOA), azimuth spread (AS) and antenna spacing on 
the fading correlation for the uniform linear array (ULA) using 
uniform and Gaussian distributions for the azimuth angle of 
arrival. However, most of the studies are mainly focused on 
azimuth plane only, parameterized by the AS and MAOA of 
the impinging signals. The introduction of handset AAs 
motivates an investigation into the effect of multipath elevation 
since the handset could be orientated in any direction [3]. 
Furthermore, measurement results have also shown that about 
65% of the energy was incident with elevation angles larger 
than 10° with respect to azimuth plane [4]. Thus, it is important 
to consider a 3-dimensional multipath propagation model that 

This work is supported by Virtual Centre Excellence is Mobile & 
Personal Communications (Mobile VCE). 

permits different azimuth-of-arrival (AOA) and elevation-of-
arrival (EOA) at the user terminals 

The aims of this paper are two fold. Firstly, to study in 
detail the importance and dependency of the four angular 
parameters to the system performance. By evaluating the 
performance patterns as a function of two of the parameters, 
the sensitivity of these parameters on the system performance 
can be determined. Secondly, to compare the performance of 
different AAs under the same channel conditions. This is 
crucial in selecting types of AAs used in different applications 
and radio environments. The paper is organized as follows; 
Section II describes the directional channel model and the 
steering vector (SV) of the AAs under study. The simulation 
assumptions are also described. Section III explains the channel 
parameters sets which form the major part of the analysis in 
this paper. Analysis on the system performance under various 
channel parameters sets are also explained and quantified. In 
Section IV, the performance of the AA architectures under 
study is compared. Finally, in Section V some concluding 
remarks are drawn. 

II. 	DIRECTIONAL VECTOR CHANNEL MODEL 

The performance analyses are done by using a frequency 
non selective directional Rayleigh fading channel model, in a 
single input-multiple output configuration. The Mx I received 
signal vector y(t), Mxl channel impulse response h(t), 
transmitted BPSK signal x(t) and Mx 1 additive white Gaussian 
noise vector n(t) are related byy(t)=h(t).x(t)+n(t) where h(t) is 
given by 

h(t) 	c,, (t).a(n,) 	 (1) 

where a,(t) is the complex amplitude, a(çn,O) is the steering 
vector (SV), M is the number of antennas and L is the total 
number of multipath components (MPCs). The scalars 
0< 	<2nr and 0 < U < nr are the AOA and EOA defined 

with respect to the positive x- and z-axis respectively. For the 
1JLA, the SV is given by 

a (, 0) = [i, e'°°°8t5 . ... .e 	
] 	

(2) 
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where d is the antenna spacing, % is the wavelength and [•]T 

denotes the transpose. The SV of a uniform circular array 
(UCA) with the centre as a reference point is given by 

a (, 0) 
= 	 . 

e000) 
1T 	

(3) 

where 0. = 27rrn/M and (= 27rrsin0/A. r is the radius 
of the UCA. In addition, the SV of a uniform rectangular array 
(URA) with P x N elements located in the x-y plane with 
reference at the origin is given by 

a(co,0)=aN (j2)a(v) 	 (4) 

where y = 27rd0 cos ' sin 6/.\, v = 2ird0 sin  sin 9/A, 

() = 1'e" , ... , o)o 

1 	

and a (v) = 1, e'0 , ... , 
6(P_1)0 

Also, d. and d are spacings between the array elements 
parallel to the x- and y-axis. The signals that arrive at the AA 
are processed using maximum ratio combining assuming 
perfect channel knowledge at the receiver. We derive a 
theoretical bit-error-rate (BER) by first calculating the M x A'! 
covariance matrix as 

R = E[hh"[ = f a(w,o)a'( ,,o)p(wo)sin(o)ddo (5) 

where p((p,O) is the joint probability density function (pdf) of 
the AOA and EOA. It is assumed that the AOA and EOA are 

independent of each other i.e. p((p,0) can be decomposed to 
p()p(0). We concentrate our analysis on uniform AOA and 
EOA distributions since [5] shows that the key parameter to the 
system performance is the spread of the MPC and not the type 
of pdf under investigation. The AS and elevation spread (ES) 
values are defined as the maximum deviation of the angle 
spread from the MAOA and mean elevation-of-arrival 
(MEOA) respectively. 

As shown in [6], the real and imaginary parts of the element 
can be expressed in closed-form in (6) and (7) for the case 

of lILA and (8) and (9) for the both cases of UCA and URA, 
respectively. The scalars A, o, 0 and Po denotes the ES, AS, 
MEOA and MAOA respectively. F(x) is the gamma function 
and C = 1/sinc(8)sin(A0 ). The scalar Z takes different values 
according to the geometry of the AA. For the ULA, 

Z=27rd(m—n)/). For the UCA, ZZ where 

= k[cos 	- cos,] 	and 	Z2 = k[sin 	- sin,[. 

Similarly, for the case of URA, Z = .,JZ + Z with 

= k(p - q)k0 and Z. = k(n - m)k The BER is then 

calculated using [7] 

(— 1)2''Z2' (2k -+- 	 00 00 OIl 	(1)20-*2l*1*P 

Re[)1 =  
20(k!)2 	

Jsinc[ o (2k + 1— 21)[sin[00 (2k + 1— 21)] + 
-0 0-0 l!F(2k + 1 + 1) 

z00 	2(k + I) + 1 
cos(2k 0 )sinc(2k) sinc[[2(k + 1 — p) + 1, [ sin[[2(k + 1 —  p) +1]0,1 	 (6) 

00 00 k-U 

Im[R,,,1)j = 2C>2 	

(1)k+t+P 	[Z 2(k-)~1 

sinc[(2k + 1)] cos [(2k + l)p0 [x 
k=O 	1!F(2k+1+2) 2] 

1 [2(k+1+ 1)J + (_1)k+1+1 (2(k+ 1+1 sinc[2(k+ I+1—p) 0 ]cos{2(k+ i-i-i—p)00 [

(7) 

22(kll+h) k + + 1 22(k-l)U  

J~~ (-1)2'Z20 (2k -I- 1 	 00 kl 	
( 

1)k*21*1lP 

—C sine 	(2k + 1 —21)1 sin [(2k + 1 — 21)0 ] + 2>1 > Re[>1= 
00 	0 	240(k !)2 	I 	J 	 1! F(2k + I + 1) 

(8) 
~ 2(k + 1) + 

1I sinc(2k ) cos(2ka) sinc [[2(k + 1— p) + i], [sin [[2(k +1— p) + 1]0020b0 ) 	p  

00 0+1 

= 	
(_1)*P 	

Iz2(k*1 
I. sinc[(2k + 1) 0 ]sin [(2k + 1)aJ 

0=0 1=0 	1 F(2k + 1 + 2) 2) 

(2(k + I + i)

J 

(-1)' ~2(k k + + i 	
(9) 

2 	I +k+ 1 + 22*)d0 
	

I sinc[2(k +1+1 —p) 0 ] cos [2(k +1+1 —p)O0 ] 
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Figure 5. The target SNR as function of AS and ES for UCA 
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Figure I: The target SNR as function of MAOA and AS for ULA. 

UCA at 90' MEOA and 0' ES 
180 

60 7 

140 
6 

120

do  
10 ___ of 

40 

20 

0 50 	100 	150 
MAOA (') 

Figure 2. The target SNR as function of MAOA and AS for UCA. 

1 	/2  

where 26 is the diagonal matrix of eigenvalues obtained using 
eigenvalue decomposition of covariance matrix R=U)W" and 
U is the unitary matrix of eigenvectors. 

III. PERFORMANCE ANALYSIS 

The performance of the ULA, UCA and URA can be vastly 
different under different channel conditions especially, 
depending on the angles of arrival of the MPCs. The angles of 
arrival are governed by several parameters in terms of the 
MAOA, AS, MEOA and ES of the MPCs. In order to examine 
the importance and dependency of the above parameters to the 
system performance, two of the above parameters are examined 
at a time while keeping the other two fixed. In our analysis, the 
performance is measured in terms of required target signal-to-
ratio (SNR) to achieve a given target BER. Unless otherwise 
specified, the number of received antennas (with isotropic 
elements) and target BER are fixed at 4 and 0.01. Note that the 

JbA A 0 MAAA nnd C AS 

P75  

7 

20F 
15 	 3.5 

10 

70 60 90 100 110 120 
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Figure 3, The target SNR as function of MEOA and ES for ULA 

four element UCA and URA have a similar geometry but the 
former is 0.1X less than the latter in spacing. Four parameter 
sets are investigated to study their impact on the system 
performance. The investigation on parameter set in subsection 
A has also been reported such as in [1] and [2]. We then discuss 
three additional parameter sets in subsection B, C and D. which 
to the best of authors' knowledge have yet to be reported in the 
literature. 

ULA at 90' MEOA and 0' MAOA 
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Figure 4. The target SNR as function of AS and ES for ULA 
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Effect of MA QA andASat 0°ES and 90°MEOA 

Fig. I and 2 show the target SNR as a function of AS and 
MAOA with the ULA and UCA configurations. For the ULA, 
at low AS (<5°), the required target SNR is high irrespective of 
the MAOA values. However, as the AS increases, the reduction 
of the target SNR is more rapid in the broadside region (around 
90°) than in the endfire region (around 0° and 180°). For large 
AS values (>80°), the performance of the ULA is 
approximately equal irrespective of the MAOA [2]. Unlike the 
ULA, the performance of the UCA or URA is relatively 
insensitive to changes of MAOA. Nonetheless, their 
performance is highly sensitive to the AS of the incoming 
signal. By studying Fig. 1, we note that as the AS increases, 
significant improvements occur in target SNR, On the other 
hand, only small changes can be observed in target SNR as the 
MAOA changes. This suggests that the system performance is 
AS dependent while the effect of MAOA is array dependent 

Effect of MEQA and ES at VAS and 0 °MAOA. 

In this scenario, the performance of the three arrays have a 
similar pattern. As shown in Fig. 3 for the case of the ULA, the 
higher target SNR values are concentrated at the horizontal 
plane corresponding to 90° MEOA. In addition, the 
performance is symmetrical about this MEOA value because 
the SVs for MEOAs below/above 90° are mirror images to 
each other. For a given ES, the performance improves slightly 
as the MEOA deviates from the 90°. For a given MEOA, the 
performance improves significantly as the ES increases. The 
above observations highlight the importance of ES as 
compared to MEOA in system performance. Unlike the 
MAOA, the behaviour of all the three array types is similar 
when the MEOA is changed. Only slight performance 
differences between the ULA and UCA/URA can be observed. 
This is due to a slightly higher pattern gain in elevation of the 
ULA over the UCA and URA. 

Effect of AS and ES at 0 °MAOA and 90 'MEOA. 

Fig. 4 and 5 show the target SNR as a function of AS and 
ES for the ULA and UCA respectively. The performance of 
both arrays has a very similar pattern. However, in the ease of 
the ULA, it can be seen that the changes in target SNR is equal 
in both directions of AS and ES which suggests that the impact 
of both parameters for the ULA is equally important for this 
MAOA (0°). On the other hand, the impact of AS is more 
significant than ES in the case of the UCA and URA as their 
performance improves considerably as the AS increases. Only 
little performance gain can be obtained at low AS even with 
high ES values. This condition holds up to AS about 50° and 
then performance starts to saturate even with increasing ES. 
Hence, we can conclude that the sensitivity of the UCA and 
URA to changes in AS is higher than to changes in ES. 

Effect ofMAOA and MEOA at 30 °ASand3O°ES 

Fig. 6 and 7 show the impact of the MAOA and MEOA on 
the ULA and UCA. For the ULA, highest and lowest target 

ULA at 30' AS and 30' ES 
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Figure 6. The target SNR as function of MAOA and MLOA for ULA 
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Figure 7. The target SNR as function of MAOA and MEOA for UCA 

SNR regions can be identified in endfire (0° and 180° MAOA) 
and broadside (90° and 270° MAOA) conditions respectively, 
with 90° MEOA. As the MEOA deviates from 90°, the target 
SNR decreases and increases by a fraction of a dB in the 
endfire and broadside regions respectively. The performance of 
the UCA and URA has a similar pattern (the latter is not 
shown) with higher target SNR values concentrated at the 
horizontal plane (90° MEOA) and independent of the MAOA 
values. Notice that the changes in target SNRs under this 
parameter set is comparatively small. Hence, we conclude that 
the effect of the MEOA and MAOA on the system 
performance is negligible. In addition, we found that the ULA 
is sensitive to both parameters while the UCA and URA are 
relatively insensitive to both parameters (though the effect of 
MEOA is more significant. than MAOA). 

IV. 	PERFORMANCE COMPARISON 

In general, the performance of the three arrays improves as 
the AS increases. For most of the cases, the ULA outperforms 
the UCA and URA except at very low MAOA values. At a 
very low MAOA, the elements of the ULA are parallel to the 
direction of the incoming signals and thereby increasing the 
correlation of the received signal at each of the antenna 
elements. In contrast, for the UCA and URA, only two of the 
antenna elements are in parallel to the incoming signals while 
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Figure. 9. The performance comparison of ULA, UCA and URA under 
different AS at varying MAOA with the 60° ES and 90° MEOA 

the other two are perpendicular. Thus, the UCA and URA 
perform better than ULA in this case. The performance of ULA 
improves to the maximum as the MAOA moves from endfire 
(00) to broadside (90°). Fig. 8 shows the performance 
comparison between the three arrays for different ES again 
with varying AS. In general, the performance of the three 
arrays improves as the ES increases. This makes the required 
target SNR drop accordingly. Also, for a given ES, the 
performance of the array improves as the AS of the incoming 
signal increases. At an ES less than or equal to 30°, the UCA 
and URA outperform the ULA. For higher ES values, the ULA
outperforms the UCA and URA at low AS values up to 40° and 
beyond this AS value, the performance of these arrays 
converges. Fig. 9 shows the performance comparison versus 
MAOA under different AS with ES at 60°. In this specific 
instance of the ULA, we note that at zero AS, the performance 

gets worse as MAOA goes from 0° to 90°. However, as the AS 
increases, the performance now improves as MAOA goes from 
0° to 90°. Thus, the AS effect is more important than that of the 
MAOA. For a very large AS valeus, the ULA performance 
turns out to be insensitive to the MAOA. In all the eases, the 
performance of the UCA and URA are relatively insensitive to 
the MAOA parameter. Also, the performance of the UCA and 
URA are comparable to each other under many scenarios as the 
pattern gain for both arrays with four antennas looks very 
similar. Furthermore, verification is achieved by means of 
computer simulation over 3 million channel realizations to 
calculate the BER performance. 

V. CONCLUSION 

This paper investigates the impact of different channel 
conditions on the system performance parameterized by the 
MAOA, AS, MEOA and ES of the impinging signals. Three 
types of AA are examined under four parameter sets. As shown 
in our analysis, the performance of the arrays can be vastly 
different in different channel conditions. The importance and 
dependency of the parameters under study can be seen from the 
performance patterns. We found that the impact of AS and ES 
are of particular interest. On the other hand, the impact of 
MAOA and MEOA are generally insignificant to the system 
performance but it does depend on the type of array under 
investigation. The four element [IRA and UCA are insensitive 
to the MAOA and MEOA but the ULA is very much affected 
by the MAOA of the MPCs - it usually performs much better in 
broadside than in endfire conditions. There are also trade-offs 
of ES with MAOA and AS for the ULA. Furthermore, 
theoretical results are also presented which agree very well 
with the simulation results. 
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