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Abstract

The third generation (3G) and fourth generation (4G) of mobile communications systems aim to provide
 enhanced voice, text and data services to the user. Two of the key requirements in these systems are
higher sbectra] efficiency and QoS (Quality of Service). This thesis aims to examine ways of increasing

the spectral efficiency of a communication system while meeting the QoS needs of the users.

One of the most prominent antenna techniques that has received a lot of research recently is multiple
input multiple output (MIMO) antenna array systems, where both transmitter and receiver are equipped
with multiple antenna elements exploiting space (antenna) diversity. Another interesting technology for
realizing very high data rates over the rich scattering wireless channel is the VBLAST (Vertical Bell Labs
Space Time) architecture. VBLAST detection is aiming to achieve the enormous information-theoretic
capacities arising in a MIMO wireless fading channel. These techniques are thoroughly described, and
their BER (Bit Error Rate) versus SNR (Signal-to-Noise Ratio) performance is evaluated by means of
computer simulations in various channel environments and using different numbers of transmit antenna
elements in the base station. These results of the techniques, along with other characteristics, are com-
pared to examine their performance in various channel environments and investigate which technique is

most suitable for each channel environment.

Next, we concentrate on round robin packet scheduling. In multiuser environments, independence of
fading for different users, called multiuser diversity, can be exploited by a proper packet scheduling
policy. A Packet Scheduler (PS) is aiming to effectively allocate radio resources to users in different
channel conditions. The objectives are to maximize spectral efficiency and to provide fairness among
users. We investigate the performance of various schemes based on the round robin scheme (RRS)
and we propose some new algorithms. Computer simulation are conducted to compare the different
scheduling schemes in terms of cell throughputs and outage capacities. The degree of fairness (in terms

of time delay and data rates) among the users for these schemes is also investigated.

Finally, we focus on Proportional Fair (PF) scheduling. New algorithms using MIMO antennas and
VBLAST architecture are proposed to improve the performance of the PF scheme. The system efficiency
(in terms of cell throughput) and the QoS (in terms of time delay and data rates) achieved by these

schemes are investigated through computer simulations.

The main objective of this work is to investigate the interplay of spatial multiplexing techniques (MIMO
arrays and VBLAST architecture) with packet scheduling schemes, as well as the tradeoffs between the

QoS provided to the end user and the achievable network throughput.
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Chapter 1
Introduction

The origins of wireless communications go back to 1867 when James Clerk Maxwell predicted
the existence of electro-magnetic waves (EMW) [1]. Around two decades later, in 1886, Hein-
rich Hertz provided an experimental evidence of their existence [2]. In the following decades
many scientists continued to develop wireless communications in several directions. Nowa-
days digital wireless communication systems are part of our everyday life. In recent years we
have witnessed a tremendous growth in the cellular networks and other wireless technologies.
We watch digital (satellite) TV, talk on cellular phones or use wireless networking to access
the intemet. In particular, cellular networks are experiencing increasing demands for capacity
and mobility. After the standardization of the 3G (third generation) cellular network - Univer-
sal Mobile Telecommunication System (UMTS) standard [3], researchers are refining concepts
and technologies for wireless systems beyond 3G (e.g. fourth generation - 4G). These aim to
provide the end user with a whole new range of wireless data communication services, like
multimedia messaging, web browsing, online gaming, multimedia booking and reservation,
streaming, etc [4].

The internet has become the largest network for exchange information worldwide. The vol-
ume of Internet Protocol (IP) based traffic has already exceeded that of circuit switched traf-
fic in most fixed networks [5]. The provision of IP-based services in mobile communication
networks has raised expectations of a exponentially growing traffic volume analogous to that
already experienced over the Internet. In [6], the Universal Mobile Telecommunication System
(UMTS) Forum predicts a considerable increase of the worldwide demand for wireless data ser-
vices over the years to come of the present decade. Besides internet-like services, the addition
of mobility to data communication enables new services not meaningful in a fixed network [7],
e.g. location-based services. In this age of significant telecommunications competition, mo-
bile network operators continuously seek new and innovative ways to create differentiation and
increase profits. One of the best ways to do accomplish this is through the delivery of highly
personalized services. One of the most powerful ways to personalize mobile services is based
on location. Location based services (LBS) [8], could include services such as location based

information (e.g. list of restaurants within a certain proximity to the mobile user) or location
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based billing (after arrangement with the serving wireless carrier the user can establish personal
zones such as a home zone or work zone). Since the majority of the wireless data services are
asymmetrical, causing a heavier load in the downlink direction of the communication path, this
work aims to investigates only the downlink performance.

Two of the key requirements in these systems are regarded as higher capacity and lower system
cost [9]. A capacity increase in a cellular network can be achieved by increased bandwidth or
higher spectral efficiency. While bandwidth is regulated, spectral efficiency can be modified in
several ways. This work will focus on increasing spectral efficiency without degradation of the
QoS. The quality éf service (QoS) [10] experienced by the end user of a mobile communica-
tion system refers to the collective effect of service performance that determine the degree of
satisfaction for this end user of the service. The QoS can be measured by means of certain pa-
rameters like bandwidth, delay, jitter, throughput, reliability and cost [10]. Typically, the user’s
data rate is one of key factors mostly for non real time services. The most crucial constraints
on real time traffic are the packet transfer delay and user’s data rate. Fundamentally, the more
demanding these two constraints are, the lower the spectral efficiency that can be achieved by
the mobile communication system.

Significant efforts have been made to improve the wireless spectrum efficiency in order to meet
the future demand for high-data-rate (HDR) wireless communication. Some key techniques
include: multi-user detection [11] [12] [13] that can increase spectral efficiency, receiver sensi-
tivity, and the number of potential users, antenna arrays [14] [15] [16] [17] [18] [19] [20] [21]
[22] [23] [24] [25] [26] [27] [28] that can minimize interference and improve spectral efficiency
by exploiting spatial and multiuser diversity. Other techniques include, channel error control
coding [29], power control [30], admission control [31], multiple access [32], OFDM (Orthogo-
nal Frequency-Division Multiplexing) [33]. Also packet scheduling is an efficient transmission
technique [34] [35] [36] [37] for providing service performance guarantees, such as throughput,
delay, delay-jitter, faimess, and loss rate.

In this work we focus our investigation on packet scheduling strategies and multiple-input
multiple-output (MIMO) antenna systems. Our main objective is to combine these two tech-
niques in order to improve the system’s efficiency and the QoS. The objectives of this work will

. be discussed in more detail in the next section.
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1.1 Objectives of the thesis

A third-generation wireless system faces a number of challenges. These include a complex
time-varying multipath propagation environment, limited availability of radio spectrum, limited
energy-storage capability of batteries in portable units, user demand for higher data rates, bet-
ter voice quality, fewer dropped calls, enhanced in-building penetration and longer call times.
Operators demand greater area coverage by base stations, increased subscriber capacity and
lower infrastructure and operating costs. A number of different technologies have been used
to meet such diverse requirements, including multiple antennas, packet scheduling, multiple
access schemes, bandwidth-efficient source coding, and sophisticated signal-processing tech-
niques. Cellular signal processing includes modulation and demodulation, channel coding and
decoding, equalization, and diversity combining for fading channels (e.g. switched diversity or
selective diversity).

Although a lot of research effort has been devoted to each of these technologies, the cooperation
and combination of these techniques has not been investigated sufficiently yet. Consequently,
there is a need for further research of this topic, to address the needs of a 3G and 4G commu-
nication systems. In order to be able to facilitate the evolution of the wireless communication
mafket, 3G and 4G technology should be able to increase the system capacity not only for best
service (effort) traffic. A 3G system should also be able to meet the QoS demands of third
generation mobile data services. The concept of QoS is a key factor in 3G technology evalua-
tion because there exists a fundamental trade-off between the QoS provided to the end user and
the achievable network throughput [38]. The main objective of this work is to investigate the
system efficiency of the combination of different wireless techniques, as well as this existing
trade-off between the QoS provided to the end user and the achievable network throughput by
this technologies for different wireless scenarios.

In particular, special attention will be paid to the performance of MIMO arrays combined with
a variety of scheduling schemes and detection methods. At first, a proper downlink channel
model is selected, after a survey among a number of downlink MIMO channels. Then, a sys-
tematic comparison of a number of existing detection algorithms in various scenarios of interest
is presented. This comparison gives an intuition about the relationship among the performance
as well as other characteristics of the considered techniques, and helps the identification of the
most suitable techniques. Next, we propose some new scheduling techniques that aim to com-
bine the benefits of the previously examined detection techniques in a MIMO system and are

based on popular packet scheduling schemes such as the round robin scheme [39] and the pro-
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portional fair scheme [36]. Simulation have been executed in order to examine the performance
of these scheduling schemes in terms of system efficiency (cell capacity) and QoS (fairness
among the users, time delay and outage capacity).

In this work we study only the downlink channel performance. This is due to the nature of the
services that are planned to be offered by the third and future generations of mobile communi-
cation systems (e.g. browsing the Internet or downloading music and/or video files, shopping
through the mobile phone etc., all of which require higher data rates on the downlink than the
uplink). For this kind of services the downlink channel (the link from base station to mobile
station) is exbected'to be more heavily loaded than the uplink (the link from mobile station to

base station). Consequently, there is more need in for further research of the downlink.

1.2 Outline of the Dissertation

The remainder of this thesis is organized as follows:

Chapter 2: the objective of this chapter is to provide a survey of the resent developments in
the field of wireless communication, focusing on some specific concepts such as multiple-input
multiple-output (MIMO) antennas and packet scheduling. For this purpose, we investigate
MIMO systems providing some basic information-theoretic results, and we expand these re-
sults for the case of multi-user channels. The chapter further aims in addressing the principles
and techniques of packet scheduling in wireless networks. The basic characteristics of wireless
communication, such as the attenuation effect caused by wireless propagation and the different

transmission methods, are also presented.

Chapter 3: studies the physical channel performance in the case of MIMO systems. The
objective of this chapter is to investigate the performance of a simple MIMO radio channel
model, using some popular detection algorithms (such as ZF (Zero-Forcing equalizer), MMSE
(Minimum Square Error Detector) and VBLAST (Vertical Bell LAbs Layered Space-Time Ar-
chitecture)). For this purpose, we introduce the concept of spatial fading correlation and we
present a variety. of different stochastic and geometrically-based stochastic models, highlight-
ing the common points and key differences between physical and non-physical MIMO channel
models. Further, we chose the MIMO channel model that will be used throughout this work.

The chapter finishes by investigating the performance of this model (in terms of bit error rate
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(BER) values), for different simulation setups. Specifically, simulation results, for different
modulation schemes (BPSK, 16-QAM), detection techniques (VBLAST, MMSE), number of

transmit and receive antennas and degree of spatial correlation, are presented.

Chapter 4: concentrates on the packet scheduling entity of MIMO multiuser wireless systems.
The chapter investigates the downlink performance of various scheduling strategies based on
Round Robin Scheme (RRS) and proposes some new packet scheduling algorithms (VBLAST
AA-RRS, best user, AA MMSE fair and AA VBLAST fair). The new schemes aim to exploit
multiuser diversity and multiple antennas in order to enhance the system performance in terms
of cell throughput and outage capacity, and at the same time to follow the faimess rule imposed
by the RRS scheme. The basic idea is to use multiple antennas to achieve a diversity effect
from multiple users and at the same time enhance this diversity gain by using the VBLAST
detection method. The performance of various scheduling algorithms will be discussed taking
into account the concepts of faimess among the users and the time delay experienced by a user
between two packet transmissions to the same user. For this purpose, simulations for different

setups are carried out.

Chapter 5: concentrates on the proportional fair (PF) scheduling scheme. We show that PF can
improve network throughput compared to RRS (Chapter 4), and at the same time can provide
some form of faimess to all users. The objective of the chapter is to improve the proportional
fair scheme. For this purpose we combine the PF scheme with MMSE or VBLAST detec-
tion techniques within a MIMO system, aiming to improve wireless resource efficiency (cell
throughput) by exploiting time-varying channel conditions while at the same time controlling
the level of faimess/QoS among users (time delay and outage capacity). Finally, the proposed
scheduling schemes: AA-PF-MMSE single, AA-PF-MMSE multi, AA-PF-VBLAST single,
AA-PF-VBLAST multi and AA-PF-VBLAST multi fair, are compared in terms of system effi-

ciency and fairess among users, for different simulation setups.

Chapter 6: draws the the main conclusions of this Ph.D. investigation and discusses future

research topics.
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2.1 Introduction

The objective of this chapter is to provide a survey of the recent developments in the field of
wireless communications, focusing on some specific concepts such as multiple-input multiple-
output (MIMO) antennas and packet scheduling. The chapter starts by introducing the concept
of a wireless communication system. We discuss the basic characteristics of wireless commu-
nication and we concentrate our study on the attenuation effect caused by wireless propagation.
In Section 2.2.2 we focus on multiple access methods for multiuser communications - FDMA
(Frequency Division Multiple Access), TDMA (Time Division Multiple Access) and CDMA
(Code Division Multiple Access). The high-data rate networks (HDR) are studied in Section
2.3. Section 2.3.1 presents the multiple-input multiple-output (MIMO) technology and in Sec-
tion 2.3.2 we provide some basic information-theoretic results for MIMO systems (single user).
These results are expanded for the case of multi-user channels in Section 2.3.3. In Section 2.4
we discuss the principles of packet scheduling in wireless networks and we present the three ba-
sic policies of scheduling. In the last Section 2.4.2 we provide the actual methods (algorithms)

that implement the scheduling policies described in Section 2.4.

2.2 Wireless Communication System

In wireless communications the information to be sent is modulated onto a radio frequency
(RF) signal which defines the carrier frequency. After modulation of the signal, the carrier
signal is transmitted in the radio channel. The range of carrier frequencies useful for commu-
nications starts at a few thousand Hertz (Hz) and goes up to several gigahertz. Therefore, the
characteristics of the wireless channel are dependent on the radio propagation effects of the
environment [40]. A typical outdoor wireless communication scenario is depicted in Figure
2.1 where the mobile station (MS) is communicating with a wireless base station (BS). The

signal transmitted from the MS may reach the BS directly (line of sight) or through multipath

6



System model - Related Work

Base Station

Figure 2.1: Radio Propagation Scenario

reflections on local scatterers (buildings, mountains, etc.). Because of that, the received signal
is changed by multiple random attenuations and delays. Also, the movements of either the
mobiles or the scatters can cause these random fluctuations to vary over time. Signal multipath
occurs when the transmitted signal arrives at the receiver via multipath propagation paths at
_ different delays. It generally results in intersymbol interference. Moreover, the signals arriving
via different propagation paths may add destructively, resulting in signal fading [41]. The com-
bined impacts of these phenomena makes the wireless environment challenging.

The attenuation incurred by wireless propagation can be decomposed in three main factors: a
signal attenuation due to the distance between communicating nodes (path loss), attenuation
effects due to absorption in local structures such as buildings (shadowing loss) and rapid signal
fluctuations due to constructive and destructive interference of multiple refiected radio wave
paths (fading loss) [42]. The signal attenuation or path loss D is due to the fact that, when
radio waves transmitted from an omnidirectional antenna propagate through an environment,
the fraction of the transmitted power intercepted by a receiver at a distance r away from the
receiver decreases with 7. Empirically [40], [43] this attenuation D behaves as D ~ r®PL. The

exponent ap, takes values typically in the range of 3.5-4 [44] and captures environment effects
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such as ground reflections of the propagation waves. The time scale over which D varies de-
pends on how the distance varies with time as determined by the mobility of the communication
nodes. Typically path loss is the slowest varying among the attenuation effects.

The shadowing loss S is much more difficult to model, since it is due to absorption of the
radio waves by scattering structures. It can be thought of as a random variable that takes a
different value for each environment. Empirically, S is found to be well modeled by a log-
normal distribution, i.e., the attenuation behaves as § ~ Apg, where log(Apy) follows a
Gaussian distribution [40]. In other words, the attenuation measured in decibels is Gaussian
distributed. Furthermore, time variation occurs when the scattering environment changes, for
example, when a mobile turns a comer on street. The time variation of the shadowing loss is
quite difficult to model, and there exist few experimental studies. Qualitatively, we may state
that shadowing loss varies with time faster than the path loss, but slower than the fading loss
described below [42].

The fading loss F occurs due to the constructive and destructive interference of multiple re-
flected radio wave paths. Therefore, F varies when we sample the radio wave in different
spatial locations. In a dense multipath environment, when there are enough scatterers, the com-
plex amplitude is well modeled by a Gaussian distribution {401, [43]. If there is a line of sight
path, the mean of the Gaussian distribution is nonzero leading to an attenuation (absolute value
of the complex amplitude) which is Rician distributed [41] and, hence, termed Rician fading.
- When there is no line of sight, as would be the case in dense urban environments, we would
have a complex amplitude which is zero-mean Gaussian distribution, leading to an attenuation
which is Rayleigh distributed, and, hence, we have Rayleigh .fading channels [41] [42].

In the case where we have multiple antennas, the relative attenuations between the antennas be-
comes an important issue. When the receive antennas are not far apart (of the order wavelengths
of carrier frequency), the main variation arises due to the fading effects [45]. The relative re-
sponse depends on the behavior of arrival directions of the reflected radio waves with respect to
the receive antennas, which is characterized by the angular spread of the multiple paths [40]. In
conclusion, the overall radio propagation attenuation is the combination of the phenomena de-
scribed above (D, § and F) deteriorated by the time varying nature of the channel. Although in
a near future, we will be surrounded by a numerous of options to set up an unwired connection
over the radio interface, so far, the cellular approach is by far the most common wireless method
to access data or to perform voice dialling. In the next section we present a brief description of

the cellular network concept.
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2.2.1 Cellular Radio System
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Figure 2.2: Cellular radio system

A cellular system [46] refers to communications systems that divide a geographic region into
sections, called cells. The purpose of this division is to make the most use out of a limited
number of transmission frequencies. Each connection, or conversation, requires its own dedi-
cated frequency, and the total number of available frequencies is about 1,000 [47]. To support
more than 1,000 simultaneous conversations, cellular systems allocate a set number of frequen-
cies for each cell. Two cells can use the same frequency for different conversations so long as
the cells are not adjacent to each other. A typical wireless communication scenario where the

cellular radio approach can be used is depicted in Figure 2.2.

2.2.2 Transmission and multiplexing

In this section, we focus on multiple access methods for multiuser communications. A limited
amount of bandwidth is allocated for wireless services. A wireless system is required to ac-

commodate as many users as possible by effectively sharing the limited bandwidth. Therefore,
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Figure 2.3: FDMA where different channels are assigned different frequency bands.

in the field of communications, the term multiple access could be defined as a means of allow-
ing multiple users to simultaneously share the finite bandwidth with least possible degradation
in the performance of the system. In general, there are several ways in which multiple users
can send information through the communication channel to the receiver. The are three basic

schemes (see Figures 2.3-2.4) [41]:
e Frequency division multiple access or FDMA, used in analog cellular, where calls are
separated by frequency

o Time division multiple access or TDMA, used in digital cellular and PCS (personal com-

munications services), where calls are separated by time

e Code division multiple access or CDMA, used mostly for PCS, where calls are separated

by code

2.2.2.1 Frequency Division Multiple Access - FDMA

FDMA [40], [48] is one of the earliest multiple-access techniques. In this technique the fre-
quency spectrum is divided into a number of logical channels. Each of these individual channels

are assigned to individual users. Each user has a finite portion of bandwidth for permanent use
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Figure 2.4: Multiple access schemes: (a)TDMA scheme where each channel occupies a cyclically re-
peating time slot , (b) Spread spectrum multiple access in which each channel is assigned
a unique PN code which is orthogonal or approximately orthogonal to PN codes used by
other users.

as illustrated in Figure 2.3. When a channel is not in use (not requested by any user) it be-
comes a wasted resource. The bandwidths of FDMA channels are relatively narrow (30Khz
in AMPS-advanced mobile phone system) as each channel supports only one voice call per
carrier. Therefore, FDMA is usually implemented in narrowband systems. Since the channels
are allocated permanently to the users, fewer bits are needed for overhead purpose ( such as
synchronization or timing control) compared to TDMA. FDMA requires tight RF filtering to
minimize adjacent channel interference. After the assignment of a channel to a user, the base
station and the mobile user transmit simultaneously and continuously. When continuous trans-
mission is not required, bandwidth is wasted since it is not being utilized for a portion of the
time. In wireless communications, FDMA achieves simultaneous transmission and reception
by using frequency division duplexing (FDD). FDD provides two distinct bands of frequencies
for every user. The forward band provides traffic from the base station to the mobile, and the re-
verse band provides traffic from the mobile to the base station. In order for both the transmitter

and the receiver to operate at the same time.
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2.2.2.2 Time Division Multiplex Access

Time division multiplex access (TDMA) (Figure 2.4(a)) [40], [48] systems divide the band-
width into time slots, and in each slot only one user is allowed to either transmit or receive.
Each user is authorized to use a cyclically repeating time slot, so a channel may be thought
of as a specific time slot that reoccurs every frame. TDMA systems use noncontinuous trans-
mission, as users do not use the allocated bandwidth all the time. Global systems for mobile
communications (GSM) [40] uses the TDMA technique. TDMA has the advantage that it is
possible to allocate different numbers of time slots per frame to different users. As a result,
bandwidth can be supplied on demand to different users by concatenating or assigning time
slots based on priority. On the other hand, high synchronization overhead is required in TDMA
systems because of burst transmissions. TDMA transmissions are slotted, and this requires the
receivers to be synchronized for each data burst, because users share the bandwidth in the fre-
quency domain. TDMA is almost always used alongside FDMA and FDD; the combination is
referred to as FDMA/TDMA/FDD. This is the case in both GSM and IS-136 for example [40].
The exceptions to this rule includle WCDMA-TDD which combines FDMA/CDMA/TDMA
and TDD (time division duplexing) instead. TDD uses time to provide both forward link for

transmission and reverse link for reception.

2.2,2.3 Code Division Multiplex Access

In CDMA (code division multiplex access) [40], [48], all the users occupy the same bandwidth,
but they are all assigned separate codes, which differentiates them from each other as shown
in Figure 2.4(b). In CDMA systems, the narrowband message signal is multiplied by a very
large bandwidth signal called the spreading signal and this technique is called spread spectrum
technique. In direct sequence spread spectrum (DS-SS), which is the most commonly used for
CDMA, the spreading signal is multiplied by a pseudo random noise code (PRN code), which
has noise-like properties. Each user has his own pseudorandom codeword which is ideally or-
thogonal to all the codewords of the other users. For detection of the information, the receiver
needs to know the codeword used by the transmitter. For security reasons, each user operates
independently with no knowledge of the other users (unlike TDMA, where time synchroniza-
tion between the users is needed). Self-jamming is problem for CDMA. Self-jamming occurs
when the the spreading codes used for different users are not exactly orthogonal. As a result,

there is a significant contribution from other users to the receiver decision statistic in the de-
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spreading of a particular PRN code. Another important issue in CDMA is the near-far problem.
The near-far problem occurs at the receiver when an undesired user has a high detected power
compared to the power of the desired user. A technique for reducing the effects of the near-far
problem is the employment of power control in the CDMA system. This ensures that all the
signals within a cell arrive with the same power at the receiver. CDMA is depicted in Figure
2.4(b).

2.3 High Data Rate wireless networks (HDR)

In this section, we concentrate on the information-theoretic results that have led to recent devel-
opments in reliable high data rate (HDR) wireless networks. A good study on HDR (1xEV-DO
(1xEVolution-Data Only)) is given by [49]. Techniques such as multiple antennas and packet
scheduling have the potential to improve the performance of this system. In this section we
concentrate on multiple arrays and in the next section we study packet scheduling.

One of the most significant recent development the last few years is the emergence of space
time multiplexing techniques (multiple antennas), and some interesting information-theoretic
results for multiple antennas are presented in this section. Another recent focus of interest is
on the capacity of multiuser wireless networks. We also present some recent results on this
topic. The capacity of fading channels was first studied in the 1960s ([50], Sec. 8.6]). At
the same time, the foundations of network information theory were being laid out by charac-
terizing the information-theoretic capacity of channels with many users ([51], Chapter 14j).
Based on the fact that the wireless channel is an inherently shared medium, these results are
of major concern in wireless systems domain. Although most of the problems in network in-
formation theory remain open, the multiple-access channel [51] is thoroughly analyzed. The
multiple-access channel is of key interest because characterizes the communication from many
terminals to a single terminal or base station.

The importance of diversity to communication in the presence of fading was recognized quite
early [52]. Frequency, time, and space (multiple antennas) were identified as different means
of providing independent realizations of the fading channel. We organize this survey of recent
developments in spatial diversity as follows. In Section 2.3.1 we give a general description of a
multiple-input multiple-output (MIMO) wireless system. Next, in Section 2.3.2 we review re-
sults in single-user multiple-antenna communication for fading wireless channels. The unique

problems associated with multiple-user channels are treated in Section 2.3.3 where the concept
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of multiuser diversity is introduced.

2.3.1 Multiple-Input Multiple-Output (MIMO) system

In this section the necessary prerequisites for the following chapters of this thesis are pre-
sented. The general configuration for a communication link employing multiple transmitting

and receiving antennas is depicted in Figure 2.5.

Transmitters Receivers
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Figure 2.5: MIMO wireless transmission system

The basic idea in MIMO transmission is that each user data stream is demultiplexed into Np
sub- streams and each stream is then encoded and modulated to produce the signals to be trans-
mitted over the wireless channel. A compressed digital source in the form of a binary data
stream is fed to a simplified transmitting block encompassing the functions of error control
coding and mapping to complex modulation symbols (quaternary phase-shift keying (QPSK),
M-QAM, etc.). The latter produces several separate symbol streams. Each is then mapped onto
one of the multiple transmit antennas. The mapping may include linear spatial weighting of the
antenna elements or linear anfenna space time precoding. After upward frequency conversion,
filtering and amplification, the signals are launched into the wireless channel. At the receiver,
the signals are captured by possibly multiple antennas and demodulation and demapping oper-
ations are performed to recover the message. The level of intelligence and complexity used in

selecting the coding and antenna mapping algorithms can vary a great deal depending on the
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application. This determines the class and performance of the multi-antenna solution that is
implemented [27]. .
Simple linear antenna array combining can offer a more reliable communications link in the
presence of adverse propagation conditions such as multipath fading and interference [16] [27].
In the presence of random fading caused by multipath propagation, the probability of losing
the signal vanishes exponentially with the number of decorrelated antenna elements being used
[53]. This key concept is that of spatial diversity. The diversity order is defined by the number
of decorrelated spatial branches available at the transmitter or receiver [53]. When combined
together, antenna arrays are shown to improve the coverage range versus quality trade-off of-
fered to the wireless user [54].

As mobile stations (MS) are gradually evolving to become sophisticated wireless Internet ac-
cess devices rather than just pocket telephones, the stringent size and complexity constraints
are becoming somewhat more relaxed. This makes multiple antenna elements transceivers a
possibility at both sides of the link, even though pushing much of the processing and cost to
the network’s side (i.e., BTS (base transceiver station)) still makes engineering sense. Clearly,
in a MIMO link, the benefits of conventional antenna arrays (smart antennas) are retained since
the optimizaﬁon of the multi-antenna signals is carried out in a larger space, thus providing
additional degrees of freedom [27]. In particular, MIMO systems can provide a joint transmit-
receive diversity gain, as well as an array gain upon coherent combining of the antenna elements
(assuming prior channel estimation) [16].

In fact, the advantages of MIMO are far more fundamental. The underlying mathematical na-
ture of MIMO, where data is transmitted over a matrix rather than a vector channel, creates new
and enormous opportunities beyond just the added diversity or array gain benefits. This was
shown in [17], where the author demonstrates how one may under certain conditions transmit
min(Nr, Ng) independent data streams simultaneously over the eigenmodes of a matrix chan-
nel created by transmit and receive antennas. Information theory can be used to .demonstrate
these gains rigorously (see Section 2.3.2). However, intuition is perhaps best given by a sim-
ple example of such a transmission algorithm over MIMO ofiten referred to in the literature as
VBLAST [55], [56], more generically called here spatial multiplexing. The VBLAST method
is described extensively in the next chapter. The key aspects of VBLAST spatial processing
of a received vector signal in detection of any substream are [17]: 1) interference nulling: in-
terference from yet to be detected substreams is projected out, and 2) interference canceling:

interference from already detected substreams is subtracted out. At the receiver, the received
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signals are separated and estimated. This occurs in the same way as three unknowns are re-
solved from a linear system of three equations. The separation is possible only if the equations
are independent which can be interpreted by each antenna seeing a sufficiently different chan-
nel in which case the bit streams can be detected and merged together to yield the original high
rate signal [53]. ‘

An analogy can be made with code-division multiple-access (CDMA) transmission in which
multiple users sharing the same time/frequency channel are mixed upon transmission and re-
covered through their unique codes. The advantage of MIMO is that the unique signatures
of input streams (users) are provided by nature in a close-to-orthogonal manner (depending
however on the fading correlation) without frequency spreading, hence at no cost of spectrum
efficiency. Unlike CDMA where user’s signatures are quasi-orthogonal by design, the separa-
bility of the MIMO channel relies on the presence of rich multipath which is needed to make
the channel spatially selective. Therefore, MIMO can be said to effectively exploit multipath
[27].

In general [27], one will define the rank of the MIMO channel as the number of independent
equations offered by the above mentioned linear system. It is also equal to the algebraic rank
of the Ng x Np channel matrix. Clearly, the rank is always both less than the number of
transmit antennas and less than the number of receive antennas. In turn, following the linear al-
gebra analogy, one expects that the number of independent signals that one may safely transmit

through the MIMO system is at most equal to the rank [53].

2.3.2 Information-Theoretic Results for Multiple-Antenna Channels

The concept of channel capacity was introduced by Shannon in 1948 [57], where he showed that
even in noisy channels, one can transmit information at positive rates with the error probability
going to zero asymptotically in the coding block size. Perhaps the most famous illustration of
this idea was the formula derived in [57] for the capacity C of the additive white Gaussian noise

(with variance Njp) channel with an input power constraint P, namely

P
C= llog2(1 + =) (bits/channel use) (2.1)
2 Np

For scalar flat-fading channels, and a coherent receiver (where the receiver uses perfect channel

state information), the capacity was shown to be [58]
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C= %]E[logz(l + VZI\:OR)] (bits/channel use) 2.2
where the expectation is taken over the fading channel h and the channel is assumed to be
stationary and ergodic. This is called the ergodic channel capacity [S9]. This is the rate at which
information can be transmitted if there is no feedback of the channel state from the receiver to
the transmitter. If there is feedback available about the channel state, one can do slightly better
through optimiziﬁg the allocation of transmitted power by waterfilling over the fading channel
states [42]. The problem of studying the capacity of channels with causal transmitter side
" information was introduced by Shannon in [60], where a coding theorem for this problem was
proved. When the transmitter has non-causal side-information the capacity was characterized
by [61]. The understanding of achievable performance over scalar fading channels is covered in
[62]. Also note that when we are dealing with complex channels (as is usual in communication
with in-phase and quadrature-phase transmissions), the factor of 1/2 in the equations above
disappears [63]. From this point on, we assume complex channels are used.

In the presence of spatial diversity, the results above can be easily modified. The simplest case
is when we have receive diversity (SIMO - single input multiple output system), i.e., when
Nz = 1 (transmitter antennas), for a given Np (receiver antennas) and flat-fading channels.

Here it is [27] that the capacity is given by

. P Nr
C= 1°g2(1 + N > Ihilz)) (2.3)
=1

where h; is the channel gain for receive antenna . The crucial feature of equation (2.3) is that
increasing the value of Vg only yields in a logarithmic increase in average capacity. A similar

expression when Ng = 1 (MISO - multiple input single output system) can be derived [27]:

1 P&
C=logy(1+ 7 hﬂ) 24

where normalization by N ensures a fixed total transmitter power. Again, note that capacity
has a logarithmic relationship with N, similarly to SIMO case. Recent results in [17], [64],
[28], [65] suggest significant advantages in using both transmitter and receiver spatial diver-

sities i.e. Np, Ng > 1. In [28] the capacity of multiple-antenna fading channels was first
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established. In the flat-fading channel, the input vector a is independent of the fading process
(as the transmitter does not have channel state information - CSI) and the Gaussian vector chan-
nel is memoryless. We also assume that the elements of H are i.i.d. Gaussian elements. In that

case the ergodic (mean) capacity of the fading channel is [28]

_ P H
C= ]E[log(lI + NTN()HH |)} (2.5)

where (.)H means transpose-conjugate and H is the Ng x Np channel matrix. Note that
the above result are based on Nt equal power (EP) uncorrelated sources. Foschini [17] and
Telatar [28] both demonstrated that the capacity in equation (2.5) grows linearly with m =
min(Np, Ng) rather than logarithmically (as in equations (2.3) and (2.4)). This result can be
understood as follows [27]: the determinant operator yields a product of min(N g, Nr) nonzero
eigenvalues of its (channel-dependent) matrix argument, each eigenvalue characterizing the
SNR over a so-called channel eigenmode. For example, in Figure 2.6 the channel matrix H
may offer K parallel subchannels with different main gains, with K < min(Nr, Ng) {25]. The
kth eigenvalue can be interpreted as the power gain of the kth subchannel [25]. An eigenmode
corresponds to the transmission using a pair of right and left singular vectors of the channel ma-
trix as transmit antenna and receive antenna weights, respectively. Thanks to the properties of
the log function, the overall capacity is the sum of capacities of each of these modes, hence the
effect of capacity multiplication. Note that the linear growth predicted by the theory coincides
with the intuitive results presented in the previous section. Clearly, this growth is dependent on

properties of the eigenvalues .

With the capacity defined by equation (2.5) as a random variable, the issue arises as to how best
to characterize it. Two simple summaries are commonly used: the mean (or ergodic) capacity
[28], [66], [67] and capacity outage [16], [68], [69]. A full description of the capacity would
require the probability density function or equivalent. Some results are available in [70] but
they are limited.

Some caution is necessary in interpreting the above equations. Capacity, as discussed here
and in most MIMO work [16], [28], is based on a quasi-static analysis where the channel varies
randomly from burst to burst. Within a burst the channel is assumed fixed and it is also assumed
that sufficient bits are transmitted for the standard infinite time horizon of information theory to

be meaningful. A second note is that in this section we have concentrated on single user MIMO

18



System model - Related Work

Transmitter Receiver

XMY

h IN,

=

hN,N,
R

Figure 2.6: MIMO channel communication links

systems but many results also apply to multiuser systems with receive diversity (as we will see
in the next sections). Finally, the linear capacity growth is only valid under certain channel
conditions [27]. It was originally derived for the independent and identically distributed (i.i.d.)
flat Rayleigh fading channel and does not hold true for all cases. For example, if large numbers
of antennas are packed into small volumes, then the gains in may become highly correlated and
the linear relationship will no longer hold due to the effects of antenna correlation [71], [72].

More generally, the effect of the channel model is critical.

2.3.3 Multi-User Channels

In wireless communications systems, it is often desirable to allow the users to send simulta-
neous information to the base station while receiving information from the base station. The
inherent sharing nature of the wireless medium makes it possible. The study of multiuser com-
munication techniques will be the object of this section. The general communication network
consists of nodes trying to communicate with each other. In this study, we assume a specific net-
work topology, the hierarchical communication topology [73] [42]. According to this topology
one of the nodes obtains a special status as a base station or access point. The other nodes can

only communicate to the base station. This type of topology is common in current commercial
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cellular wireless systems [73]. In the hierarchical topology, we distinguish between two types
of problems: the first is the uplink channel where the nodes communicate to the access point
(many-to-one communication or the multiple-access channel [51]) and the second is the down-
link channel where the access point communicates to the nodes (one-to-many communication
or the broadcast channel [51]). Given that there are multiple users, multiuser communication
problems investigate the data rate region [42] that can be simultaneously achieved by the users.
The characterization of this rate region is central to all network information theory problems.
The rate region of the multiple-access fading channel is quite well understood both in the scalar
case as well as the case with multiple antennas at the transmitter [62]. However, the rate region
of the fading broadcast (downlink) channel is less well understood. For the single-antenna case,
the rate region has been characterized in [74]. For the multiple-antenna broadcast channel, the
rate region has not been completely characterized. Some recent progress in terms of character-
izing the sum capacity of this channel has been made [75], [76], [77]. In this work we study the
downlink channel throughput.

The coexistence of multiple users in a wireless channel gives rise to another form of diversity,
known as multiuser diversity [78] [79]. The basic concept of diversity is: transmit the signal
via several independent diversity branches to get independent signal replicas. Traditional forms
of diversity include time, frequency and antennas. Multiuser diversity arises from independent
fading channels across different users [79]. Multiuser diversity in a channel can be better un-
derstood when we look at the independent links from different users as pipes for information
transfer [79]. The concept of multiuser diversity can be exploited by using packet scheduling
techniques in a fading multiple-access channel [79]. The rate region for the uplink channel for
a single cell was characterized in [80] where it was shown that in order to maximize the total
information capacity, it is optimal to transmit only to the user with the best channel. For the
scalar channel, the channel gain determines the best channel. The result in [80] when translated
to rapidly fading channels results in a form of time-division multiple access (TDMA), where
the users are not preassigned time slots, but are scheduled according to their respective channel
conditions. If the users channels, are varying independently, then this strategy is a form of
multiuser diversity where the diversity is viewed across users [42]. Here the multiuser diversity
(which arises through independent channel realizations across users) can be hamessed using
an appropriate scheduling strategy. A similar result also holds for the scalar fading broadcast
channel [74), (37]. This idea is used in the downlink scheduling algorithm used in HDR [81]

(high data rate 1XEV-DO system), while ensuring fairess among users. Note that this requires
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feedback from the users to the base station about the channel conditions. The feedback could be

just the received SNR. The discussion about scheduling will be continued in the next section.

2.4 Packet Scheduling Principles and Strategies

In wireline networks, scheduling policies play an important role in improving the system per-
formance in terms of parameters such as throughput, delay, delay-jitter, faimess, and loss
rate. Scheduling disciplines and associated performance problems have been widely studied
in packet-switching networks [82], [83]. For a good survey of such algorithms, see [84]. How-
ever, scheduling schemes from the wireline domain do not transfer to wireless systems due
to the unique characteristics of the wireless channels. Some of these characteristics are: (1)
the wireless channels between the base station and the mobile users vary with time, and (2)
the performance of the network depends on the channel and the signal processing techniques.
Even if the resource is divided equally between different users, the network performance (e.g.,
throughput) could still be different from user to user due to channel attenuation.

As we have already discussed, radio propagation is generally characterized by three indepen-
dent phenomena: path loss, log-normal shadowing and multipath-fading. Any of these phenom-
ena vary with the movement of the mobile stations over time. On the other hand the interference
that a user receives from other transmissions in the network is time-varying as well. The back-
ground noise also varies with the time constantly. The most common measures of the channel
conditions include: SINR (signal to interference plus noise ratio), BER (bit error rate) and FER
(frame error rate). Because the wireless channel is time-varying, users experience time-varying
service quality (QoS). The voice users, who experience better channel conditions, could enjoy
a better voice quality (higher achievable throughput). On the other hand in packet data service,
better wireless channels (or higher SINR) could mean higher data rates available to the simul-
taneous users. In [36] it is demonstrated that when higher data throughput is allocated to the
users with better links the cellular spectral efficiency (in terms of b/s/Hz) can be significantly

increased, although that happens at the expense of fairess among the active users [85].

Two fundamental goals of the packet scheduling are to maximize the network throughput while
satisfying the QoS of the users providing fairness among users and satisfactory data rates. For
the purpose of increasing the cell throughput, the scheduling scheme tries to exploit the the
instantaneous channel variations by tracking the channel fluctuations and temporarily raising

the priority of the users that experience the “best” channel conditions [86]. The wireless chan-
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nel conditions between the users and the base station tend to vary asynchronously (the users
move randomly and the same can happen to the scatterers around them). This phenomenon
combined with the time-shared nature of the downlink channel gives rise to a form of diversity,
called multiuser or selection diversity, which can offer significant benefits for the spectral effi-
ciency [87] [88]. Apart from enhancing the system throughput (spectral efficiency) the packet
scheduler has to meet the QoS requirements imposed by the users. Hence, the effect of packet
scheduliﬁg in the QoS will be taken into consideration in the performance evaluation in this
work.

Several researchers have presented their work on the performance analysis of scheduling schemes
that favor only the users with "best” channel conditions can lead to the starvation of the least
favorable users (users with "bad” channels). There are several publications in the open litera-
ture that analyze the performance of packet scheduling algorithms that exploit the time-varying
channel fluctuations in time shared mediums. Reference [89] presents the proportional fair (PF)
algorithm, which provides a throughput leveling and an attractive trade-off between system
throughput and faimess in a time-shared channel for delay tolerant data traffic. In [36], Jalali
presents a performance evaluation of the proportional fair scheduler. Chapter S will thoroughly
cover this scheduling scheme. In [85] [90], a performance comparison of several scheduling
algorithms is presented. The results show a tendency of the schemes that achieve the highest
the highest cell throughput to display the largest variations in throughput per user. More ana-
lytically, there are trade-offs among the throughput, delay, and fairness of an scheduling algo-
rithm. Generally, those schemes that display the highest average sector throughputs also show
the highest average delays per user, and the largest variations in the amount of resources allo-
cated to each user. Schemes that display lower throughputs also provide lower average delays
per user, and a fairer distribution of resources. In [91], six distinct prototype packet schedulers,
including the proportional schedulers, have been considered and the inherent tradeoff among
cell capacity and user faimess has been illustrated. In {92], an “opportunistic” transmission
scheduling policy that exploits time-varying channel conditions and maximizes the system per-
formance stochastically under a certain resource allocation constraint is presented. A method
for providing QoS services over a shared high speed wireless data channel is presented in [93].
This approach is meant to enforce QoS constraints while still allowing for user diversity gains.
In the present work and in the next chapters we intend to analyze the performance of a vari-
ety of scheduling algorithms with different degrees of faimess among users, some that exploit

multiuser diversity and others that do not exploit multiuser diversity. As we mention above, the
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operation target of the scheduling algorithm is to balance the conflicting goals of maximizing
throughput, while at the same time ensuring some degree of faimess of service to all users re-
questing it. The scheduling scheme determines the assignment of the radio resources among the
simultaneous users. In [85] [90], the authors demonstrate that the scheduling algorithms that
provide the highest cell throughput are proven to increase the unfaimess between the favorable
and the least favorable users. This phenomenon has an negative impact on the the degree of
satisfaction among the users in the system. Motivated by this, in the next section we focus on
the descriptioh of the most popular scheduling strategies of channel capacity allocation from

the faimess point of view.

2.4.1 Packet Scheduling Policies

The purpose of the packet scheduler is to select the users to be served by the base station in the
cell. The scheduler rules the allocation of the available resources to the active users of the cell.
This resource allocation process depends on the scheduling strategy that has been assumed. In

this work, the scheduling policies-strategies are divided into three basic categories:

1.C/T based: Scheduling policies based on a C/I (carrier-to-interference) strategy [94] favor
users that experience the best instantaneous or average wireless channel conditions. This type
of scheduler tends to maximize the system capacity at expenses of fairness among the simulta-
neous users. In practice, users with poor radio channel quality will be served when users with
better radio propagation conditions do not have any more data to send. As a result, users with
very bad channel conditions (at the edge of the cell) suffer a considerably poorer QoS than the
remaining of the users in the cell, which in the case of a heavy loaded cell can cause these users
to receive no data at all.

2.fair resources: This scheduling strategy [39] provides equal channel ‘access chance to all
users, which means that the radio resources (powér, codes and allocation time) are equally dis-
tributed among the users in the cell. However, this results to lower throughput for the users at
the edge of the cell compared to those close to the base station because the users with bad chan-
nels achieve lower data rates than the users with good channels. Also the the system throughput
of this scheme is lower than the one achieved by C/I based scheduling, since users with a low
throughput get the same amount of resources as users with a high throughput [95].

3.fair throughput: This method [96] [97] aims at providing a fair throughput distribution among

the users in the cell (regardless of their radio channel quality), while taking advantage of the
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short term fading variations of the radio channel. This resource allocation process is based on
the max-min fairess. Analytically, a set of user throughputs {i} is said to be max-min fair
if it is feasible and the throughput of each user A; can not be increased without maintaining
feasibility and decreasing A; for some other user j for which A; < A; [98]. Note, that a set
of throughputs is feasible if the sum of all the users throughputs is lower or equal to the link
capacity. The max-min faimess principle allows no increase in any \;, regardless of how large
the increase is, if it is at the expense of the throughput decrease of any other user j such that
Aj < Ai, no matter how small decrease is. This means that all the users in the cell get the same
amount of throughput no matter if they are close (good channel) or away (bad channels) from
the base station. Another way to understand this strategy is to see it as an inverse form of C/I
scheduling, since users with low throughput are allocated larger amount of radio resources to
achieve the sarrie throughput. This policy tends to offer fair user throughput at the expense of

lower system capacity.

Before moving to the next section, where we present the existing scheduling algorithms that
realize the faimess strategies described here, we discuss some points conceming the relation-
ship between the fairness, the QoS and the spectral efficiency. First, we have discussed above
the tradeoff between the faimess among the users and the system capacity (spectral efficiency).
Higher fairness means that the users with less good wireless channels tend to be allocated more
time slots. As a result, a more fair user throughput distribution will lead to a lower system
throughput [91]. Another interesting point is that the concept of faimess, although is a good
indication for the QoS, does not represent an absolute criterion for the system’s QoS. In par-
ticular, the faimess among the user does not refer to the absolute amount of throughput a user
can receive, but to the relative distribution of the throughput or time among the users. Namely,
even when the degree of fairness among the users is high (forced by the scheduling algorithm),
the amount of radio resources the users may receive varies with the averégc or the temporal
load. In practice, a heavy loaded cell will never keep its users satisfied no matter the degree of
faimess among the users, because the end user is only interested in his absolute data rates, and

not about his relative performance compared to the other users.

2.4.2 Packet Scheduling Algorithms

The present section introduces the existing algorithms that realize the faimess strategies de-

scribed in section 2.4.1. The scheduling algorithms are classified in two main groups [97]: (I)
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“fast” packet scheduling methods that allocate the cell resources using recent channel quality
measurements (i.e. executed on a TTI- Transmission Time Interval basis), thus allowing to
track instantaneous variations of the user’s supportable data rate. These methods can exploit
the multiuser selection diversity, which can provide a significant capacity gain when the num-
ber of time multiplexed users is sufficient {99]. (II) "slow” scheduling methods that allocate the
cell resources using average user’s signal quality measurements (or that do not use any user’s

performance metric at all).

2.4.2.1 Fast Scheduling Algorithms

1. Maximum C/I (Max. CI): This scheduling algorithm [96] [100] always selects the users with
the highest instantaneous carrier-to-interference (C/T) ratio. At the beginning of each TTI, the
scheduler compares the C/I levels of all active users and assigns the channel to the user with

the highest C/I value. Specifically:

k(t) = argmax 7(t) (2.6)

i€{1,2,-,K}
where k(t) denotes the user index to be served at the ¢th time slot (TTI), -y;(t) is the instan-
taneous SIR (signal-to-interference ratio) at the time slot ¢ detected by user . The maximum
C/1 scheme represents the upper limit in terms of cell throughput because it can achieve the
maximum multiuser diversity [100]. However, this is at the cost of lacking throughput fair-
ness because users located far from the base station (poor channel conditions) are ultimately

assigned less radio resources than the rest users.

2.proportional fair (PF): This algorithm was firstly described in [89] and further analyzed in
[85], [96], [99], [101]. According to [36], the proportional fair scheduler serves the user with

largest relative channel quality:

D .
k(t) = arg max DRCi(t) .7

ie{12, .k} Ri(t)
where k(t) denotes the user index to be served at the tth time slot, DRC;(t) is the instantaneous
data rate experienced by user 1 if it is served by the packet scheduler, and R;(t) is the average

data rate (or average throughput) received by the mobile over a window of appropriate size.

The detailed procedure for the computation of the user data rate R;(t) for the proportional fair
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algorithm is shown in Chapter 5. The proportional fair scheme selects a scheduled user based
on the ratio of the instantaneous wireless channel conditions over the average channel condition
with respect to each user. Namely, this scheme attempts to exploit the temporal fluctuations of
the fast fading channel to increase the system throughput, while maintaining a certain level of
fairness among all users. In [89], Holtzman demonstrated that the proportional fair algorithm
asymptotically allocates the same amount of power and time resources to all users if their fast
fading is iid (identically and independently distributed) and the rate DRC'(t) is linear with the
instantaneous power. Note that this very last assumption does not hold in HSDPA (high-speed
downlink packet access) due to the limitations of the AMC (adaptive modulation and coding)
functionality [97]. The proportional fair scheme has the following interesting interesting prop-
erty [97]. According to [36], the proportional fair policy provides the so-called proportional
fairness solution. This fairness has been defined in [102]: a set of user data rates {\;} is pro-
portionally fair if it is feasible (A; > 0 and Y\, Ai < C, where C system capacity) and if for
any other feasible vector of data rates {\}} the aggregate of proportional changes is zero or

negative:

Z’\“"\"go i=1,--- K (2.8)

Proportional fairness is a more relaxed alternative of the min-max fairness (see Section 2.4.1),
since it favours the poor channel quality users less emphatically. Note that min-max fairness
gives an absolute priority to the smaller flow, in the sense that if A; < A; then no increase in A;,

no matter how large, can compensate for any decrease in A;, no matter how small.

2.4.2.2 Slow Scheduling Algorithms

1. Average C/I (Avg. CI): This scheduling scheme [96] in every TTI selects the user with largest
average C/I.

2. Round robin scheme (RRS): RRS packet scheduler [39], selects the users in a pre-selected
order (randomly created) regardless of the user channel quality conditions. An implementation
of RRS scheme is to index the active users and then serve them in turns, from the lowest indexed
user to the highest. RRS clearly belongs to the fair resources strategy described in the previous

section. This scheme is very popular due to its simplicity and the fact that guarantees fair
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distribution of the radio resources among the users in the cell. The RRS scheme is described

analytically in section 4.3.1.

The slow scheduling methods have a lower degree of complexity than fast scheduling ones.
In particular, the fast scheduling schemes, in order to make the scheduling decisions, require

information of channel condition measurements for all the users in the cell.

2.5 Conclusions

In this chapter we presented the literature background for the key components of a wireless
communication system. We focused our study on multiple antennas (MIMO) and packet
scheduling technologies. The key conclusions, that will be in the center of interest in the next

chapters are summarized in the following points:

e the system capacity of a SIMO (receive diversity) and a MISO (transmit diversity) system
increases logarithmically with the number of receive or transmit antennas respectively

(see equations (2.3) and (2.4)).

e the system capacity of a MIMO system grows linearly with m = min(Nr, Ng) rather
than logarithmically (as in case of SIMO or MISO arrays).

e literature results on packet scheduling indicate a tendency of scheduling schemes to show
trade-offs among the throughput, delay, and faimess. Generally, those schemes that dis-
play the highest average cell throughputs also show the highest average delays per user,
and the largest variations in the amount of resources allocated to each user. Schemes
that display lower throughputs also provide lower average delays per user, and a fairer

distribution of resources.

e we have considered three packet scheduling policies: (I) C/I based, where the scheduler
tends to maximizes the cell throughput at expenses of faimess among the simultane-
ous users by selecting the users with the best channel quality, (II) fair résources, where
the scheduler provides equal channel access chance to all users, by distributing equal
amounts of radio resources to all users in the cell, and (III) fair throughput, where the
scheduler provides a fair throughput distribution among the users in the cell (regardless
of their radio channel quality), while taking advantage of the temporal fading variations

of the radio channel.
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The above key points show the potential gain of using multiple antennas in the system through-
put and the role of packet scheduling in the trade-off between spectral efficiency and QoS in a
wireless communication system. The next chapter, will aim to exploit the benefits offered by

multiple antennas and packed scheduling to improve the system performance.

28



Chapter 3
Physical Channel Performance

3.1 Introduction

The last years, the employment of multiple antennas for wireless cellular networks has re-
.ceived much attention. Exploiting antenna arrays at both the transmitter and receiver allows
the Shannon capacity of wireless channels to be increased significantly [27]. Multiple-input
multiple-output (MIMO) systems offer large theoretical information capacities, realizing high
throughput performance, especially in dense multipath environments (such as indoor scenar-
ios). They can be a hopeful solution for high data rate broadband wireless local area net-
works (WLAN). However, the evolution of such systems, requires a precise characterization
and modeling of the underlying wireless channel. In literature we can find a variety of different
stochastic or geometrically-based stochastic MIMO models [26] [103] [104] [105]. Large data
capacities can be obtained via the potential decorrelation in the MIMO radio channel, which
can be exploited to create many parallel spatial subchannels. However the potential capacity
gain is highly dependent on the multipath richness in the radio channel and the antenna array
configurations. A fully correlated MIMO channel only offers one spatial channel, while a com-
pletely decorrelated channel offers multiple spatial channels [104]. Although in real wireless
scenarios we would expect a partially correlated channel, much of the recent research work
has focused upon either fully correlated or fully decorrelated wireless channels [26] [28]. The
motivation for this chapter is to investigate the performance of a simple MIMO radio channel
model, which can be used for link level simulations, -using some popular detection algorithms.
Some authors [106] have approached the problem from a geometrically-based perspective. A
mathematical framework for a simple stochastic wideband MIMO channel was presented in
[104]. In this chapter we use a simplified model first presented in [107]. One of the main
strengths of the MIMO stochastic model is that it relies on a small set of parameters to fully
characterize the communication scenario; the power gain of the MIMO channel matrix, two
correlation matrices describing the correlation properties at both ends of the transmission links,
and the associated Doppler spectrum of the channel paths [107]. The system model assumes

N7 transmitting antennas and Ny receiving antennas Np < Ng. Simulations are carried out
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for two modulation schémes (BPSK and 16-QAM). Multistream detection is implemented at
the receiver. The minimum mean squared error detector (MMSE) [108] [109] is compared with
its V-BLAST (Vertical Bell Laboratories Layered Space-Time) [110] version. Comparisons are
made using bit error ratio (BER) versus signal-to-noise ratio (SNR) simulation. The effect of
error propagation in the BLAST scheme is also investigated.

This chapter is organized as follows. In Section 3.2, we give a general description of the
MIMO communication system. In Section 3.3, we discuss state of the art MIMO channel mod-
els, highlighting the common points and key differences between physical and non-physical
MIMO channel models. Finally, we chose the MIMO channel model that will be used through-
out this work. In Sections 3.4 and 3.5 we describe analytically our MIMO stochastic channel
model. Next, we take a look at the receiyer in Section 3.6, and three basic detection methods
are presented : ZF (zero-forcing equalizer), MMSE (minimum square error detector), VBLAST
(Vertical Bell LAbs Layered Space-Time Architecture). Bit error rate (BER) simulation results

are presented in Section 3.7. Finally, the conclusions are given in Section 3.8.

3.2 System description

Consider the MIMO setup pictured in Figure 3.1 with N antennas at the transmitter and Ng
antennas at the receiver. A single data stream is demultiplexed into N7 substreams, and each

substream is then encoded into symbols and fed to its respective transmitter.

Transmiticrs
bi . estimated
nary H .
daa _ | vector | i binary data
encoder | ¢ .
N+
transmitters

" Figure 3.1: High-level view of a MIMO wireless communication system.

Let T seconds be the symbol period. Transmitter antennas 1 to Nt operate on the same radio
frequency (RF) at a symbol rate 1/T symbols/sec, with synchronized symbol timing. The
collection of transmitters comprises, in effect, a vector-valued transmitter, where components
of each transmitted Nr-vector are symbols drawn from a BPSK or QAM constellation. We
also make the following assumptions: 1) narrowband operation, 2) all Nt constellation are the
same size, and 3) the transmitter does not know the channel realization, but the receiver leamns

it. In this chapter the same constellation is used for each substream, and transmissions are
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organized into a burst of J symbols. The power launched by each transmitter is proportional
to 1/Ny so that the total radiated power is constant and independent of N7. In V-BLAST, the
vector encoding process is simply a serial-to-parallel operation followed by independent bit-
to-symbol mapping of each substream. For the remainder of this thesis, we will assume for
simplicity that the substreams comprise uncoded, independent data symbols. Receivers 1 to
Ng, are, individually, conventional BPSK or QAM receivers. These receivers also operate on
the same radio frequency, each receiving the signals radiated from all N transmit antennas. In
this chapter each symbol to be transmitted is sent to exactly one transmitting antenna and the
receiver is symbol-synchronous. Letting a = (a1, a2,...,a NT)T denote the vector of transmit

symbols, then the corresponding received N g-vector is

r1=Ha+v 3.1

where v is a noise vector with components drawn from an i.i.d. (independent identically-
distributed random variables) wide-sense stationary zero mean process with variance No. H is
the N x N matrix channel transfer function, where h; is the (complex) transfer function from
transmitter j to receiver i, and Ny < Ng. To keep the channel model simple, it is assumed that
hy; is a zero-mean complex Gaussian distributed, i.e. |hij| is Rayleigh distributed. We take the
viewpoint that the channel time variation is quasi-stationary- and therefore negligible over the J
symbol periods comprising a burst, and that the channel is estimated accurately, e.g. by use of
a training sequence embedded in each burst. Thus, for brevity we will not make the distinction
between H and its estimate. Note, that equation (3.1) implies frequency flat fading channel.
In the following Section 3.2.1, a more detailed presentation of the MIMO Transmitter will be
given. Then, in Section 3.3, some recently published research on MIMO channel modeling is

reviewed.

3.2.1 Transmitter Structure

Consider the multiantenna transmitter diagram in Figure 3.2. A compressed digital source in
the form of binary data stream is fed to a demultiplexer block. ’fhe data stream is demulti-
plexed among the M transmitting antennas, each of which conveys a distinct substream. Each
substreamn undergoes error control coding. The resulting binary sequences are fed to a QAM

or BPSK modulator, which produces the symbols to be transmitted. Throughout this work the
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same constellation is used for each substream, and transmissions are organized into a burst of

J symbols.

Serial

binary data

——{ Encodes l—'l Modulator
— Parallel
Convener

Encoder Modulator

Figure 3.2: Diagram of MIMO wireless transmitter. The transmitter is equipped with M antenna ele-
ments. Coding, modulation, and mapping of the signals onto the the antennas is realized
separately.

H//
S

3.3 MIMO Channel Models

Precise modeling of the MIMO channel impulse response matrix H(7) (for wideband systems)
or MIMO channel matrix H (for narrowband systems) is essential for theoretical analysis,
design and simulation of MIMO systems, therefore plenty of research work in modeling of
MIMO channel has been conducted in the last few years. Different statistical and deterministic
MIMO channel models have been presented. In [19] a deterministic MIMO channel model
has been developed, where a wireless system engineering (WiSE) ray-tracing simulator has
been employed to construct random instances of the MIMO channel matrix for indoor wireless
environment. Concemning the domain of statistical MIMO channel modeling, many models

have been developed, and these models can be categorized in different ways.

1. Non-physical models vs. physical models: the non-physical models [111] [112] are con-
structed using the first and second order moments of MIMO radio channels. These mod-
els are referring to scenarios with Rayleigh fading, since a zero-mean complex Gaussian
process (channel) is completely specified by its first and second order moments [113].
On the other side, the physical models [114] [23] create a realistic geometric multipath
propagation model from which the spatial correlation coefficients are derived as a sum of
the contributions from different rays. The distribution of the scatterers is determined by
some important physical parameters, such as AOA (angle of arrival), AOD (angle of de-
parture) and TOA (time of arrival). The statistical data of these parameters can either be
received from measurements [20] [115] or from some popular distributions with a simple

geometrical scenario [114] [21] [116].
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2. Wideband models vs. narrowband models: the radio channels can be split into wideband
and narrowband models by taking into account the coherence bandwidth of the channel.
If the channel coherence bandwidth is small in comparison to the bandwidth of the sys-
tem, the channel is said to be frequency selective. If the channel coherence bandwidth is
large in comparison to the bandwidth of the system, the channel is said to be frequency-
nonselective [41]. The wideband channel models [104] [111] [115] [117] consider the
wireless channel as frequency selective, which means that the system’s spectral compo-
nents are affected differently (independently) over the system’s frequency domain. On
the contrary, the narrowband channel models [114] [116] {118] {24] [23] assume that the
channel has frequency flat fading (frequency-nonselective) and therefore the channel has

the same channel response over the system bandwidth.

3. Measurements vs. scatterer models: there are two ways to extract the basic characteristics
of the MIMO radio. Either using field measurements results and the channel is modeled
to have similar propagation characteristics, or by constructing a realistic propagation
(scatterer) model that aims to emulate the channel characteristics. Models using the first
approach (measurements) are presented in [111] [20] [117] [118]. Examples based on
the propagation models are developed in [114] [23].

In this work, we divide the MIMO channel models using the first categorization approach.
In particular we separate the models in two categories the physical and non-physical MIMO
channel models. A detailed description of the model we have adopted will be given in Section
3.4. In the following sections, some basic statistical MIMO channel models are reviewed.
Section 3.3.1, presents some non-physical MIMO channel models and Section 3.3.2, presents

some physical MIMO channel models.

3.3.1 Non-physical MIMO Channel Models
3.3.1.1 IST METRA Project

METRA [119] (multi element transmit receive antennas) project is a research project partially
sponsored by the European commission under the information society technologies programme
(IST). The METRA project performed multiple-input and multiple-output (MIMO) matrix ra-
dio channel measurement to clarify the characteristics of the MIMO channel matrix in various

mobile communication scenarios. Specifically, channel data were collected in two types of
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environments: picocell and microcell. Here the term picocell and microcell refer to indoor-to-
indoor and indoor-to-outdoor environment, respectively. For each environment several mobile
station locations are selected to provide a set of measurements where both LOS (line-of-sight)
and NLOS (non line-of-sight) scenarios are present. A stochastic MIMO channel model was
introduced based on the power correlation matrix of the MIMO radio channel [104] (111} [107].
It was claimed in [104] that it can be shown theoretically that the spatial cross correlation coef-

ficient can be expressed as the product of the spatial correlation at the transmitter and receiver:

n1,Mm1

2 2 T Rz
Pnyms =< |hnymil", |Pngmal® >= Py maPhing G.2)

where h; ; is the complex channel coefficient between the transmit antenna j and the receive
antenna ¢, and p',r,fl Mg p,’ff,nz denote the power correlation coefficients at the transmitter and

receiver respectively. In matrix form, equation (3.2) can be written as

Py = PP o P¥ (3.3)

where P g is the power correlation matrix of the MIMO channel, PE"‘ and P%’” are the power
correlation matrices seen from the transmitter and the receiver respectively.

Notice that the proposed model only reproduces the correlation metrics and fast fading charac-
teristics of the radio channel, while the phase derivative across the antenna arrays is not neces-
sarily reflected correctly in the model (as long as the power correlation coefficients do not carry
phase information). In [104], it was proposed to multiply a steering diagonal matrix W (¢ z,)
after the convolution between the MIMO channel impulse response and the transmitted signal,

therefore the received signal can be expressed as

ry=W(¢p)Ha+v (3.4)
where the diagonal elements of the diagonal matrix W (¢ g,) describe the average phase shift

information relative to the first receive antenna element and ¢ g, is the average direction of

arrival (DoA) at the receiver.
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3.3.1.2 IST SATURN Project

An initial analysis of MIMO channel measurements taken in indoor environments at 5.2GHz
is presented in [120]. The MIMO measurements were contributed by the EU IST SATURN
(Smart Antenna Technology in Universal bRoadband wireless Networks) project. In [118],
the above measurement results have been used to study the channel characteristics of MIMO
indoor systems at 5.2 GHz and a statistical narrowband model for the NLOS indoor MIMO
channel based on the first and second order moments has been presented. A similar model has
been developed in [107]. In [118], after analyzing the measurement results, it was concluded
that the channel coefficients for these measured NLOS indoor MIMO scenarios appear to be
zero-mean complex Gaussian. Moreover, it was shown the channel covariance matrix can be
well approximated by the Kronecker product of the covariance matrices at the transmitter and

receiver side respectively. This can be expressed as:

Ry = RIF® R¥ (3.5)

where Ry is the channel covariance matrix, RE and RE® are the covariance matrices at
the transmitter and the receiver respectively. The transmitter, receiver and channel covariance

matrices are defined as:

RYF = E[(hfh)T), fori=1,---,Ng 3.6)
RE= = E[(hWn")), forj=1,--- ,Nr . G.7)
Ry = E[vec(H)vec” (H)] 3.8)

where h; is the ith row of the complex channel matrix H and h? is the jth column of H.
Where, (.)T denotes transpose, (.)¥ Hermitian (or conjugate) transpose, vec(.) is the vec-
operator (vectorizes a matrix by stacking its columns) and E(.) denotes the expected value,
which averages over all measured MMO channel realizations for a specific transmitter and

receiver pair. Notice the similarity between the equations (3.3) and (3.5). In 3.5, instead of the
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power correlation matrix the channel covariance matrix is used, as a result (3.5) provides the
phase information of the MIMO radio channel. In Section 3.4, we will revisit this model in

detail.

3.3.2 Physical MIMO Channel Models
3.3.2.1 One-ring and Two-ring Models

In [114], the narrowband ’one-ring’ and 'two-ring’ models were developed. The ’one-ring’
model is appropriate in the fixed wireless communication context, where the base station (BS)
is usually elevated and unobstructed by local scatterers, and the subscriber unit (SU) is often
surrounded by local scatterers. The corresponding scenario is pictured in Figure 3.3. Tp is

BSancnna @
pind L] Broad side
M-clements  gey, =" T TTTTAgTeTTeonmomsssssssoeesSolSSiscsomooooo-
® - Mean DoA
Tp antenna S0,/ owands the MS

Figure 3.3: Sketch of a scenario where all scatterers are located near the MS so the impinging field at
the BS is confined to a narrow azimuth region with a well defined mean direction-of-arrival.

the pth antenna element at the BS, Rn is the nth antenna element at the MS, D is the distance
between the BS and the MS. The effective scatterer on the ring at the MS is denoted by S(a)
and a is the angle between the scatterer and the array at the MS. In the model we assume that
S(a) are uniformly distributed in a and the phase shift ¢(a) associated with each scatterer, are
distributed uniformly over [—, 7] and IID in a. The complex channel coefficient between the
pth element at the BS and the nth element at the MS, if there are K effective scatterers S(a)

distributed on the ring of the MS, can be expressed as

K

1 ' |
ﬁk=lexp{_]27r/)\(DTp—>S(ak) + DS(ak)—)Rn) + jélar)} (3.9

hpn =

The two-ring model [121] considers a MIMO scenario where both the BS and MS are sur-
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rounded by objects resulting in local scattering at the both ends of the radio link (which is
generally the case in indoor environments). A depiction of the two-ring model is presented in
Figure 3.4. The effective scatterer on the ring at the BS is denoted by S1(a) and a is the angle
between the scatterer and the array at the BS. The effective scatterer on the ring at the MS is
denoted by S2(b) and b is the angle between the scatterer and the array at the MS. In the model
we assume that S1(a) and S2(b) are uniformly distributed in a and b respectively and the phase
shifts, ¢;(a) and ¢, (b) associated with each scatterer, are distributed uniformly over [—, 7}
and IID in @ and b respectively. The complex channel coefficient between the pth element at
the BS and the nth element at the MS, if there are K1 and K2 effective scatterers S1(a) and
S2(b) distributed on the rings of the BS and MS respectively, can be expressed as

K1 K2
1

hpn= TR, z Z exp{—3727 /A(Drps51(ax)

k=11=1
+ Ds1(a,)—52(6) + Ds2(81)—Rn)
+ jb1(ax) +jd2(br)} (3.10)

where D x_,y denotes the distance between X and Y and X is the wavelength.

S1(a) S2
AA Q
R1 R2

D

Figure 3.4: Sketch of a two ring scenario where both the BS and MS are surrounded by scatterers.

3.3.2.2 Von Mises Angular Distribution

In [116], a general space time cross-correlation function for mobile frequency nonselective Rice
(Ricean) fading MIMO channels is proposed. This model takes into account various parame-
ters of interest such as the angle spreads at the base station and the user, the distance between

the base station and the user, mean directions of the signal arrivals, array configurations, and
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Doppler spread. The new space time cross-correlation function includes all the relevant pa-
rameters of the MIMO fading channel in a clean compact form, suitable for both mathematical
analysis and numerical calculations or simulations. It also covers many other correlation mod-

els as special cases.

3.3.2.3 Distributed Scattering Model

In [21] [23], an narrowband model for an outdoor NLLOS MIMO radio channel was proposed.
Figure 3.5 depicts a NLOS outdoor scenario. Fading is included by the presence of scatterers
at both ends of the communication link. The model considers the effect of near-field scatterers
‘only, i.e., scatterers which are either in the vicinity (typically a few tens to hundreds of meters
away) of the transmitter or the receiver. Remote scatterers are ignored, assuming that the path
loss will tend to limit their contribution to the overall channel. In addition, frequency-flat fading
channel is considered. It is assumed that there are S scatterers on both sides of the link, where S
is an arbitrary, large enough number for random fading to occur. We consider N transmit and
Npg, receive antenna elements. The scatterers at the receiver are viewed as an array of virtual

antennas located between the transmitter and receiver. The MIMO channel model is given by

1 12 1/2 1/2
H = ﬁRar,drGTR03,2D,-/SGtR0t,d¢ 3.11)
where G (S x Nr) and G (Ng x S) are random matrices with IID zero mean complex Gaus-
sian elements. Ry, 4,, Ry, 2p, /s, R, ,d, are the correlation matrices seen from the transmitter,
virtual array, and receiver respectively. An interesting feature of this channel model (equation

3.11) is that it does not necessarily give Gaussian distributions of the channel coefficients [23].

3.3.3 Remarks on MIMO Channel Models

The non-physical models are essentially statistical models, using non-physical parameters.
These type of models offer advantages, such as implementation simplicity and accuracy in
characterization of the MIMO propagation channels for the scenarios they describe. Moreover,
they can be easily simulated and therefore they can assist in analyzing and designing MIMO
systems. However, they only provide a narrow insight to the scattering characteristics of the

MIMO radio channel and are dependant upon the measurement results. Note, that the accuracy
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Figure 3.5: lllustration of the distributed scattering model.

of the measurements is affected greatly by the measurement setups and equipments.

On the other side, the physical models create a realistic geometric multipath propagation model
in order to portray as precisely as possible the MIMO scattering environment. For this purpose,
some important physical parameters are selected and are used to determine the distribution of
the scatterers. The most popular parameters are AOA (Angle Of Arrival), AOD (Angle Of
Departure) and TOA (Time Of Arival). In the following sections, we will focus on the non-

physical MIMO channel model we have used in this thesis.

3.4 Stochastic MIMO Channel Model

A detailed description of the stochastic radio channel adopted in this thesis can be found in
[104] and [107]. Assume that the transmitter is the BS and the receiver is the MS. All antenna
elements in the two arrays have the same polarization and the same radiation pattern. The
spatial complex correlation coefficient at the BS between antenna mj and my, assuming that

the BS antenna array is elevated above the local scatterers, is given by

PES, . =< hmyns hmyn > (.12)

where < a, b > computes the correlation coefficient between a and b. From (3.12) it is assumed

that the spatial correlation coefficient at the BS is independent of n, since the n elements at the
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MS, illuminate the same surrounding scatterers and, therefore, also generate the same power
azimuth spectrum (PAS) as the BS. The spatial correlation function is the Fourier transform of
the PAS [122]. Different expressions of the spatial correlation function have been derived in
the literature assuming that the PAS follows some specific functions [123] [124]. The spatial

complex correlation coefficient observed at the MS is similarly defined as

pMS =< hmnyy hnny > (3.13)

and assumed to be independent of m.

Given (3.12) and (3.13), the following symmetrical complex correlation matrices can be defined

BS BS BS
P11 P2 ' Ping
BS. BS BS
P P22 "t Pang
Rps = | . .
BS BS ... ,BS
| pNTl pNT2 pNTNT J NpaNrp
and _
MS MS$ MS
P11 P12~ **°  PiNg W
MS  MS MS
Pa” P 't PN
Rys = i ; R (3.14)
MS MS MS
| PNt PNr2 " PNRNe | npong

The correlation coefficient between two arbitrary transmission coefficients connecting two dif-

ferent sets of antennas is expressed as

P:;mi =< hmini> Pmany > (3.15)

which is equivalent (proof presented in [107]) to

MS
prim = pMS HBS (3.16)

this means that the spatial correlation matrix of the MIMO radio channel is the Kronecker

product of the spatial correlation matrix at the MS and the BS and is given by

40



Physical Channel Performance

Ryrimo = Rys ® Rps 3.17)

3.5 Generation of Simulated Correlated Channel Coefficients

Correlated channel coefficients h,y,, are generated from zero-mean complex independent iden-
tically distributed (i.i.d.) random variables d,,, shaped by the desired Doppler spectrum such
that [107]

H=Cd (3.18)

where HnpNpe1 = (11, h21y- - - s ANp1s hi2y -« o s AnpNg) T and dvpNpe1 = [d1,do, . .. ydnpng]T
The symmetrical mapping matrix C results from the standard Cholesky factorization of the
matrix Rpysrmo = CCT provided that Rarazo is nonsingular [125]. The generation of the
simulated MIMO channel matrix H can be deduced from the vector H.

(Kronecker
product)

Rps — @+— Rps

(channel matriz of R
complez correlation [ MIM O]

coef ficient) Jr
(Cholesky factorization) [C] I.IJ:D.
(matriz product) O — [d]
4
[H]
4
(]

Figure 3.6: Flow chart illustrating the practical procedure to obtain correlated channel coefficient.

The flow chart illustrating the complete procedure to generate correlated channel coefficient is

presented in Figure 3.6.
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Applying the Gaxpy algorithm [125] p.143 (Cholesky decomposition) to Rasraro we get the
lower-triangular matrix C. Let d be a vector of Ny N complex zero-mean unit variance
independent random variables. As described in equation (3.18), correlated channel coefficients

humn are generated from the Ny x Ng-vector d and the matrix C.

3.6 Detection Algorithms

3.6.1 Zero-Forcing Equalizer (ZF)

Zero-forcing passes the received signal 71 through the inverse channel in order to restore the
transmitted signal [41]. Figure 3.7 illustrates in block diagram the equivalent discrete-time

channel and equalizer.

Input Estimated

sequence Channel /_D Equalizer Output
H@) \/ C@) = 1/H@)
AWGN

Figure 3.7: Block diagram of channel with zero-forcing equalizer.

The receiver vector 71 is multiplied with the inverse of channel matrix H. The pseudo-inverse
of H: H+ = (HH H)'HH is used. Where H¥ represents the the Hermitian (conjugate)

transpose of H.

H*ri=H*Ha+HYv=>a=a+n (3.19)

where @ represents the the symbol vector N7 x 1, recovered at reception. @ consists of the
emitted signal @ and a colored noise n'. As & is distorted by n' = Htv the performance of
Zero-Forcing depends largely of the conditioning of H. The k;th ZF-nulling vector wg; is

defined as the unique minimum norm vector satisfying

Ty, =4 097" (3.20)
1j5=1

Where the (H )k, denotes the the k;jth column of H.
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3.6.2 Minimum Mean Squared Error Detector (MMSE)

The MMSE detector [108] [109] is a type of linear detector. It can be obtained if a linear trans-
formation is sought which minimizes the mean square error between the transmitted symbols
and the outputs of the transformation. The detector is represented by an Ny X Np matrix

C 'y s which minimizes :

Np

> El{(CMmmser: — a)ill”) 3.21)
k=1

If the background noise covariance Ng > 0 then the MMSE detector may be represented by

Cummse = VPHH [PHHH + NoIy, )™ (3.22)

where (¢)# denotes the conjugate transpose, and I y, is the Ng x Ny identity matrix. P is the

total transmitted power.

The MMSE estimate can be calculated by the following equation

a=CypyusE T (3.23)

3.6.3 VBLAST Detection Algorithm

Flat fading MIMO channels having multiple transmit and receive antennas were shown to offer
large spectral efficiencies compared to SISO (single input s.ingle output) channels [17], [16].
Capacity increases linearly with the number of transmit antennas as long as the number of re-
ceive antennas is greater than or equal to the number of transmit antennas. To achieve this
capacity, Diagonal BLAST (Bell Labs 1Ayered Space-Time) architecture was proposed by Fos-
chini [17]. This scheme utilizes multi-element antenna arrays at both ends of wireless link. The
D-BLAST encoder uses a space time arrangement that corresponds to a diagonal layering. The
information bit stream coming from the source is demultiplexed into several substreams (serial
to parallel), and each substream is coded separately and mapped to complex symbols. Then the
symbols of each substream are dispersed diagonally across antennas and time. Figure 3.8(a)

shows the antenna and instant where symbols associated to each layer are transmitted, for a
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system with four transmit antennas (figure adapted from [17], fig. 6). Note that the layer might'
have more symbols than the number of transmit antennas, and the frame can be very long.
Unfortunately, given the structure of the decoder, the space time wastage is necessary. This
ultimately makes D-BLAST unable to reach the capacity limit, since the wastage is repeated
every time a new set of layers are to be transmitted. Note that since the symbols are spread

across antennas, this scheme captures transmit diversity.

Antenna Data Stream #4
index
Antenna
index Data stream #2
Tx1) 1 4 3 1 Tx1 1 1 1 1
Tx2 1 4 2 1 4
X 2 3 Tx2| 2 2 2 2
Tx3| 3 [ 20 v [ 4] 321 =3[ 3 3 3 3
Tx4| 4 3 2 1 4 3 2 1 Tx 4 4 4 4 4
time time
(@ (®)

Figure 3.8: Numbers in blocks represent the layer that can transmit its symbols at that antenna and
symbol period. Filled blocks represent space time wastage: (a) D-BLAST: diagonal layer-
ing, (b) VBLAST: horizontal layering

The complexities of D-BLAST implementation led to V-BLAST (Figure3.8(b)) which is a mod-
ified version of BLAST [110]. As in D-BLAST, the information bit stream is separated in
substreams, and each can undérgo its own channel coder. However, the layering is horizontal,
meaning that all the symbols of a certain stream are transmitted through the same antenna (one
stream per antenna). This eliminates the space time wastage, but loses the transmit diversity,
since each stream is tied to its antenna. Two nulling criteria, namely zero—forciné {55] and min-
imum mean square error (MMSE) [126], are utilized as detection algorithms. Originally, the
BLAST detection scheme was based on a successive interference cancellation (SIC) [55] [110]
[127]. The incorporation of SIC and MMSE achieves the Shannon MIMO capacity. A parallel
interference cancellation scheme was also proposed later [128].

BLAST detectors including both parallel interference cancellation (PIC) and SIC suffer from
the error propagation problem. They can give poor energy efficiency if the previously detected
layers are not perfectly cancelled, because the following layers experience more interference

if the previously detected signals are not cancelled correctly. The error propagation problem
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of BLAST detectors can be reduced with channel coding and interleaving [129][130]. In this
section VBLAST detection algorithm is described ([131]).

Let the ordered set

S = {k1, ka, .y kg } (3.24)

be a permutation of the integers 1,2, ..., Nt specifying the order in which components of the
transmitted symbol vector a are extracted. The detection algorithm operates on 7j, progres-
sively computing decision statistics yx,, Yk, ---» Yk Np? which are then sliced to form estimates
of the underlying data symbols ag, , ag,, ..., dx Ny Thus, decision statistic yg, is computed first
then yg,, and so on. To determine a particular ordering S, Which is optimal in a certain sense
we calculate a metric for each transmit antenna. For now we assume an arbitrary ordering S.
The detection process uses linear combining nulling and symbol cancellation to successively

compute the yy;, proceeding generally as follows:

Step 1: Using nulling vector wyg, , form a linear combination of the components of 73 to yield

Yk, -

Yky = Wi, T1 (3.25)
Step 2: Slice yg, to obtain ay,
o Yk,
ak, = QYky) = —7 o (3.26)
! ' wz; (H)kx

where Q(.) denotes the quantization (slicing) operation appropriate to the constellation in use
and (H)g, denotes the k;th column of H.

Step 3: Assuming that dg, = ay,, cancel ag, from the received vector 71, resulting in a modified

received vector 7 :

r? =71 — &kx (.l:I)k1 (3.27)
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Steps 1-3 are then performed for components ks,...,kn,. by operating in tum on the progression

of modified received vectors T3, T3, ..., TNy

The most common choices for the criterion chosen to compute the nulling vectors wyg; are the
mean-squared error (MMSE) and zero-forcing (ZF) criteria. Both of these criteria are described

and implemented here.

The ZF criterion: The zero forcing (see chapter 3.6.1) block linear equalization is based on
nulling all other users by using the pseudo-inverse in order to make a decision about one
user. The algorithm is thoroughly discussed in [132]. The k;th ZF-nulling vector is orthog-
onal to the subspace spannéd by the contributions to g, due to those symbols not yet estimated
and cancelled. It is not difficult to show that the unique vector satisfying equation (3.20) :
0j#1

wkiT(H)kj = . i
1 =1

is just the k;th row of H where the notation Hy; denotes the matrix obtained by zeroing

=1

columns k,, kg, ..., k; of H and * denotes the Moore-pseudoinverse [125]. One problem
with ZF is that it might cause noise enhancement and degrade performance, if His poorly

conditioned.

The MMSE criterion: The minimum mean square error (MMSE) technique employs a more
practical criterion for linear detection to achieve an improved performance compared to ZF.
MMSE includes the noise power in filter calculations and instead of nulling all users, it at-
tenuates them to the noise level and in this way controls the noise enhancement problem en-
countered in ZF. VBLAST MMSE differs from the VBLAST-ZF in that the nulling vector
derives from the solution of the equation (3.21), which is actually defined in equation (3.22):
Cumse = VPHH [PHHH + %Q]—l

3.7 Simulation

Bit error ratio (BER) versus signal-to-noise ratio (SNR) simulations were carried out in order to
compare the performance of the MMSE and VBLAST MMSE for different degrees of correla-
tion in the radio channel. Note that the SNR is the SNR per symbol averaged over each receive
antenna. Two types of modulation have been used : BPSK and 16-QAM. The effect of error
propagation (EP) in the V-BLAST is also investigated. The curves labeled NEP (no error prop-
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agation) were obtained by implementing perfect cancellation by subtraction. Signal-to-noise

ratios between -10dB and 20dB were considered. The SNR of vdB corresponds to

— =107 (3.28)

where N is the variance of the noise vector as defined in Section 3.2. and P is the average
transmitted power.

For all the simulations, each frame was of length 100. Each frame corresponds to one simulated
channel and 100N transmitted symbols. Each point plotted is the average of 10000 simulated

channels.

3.7.1 Statistical Confidence

An interesting point that arises when measuring the BER is the statistical confidence in the
results. The statistical confidence coefficient [133] is defined as the probability, based on a set
of measurements, that the actual probability of an event is in a specified interval (c1, c2). When
applied to BER measurements, the definitions of the statistical confidence coefficient can be
restated as the probability (based on e detected errors out of n bits transmitted) that the actual
number of bit error ¢ is in a specified interval (k1, k2). Mathematically, this can be expressed
as [133]

CC = Plk; < e < ko) (3.29)

where P[ ] indicates probability and CC is the confidence coefficient. Because confidence
" coefficient is a probability by definition, the possible values range from 0% to 100%. After
computing the confidence coefficient, we can say we have CC percent confidence that the e is
in the interval (kq, k2).

Calculations of the confidence level are based on the binomial distﬁbution function described

in many statistics texts [133]. The binomial distribution function is generally written as

!
Po(k) = —— k)!p"q""‘ (3.30)

kl(n —
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Equation 3.30 gives the probability that k events (i.e., bit errors) occur in 7 trials (i.e., n bits
transmitted), where p is the probability of event occurrence in a single trial (i.e., a bit error),
and ¢ is the probability that the event does not occur in a single trial (i.e., no bit error). Note
that the binomial distribution models events that have two possible outcomes, such as error/no

error. Thus,

p+q=1 (3.31)

Also, according to [133], the mean value p and the variance o2 of the binomial distribution for

n — oo is given by the follow expressions
p=mnp (3.32)

o = npq (3.33)

When we are interested in the probability that N or fewer events occur in 7 trials, then the

cumulative binomial distribution function can be expressed as [134]

N ' N
_ _ n! £ n—k
Ple<N)=)Y Pu(k)=)_ T h? ¢ (3.34)
k=0 k=0
In terms of the cumulative binomial distribution function, the confidence coefficient is defined

as

ko 1
CC=Pki<e<k)= Y, W"_;k_)'pku —p)nk (3.35)
Pl !

A MATLAB implementation of this model has been used to calculate the prediction point of
BER. Specifically, equation (3.35) has been computed for a hypothetical value of p. We choose
p = 104, The other parameters needed are n = 10° (total bits transmitted), k; = p — o = 90
(down confident limit) and ks = u + o = 110 (up confident limit). In that case we achieve a

confidence coefficient of 95%. This means that 95% of the times the measured bit errors for
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n = 10% transmitted bits will be between 90 and 110 errors. Note that the actual bit errors
(for the assumed probability of bit error p = 10~%) is expected to be 100 errors per n = 10°
transmitted bits. We need to count 100 errors to reach a reasonable reliability. Note that in our

simulations we did not consider bit error rate lower than 103,

3.7.2 Simulation Setup

To introduce correlation into the simulation scenarios we héve used the MIMO theoretical radio
channel that results after the application of the algorithm described previously (Section 3.5). In
order to validate the stochastic MIMO model we have used channel correlation figures resulting
from measurements [107]. The input parameters used in the validation stage are the average
spatial complex correlation matrices R gs and Rss. The measured spatial complex correlation
matrices are the results of an average over the reference transmitting and receiving antennas.
Two real examples have been used as input. '

Example 1: Picocell Decorrelated. See (3.36.)

Example 2: Microcell Correlated. See (3.37.)

In examples 1 and 2, Ry is decorrelated. This is expected since the MS is surrounded by
scatterers. On the other ha_md, R pggs represents two different behaviours. In Example 1, the
spatial correlation coefficient remains low as expected in the case of an indoor termination.
On the other hand, the spatial correlation coefficients at the BS are larger in Example 2 with a
mean absolute value of the coefficient equal to 0.96. The high correlation is explained by the
fact that in this specific example the BS is located above any surrounding scatterer. Therefore,
a low azimuth spread (AS) is expected, which causes the antenna array elements to be highly

correlated.

1 —0.45 +0.53j  0.37 — 0.22j 0.19 + 0.215
Rps - —0.45 — 0.53j 1 —0.35 - 0.02;  0.02 — 0.27]
0.37 4+ 0.22§  —0.35 + 0.02j 1 ~0.10 + 0.54;
0.19 — 0.21j 0.02 +0.277  —0.10 - 0.54j 1
(3.36)
1 —0.13 — 0.62§ —0.49+40.23;  0.15 + 0.28]
Ryss = ~0.13 + 0.62j 1 —0.13 - 0.52j —0.38 4+ 0.12j
—0.49 - 0.23j —0.13 + 0.52j 1 0.02 — 0.615
0.15—0.28§ —0.38—0.125  0.02 + 0.61j 1
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1 —0.61 +0.77;  0.14 — 0.945 0.24 + 0.895
Rgs = -0.61 — 0.77j 1 -0.8540.50;  0.57 — 0.78j
0.14 +0.94;  —0.85 — 0.50f 1 —0.91 4 0.405
0.24 — 0.89j 0.57 +0.787  —0.91 — 0.40j 1
(3.37)
1 ~0.12 -~ 0.18j  0.08 4+ 0.05§ —0.02 — 0.13]
Russ = —0.12 + 0.18j 1 —0.17 - 0.165  0.11 + 0.04;
0.08 — 0.05j —0.17 + 0.165 1 —0.17 - 0.165
—0.02 +0.13j  0.11 — 0.04j  —0.17 + 0.165 1

3.7.3 Results

In this Section, the performances (in terms of BER) of different MIMO systems are evaluated
and compared with each other. We separate the results into five major categories according to
the following parameters. '

1. Modulation schemes (BPSK vs. 16-QAM) .

2. Detection techniques (VBLAST MMSE vs. MMSE)

3. number of transmit and receive antennas

4. Error Propagation (EP vs. NEP)

W

. spatial fading complex correlation

all graphs present the BERs versus SNR for different scenarios.

3.7.3.1 Modulation Schemes

In this section we investigate the effect of two different modulation schemes on a MIMO (4,4)
system. Figures 3.9(a) and (b) show the constellation diagrams for the Gray-coded 16-QAM
and Gray-coded BPSK respectively. Quadrature amplitude modulation (QAM) is a modulation
scheme which conveys data by changing (modulating) the amplitude of two carriers. These two

carrier waves, usually sinusoids, are out of phase with each other by 90° and are thus called
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quadrature carriers [41]. Binary phase-shift keying (BPSK) is the simplest form of PSK. It
uses two phases which are separated by 180° and so can also be termed 2-PSK. It does not
particularly matter exactly where the constellation points are positioned, and in Figure 3.9(b)
they are shown on the real axis, at 0° and 180°. Phase-shift keying (PSK) is a digital modulation
scheme that conveys data by changing, or modulating, the phase of a reference signal (the

carrier wave) [41].

Q Q

0000 0100 1100 1000

@ @) @ @
0001 o101 1101 1001

© @ ® @

0 1
I O O

0011 o111 111 1011

© @] @ @
0010 0110 1110 1010

@ © ] &)

(a) (b)

Figure 3.9: Constellation diagram for: (a) Gray-coded 16-QAM, (b) Gray-coded BPSK

Figure 3.10 shows the numerical evaluation of the average bit error rate (BER) for the case
of BPSK and 16-QAM modulation schemes. It is obvious from the graphs that BPSK gives a
much better performance, in terms of BER, for the same values of SINR. The explanation for
these results is the difference in the order of the constellation between BPSK and 16-QAM.
Specifically, BPSK is in fact 2-QAM, which means that BPSK is a lower-order constellation
compared to 16-QAM. By moving to a higher-order constellation, it is possible to transmit more
bits per symbol. However, if the mean energy of the constellation is to remain the same (by way
of making a fair comparison), the points must be closer together and are thus more susceptible
to noise and other corruption. This results in a higher bit error rate and so higher-order QAM
can deliver more data less reliably than lower-order QAM. The BER is increasing as the order

of the constellation increases [41] (see p.281).
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Figure 3.10: Comparison of MIMO systems for different modulation schemes (BPSK vs. 16-QAM):
(a) MMSE detector, (b) VBLAST MMSE detector
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Figure 3.11: Detection techniques comparison on MIMO (4,4) system: (a) BPSK modulation -
MMSE/VBLAST MMSE detector, (b) 16-QAM modulation - MMSE/VBLAST MMSE de-
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3.7.3.2 Detection Techniques

In this section we present the effect of two different detection techniques on a MIMO (4,4)
system. Figure 3.11 shows the performance, in terms of BER, of MMSE and VBLAST MMSE
detectors of a MIMO (4,4) system. The BER is evaluated for two different modulation schemes,
BPSK and 16-QAM. It is clear from Figure 3.11(a) that in the case of BPSK modulation the
VBLAST MMSE outperforms MMSE. At the BER value equal to 0.001 there is a loss of
10dB due to MMSE. In the case of 16-QAM (Figure 3.11(b)), the MMSE detector performs
better than the VBLAST MMSE for values of SNR smaller than 15dB. The explanation for this

phenomenon is given in the error propagation Section (3.7.3.4).

3.7.3.3 Number of Transmit and Receive Antennas

In this section we present the performance,in terms of BER values, of MIMO systems with
different numbers of transmit and receive antennas. In Figure 3.12 we compare the BER values
of following MIMO systems: (1,2), (2,2), (2,4), (4,4), (4,6), (6,6). In the cases where the
numbers of transmit and receive antennas are the same, we notice that, a MIMO system with
more antennas is more efficient in terms of BER values than a MIMO with less antennas. For
a target uncoded BER of 0.1, the SNR values of the MIMO systems (2,2), (4,4), and (6,6) are
respectively: 11.5dB, 7dB and 5dB. Namely, going from a MIMO system (6,6) to a (4,4) there
is a 2dB SNR loss, and going from a MIMO (4.4) to a (2,2) there is a 4.5dB SNR loss.

- MMSE (1,
- 4
> 3 /
-

-»- BPSK M A
+ BPSK MMSE {6.6)

Bit error ratio

0.001

-10 ; 0 5 10 15
signal-to-noise ratio [SNR] per symbol at each receive antenna [dB]

Figure 3.12: Comparison of MIMO systems with different number of antenna arrays at transmitter and
receiver, BPSK modulation, MMSE detector
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In the cases where the numbers of transmit and receive antennas are not the same, a MIMO
system gives similar BER values, apart from the (1,2) case, where there is only one transmitter.
In the case of one transmitter the MMSE detection technique is not exploited properly, because
of the absence of different transmitted signals (i.e. no diversity). An MMSE detector is able
to incorporate (exact or approximate) knowledge of the received signals, in order detect the
received signal, such a feature is not exploited in the case of only one transmitter. Finally, we
notice that any MIMO system with more antennas at the receiver than the transmitter ((1,2),
(2,4) and (4,6)) performs better than configurations with the same size of antenna arrays at both
the receiver and the transmitter ((2,2), (4,4), and (6,6)).

3.7.3.4 Error Propagation Effect

In this section we investigate the effect of error propagation (EP) on different MIMO systems.
The performance of VBLAST is constrained by the accuracy of the symbols recovered in the
previous layer. These decision errors that are fed back result in error propagation. The error
propagation problem contributes to the degraded bandwidth efficiency. For simulation of the
case without error propagation, the receiver is assumed to have exact knowledge of all symbol
layers that are cancelled at each iteration. Specifically, in Figure 3.13 we can see how important
is for a MIMO (4,4) system the presence of error propagation. The effect is more notable when

we apply the 16-QAM modulation scheme and this will be discussed further below.

Figure 3.14 shows how crucial is the impact of error propagation, in terms of BER, in a MIMO
(4,4) system using 16-QAM modulation and VBLAST MMSE detection. Error propagation,
specially in the lower SNRs, leads VBLAST detection method to perform worse than the
MMSE detection. The presence of EP propagation results in a 7dB SNR loss for VBLAST
MMSE EP against VBLAST MMSE NEP at the BER value equal to 0.1. Also, There is also
a 9dB loss at the BER value equal to 0.01. An explanation why the error propagation affects
more 16-QAM modulation than BPSK, can be seen in the constellation structure. As we can
see from Figures 3.9(a) and (b) for the same values of SNR the distance among the neighbour-
ing constellation points is smaller in the case of 16-QAM compared to the BPSK constellation.
This leads 16-QAM constellation to be more sensitive to interference than in the BPSK case.
Specifically in the VBLAST MMSE detection, the signal must be detected successfully for
it to be subtractively cancelled correctly. Otherwise error propagation can occur, so that the

potential performance enhancement is not achieved.
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Figure 3.13: Effect of Error Propagation on MIMO (4,4): (a) BPSK modulation - MMSE/VBLAST
MMSE detector, (b) 16-QAM modulation - MMSE/VBLAST MMSE detector

3.7.3.5 Spatial Fading Complex Correlation

In this section the effect of spatial fading complex correlation on different MIMO systems is
investigated. First, we look at the effect of correlation in a (4,4) MIMO system under 16-QAM
modulation and VBLAST MMSE detection. Figure 3.15(a) shows the performance of a MIMO
(4,4) system under different degrees of correlation. It is clear that any increase in the degree of
the system spatial correlation leads to degradation in the system’s performance. This is due to
the fact that correlation between the antenna array elements results in a channel matrix with low
rank [25]. The channel H may offer K parallel subchannels with different mean gains, with
K = Rank(R < min(Nr, Ng)), where the function Rank(.) and min(.) return the rank of the
matrix and the minimum value of the arguments, respectively. R is the instantaneous correla-
tion matrix B = H H¥ . When the rank K of the channel matrix is low(high correlation), then
less subchannels are available to the system, which results in degradation of the performance
of the system. Another point that is worth mentioning is that high correlation only at the one
end of the communication (either at receiver or at transmitter) has nearly the same impact on
the BER performance, as in the case when both ends of the communication highly correlated.

In Figure 3.15(b) we present some results on the the correlation effect for two different de-
tectors (MMSE and VBLAST MMSE). The simulation is of a (4,4) MIMO system employing
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Figure 3.14: Effect of Error Propagation on a (4,4) MIMO 16-QAM under two different detection
techniques: MMSE/VBLAST MMSE

16-QAM modulation. From the graph, it is obvious that for decorrelated channels (no corre-
lation or 0.3 correlation) the VBLAST MMSE detector gives a high SNR gain. Specifically,
at the BER value of 0.001 the SNR gain due to VBLAST MMSE detector is more than 9dB
over MMSE detector, for the case of completely uncorrelated channels. Similar values hold for
the decorrelated case (0.3 correlation). On the other hand, in the case of high correlation (0.96
correlation at the BS and 0.3 at the MS) the VBLAST MMSE detector performs no better than
MMSE for system SNR values less than 10dB. For larger than 10dB SNR values VBLAST
MMSE shows some improvement. An explanation for this behaviour of the VBLAST detec-
tion is, that the VBLAST technique is exploiting the spatial multiplexing in a MIMO multipath
environment, but as we have shown before, in a high correlated environment the rank of the
channel matrix is low. Low rank channels do not support spatial multiplexing effectively.
Figure 3.16 depicts the results in BER for the real measured examples (correlation coefficient as
presented in matrices 3.37, 3.36). The measured system (as well as the simulated one) isa(4.4)
MIMO one employing BPSK modulation.We compare the results of the measured correlation
matrices with the results of produced by randomly created correlation coefficients, whose aver-
age magnitude is similar to the measured coefficients magnitude. The phases of the randomly
created complex correlation coefficient are random but not independent of each other, since
they are connected through the scattering environment. The graph shows a good convergence
between the measured and simulated spatial complex correlation matrices.

Finally, Figure 3.17 shows the effect of spatial fading correlation (0.96 at the BS and 0.1 at the
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Figure 3.15: Effect of spatial fading complex correlation on a (4,4) MIMO system: (a) 16-QAM modu-
lation - VBLAST MMSE detector, (b) BPSK modulation - MMSE/VBLAST MMSE detector
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Figure 3.16: Comparison of the results of the measured correlation matrices with the results of the
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Figure 3.17: Effect of spatial fading complex correlation on BPSK MIMO systems with different sizes
of antenna arrays at transmitter and receiver: (a) MMSE detector, (a) VBLAST MMSE
detector

MS) on MIMO systems of different number of transmit and receive antennas. In Figure 3.17(a),
we present the results for MIMO systems where MMSE detection and BPSK modulation have
been employed. In this case, the (1,2) MIMO system gives lower values of BER of any other
MIMO system for the same SNR. The physical meaning of correlation is that the instantaneous
channels of the various transmit antennas become quasi-identical due to high correlation (at the
transmitter). This phenomenon makes the MIMO system equivalent to a SIMO system, and
any advantages due to spatial multiplexing disappear. When the transmit antennas are less than
the receive antennas (MIMOs (1,2), (2,4), (4,6)), the increase of the transmit antennas leads to
degradation of the system BER, eg. at the value of BER equal to 0.001 there is a 7dB SNR loss
in a MIMO (2,4) compared to a MIMO (1,2) and at the same value of BER there is a 2dB loss in
a MIMO (4,6) compared to a MIMO (2,4). The presence of correlation cancels the advantage
of linear detection. The MMSE detector is a linear detector, that forms the received signals
estimates by linearly combining the received signals samples. These received signals, under
the correlation effect tend not to be linearly independent any more, but any linear transforma-
tion of a set of linearly dependent vectors leads to null vector space. In linear algebra [135],
a vector space V' has dimension 7 if it contains a linearly independent set of n vectors. In the

case of high correlated channel the received signals are linearly dependent. So, any received

58



Physical Channel Performance

signal can be expressed as linear combinations of the others. The physical interpretation is that
high correlation reduces the available spatial parallel datastreams that can be multiplexed. This
phenomenon combined with the fact that the transmit antennas share the same system SNR, are
responsible for the results depicted on the graph.

In 3.17(b), we investigate the VBLAST MMSE detector under high spatial correlation and for
different sizes of antenna arrays at transmitter and receiver. The graph is quite similar to the
previous graph (Figure 3.17(a)). Specifically, at the BER value equal to 0.001 there is a 6dB
SNR loss in a MIMO (2,4) compared to a MIMO (1,2). At larger SNR (>7dB), the VBLAST
MMSE detection becomes better for a MIMO (4,6) system.

3.8 Conclusions

In this chapter, we aimed to investigate the physical channel performance. We split down the
system model into three main parts (transmitter, physical channel and receiver) and analyzed
each part separately. Taking into account the most popular MIMO channel models, we chose
the channel models that are used throughout this work. We described and investigated the struc-
ture of our MIMO physical channel model and characterized the performance of this channel.
Detection algorithms (VBLAST MMSE, MMSE) for single-user wir(;less communication us-
ing multiple antennas at both the transmitter and receiver in a stochastic MIMO radio channel
model were compared for different degrees of correlation between the antenna array elements.
The effect of error propagation was also investigated. All the simulation scenarios have been
implemented for two modulation schemes (BPSK and 16-QAM). The stochastic MIMO chan-
nel model was simulated using both a measured [107] and theoretical fading correlation model.
The simulation results show an improvement on the system performance (in terms of BER) due
to VBLAST MMSE detection over MMSE detection. Note, that in the case of error propagation
and 16-QAM modulation (Figure 3.14), MMSE detection is proven to be more efficient detec-
tion method than VBLAST MMSE. Also, with reference to Figure 3.15 - 3.16 it is obvious that
the spatial fading complex correlation between antenna arrays leads to a significant degradation

of the system performance.

The results presented in this chapter mirror those already published in the literature. How-
ever, in the next chapter, we will investigate the the performance of different packet scheduling

techniques in a multi-user environment, we will explore performance trade offs that have not
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previously been investigated in the literature.
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Chapter 4

Exploiting Multiuser Diversity for
MIMO Cellular Systems using RRS

Packet Scheduling and the VBLAST
Receiver

In the previous chapter we investigated the impact on performance of the physical channel
using MIMO techniques. In this chapter, we study the use of packet scheduling in MIMO
multiuser wireless systems, and we present some new packet scheduling schemes based on the
round robin scheme (RRS) [39]. Specifically, in section 4.1 we introduce packet scheduling
and the multiuser diversity concept. In section 4.2, we present the system and channel models
for a MIMO cellular system. In section 4.3, we describe briefly the conventional RRS scheme
and the AA-RRS (antenna-assisted round robin scheduling) scheme, and the system capacity
expressions for these schemes. In section 4.4 we propose the VBLAST AA-RRS (VBLAST
antenna-assisted round robin scheduling), best user, AA MMSE (antenna-assisted MMSE) fair
and AA VBLAST (antenna-assisted VBLAST) fair scheduling schemes, and we present the
capacity expressions for these schemes. In section 4.5, the simulation model and results are
presented to compare the performance metrics of the proposed and existing packet scheduling
schemes, and to investigate the effects of spatial correlation. Finally, conclusions are drawn in

section 4.6.

4.1 Introduction to Scheduling

Multiple-input multiple-output (MIMO) systems have been proven to be efficient for achiev-
ing high capacity over wireless links [27]. In MIMO systems based on spatial multiplexing,
each data stream is split into multiple substreams, and each of these substreams is transmitted
through one of the transmit antennas [131]. In multiuser environments, independence of fading

among users, called multiuser diversity [136], can be exploited to increase the system capacity.
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Motivated by the information theoretic results in [80] and [37], one approach to increase the
throughput of multiuser systems is to use multiuser diversity to take advantage of the indepen-
dence of the fading statistics of the different users [79]. To benefit from multiuser diversity
in cellular packet transmission systems, a packet scheduler should preferentially allocate radio
resources to users in good channel conditions. Two critical targets of packet scheduling are
to maximize the system capacity (throughput) and to offer fairness among users. In [136], a
channel state dependent scheduling scheme maximizes the system capacity through the use of
multiuser diversity. Specifically, each spatial channel is allocated to a user with the best channel
condition for each time slot. Therefore, some users in adverse channel conditions may not be
served, causing an unfaimess problem. In {39], the round robin scheduling (RRS) scheme has
been studied for MIMO cellular systems. The RRS scheme operates in a cyclic fashion regard-
less of the channel conditions, and thus achieves faimess among users [39]. The RRS however,
does not use multiuser diversity, resulting in the same capacity as a single user system. In order
to exploit the multiuser diversity and at the same time maintain fairness across the users, two
other scheduling schemes have been proposed in [137] and [138]. In [137] the antenna-assisted
round robin scheduling (AA-RRS) scheme has been proposed. The AA-RRS is an improved
RRS scheme that exploits multiple antennas to achieve a diversity effect from multiple users.
The opportunistic scheduling [138] uses multiple antennas and a proportional fair scheduler
(PF). The PF scheduler assigns a user for transmission when its instantaneous channel capacify
is high relative to its average channel condition. As such, the benefit of multiuser diversity
can be exploited and fairness can be maintained (the PF scheduler will be discussed in detail
in the next chapter). This chapter proposes a variation of AA-RRS scheme, where VBLAST
detection is applied to each receiver. This novel technique is shown to improve significantly
the system capacity. Also, note that throughout this chapter we assume a packet based wireless

communication systemn where the transmitted signal is partitioned into long bursts.

4.2 System Model

A simple model for the downlink of a single cell MIMO cellular system is illustrated in Figure
4.1. There is a single base transceiver station (BS) communicating with K mobile stations
(MSs). The BS has N transmit antennas while each user has N receive antennas. A queue of
packets is stored at the BS for each of the K users. The BS serves the users in a time division

fashion, and the K users are distributed uniformly over the circular cell area (Figure 4.1). At
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Figure 4.1: Aerial view of the cell.

the BS, the transmit power is equally divided into transmit antennas, and the receiver of each
user estimates transmit symbols destined for the user using the VBLAST detector [110] with
minimum mean-squared error (MMSE) nulling [126] [137].
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_y ~7 :
User 1 ([T — S
User 2 [T Packet —{ Spatial Yy 7 “\
. Scheduler * [Multiplexer | o N
R | g[—= User2
. . . W4
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e
Feedback Channel

Figure 4.2: Downlink MIMO cellular system.

In such a MIMO system, each transmit antenna creates a spatial channel [136], resulting in
a total of N spatial channels for each time slot. The receiver estimates the post-detection
signal-to-interference-plus-noise ratio (SINR) for each transmit antenna, and passes the SINR
information to the BS, as shown in Figure 4.2. The packet scheduler at the BS determines
which packet to transmit through which transmit antenna. The transmit signals from the BS are
assumed to experience path loss, log-normal shadow fading and multipath fading. In our work
we adopt the block-fading model [139], as it provides a first-order apbroximation to the contin-
uously time varying channel, and it is simple enough to be mathematically tractable [140]. The

" channel is assumed to be fixed during a time slot, and to vary independently over time slots.
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The channel matrix H(¢) between the BS and the user & for a time slot ¢ may be expressed as

Hy(t) = \/ SNRo(ri/R)-ap£105:0)/10 Gy (1) @D

where SN Ry denotes the median SNR at the cell boundary, 7, is the distance between the BS
and the user k, apy is the path loss exponent, and Si(t) is a real Gaussian random variable
with zero mean and variance of 0%. An Ng x Ny matrix G (t) represents Rayleigh-distributed
multipath fading. In the simulation we assume different degrees of spatial fading correlation.
The elements of Gg(t) are independent complex Gaussian random variables with zero mean
and unit variance, in the case of uncorrelated channel. In the case of correlation, the elements
of Gi(t) are determined using the model described in chapter 3. The values we consider for
SN Ry (median SNR at the cell boundary) are -5dB, 0dB, and 10dB. The values of -5dB and
0dB represent the median SNR at the cell boundary for more realistic cases of a cellular net-
work. On the other hand the value of 10dB represent the case of a small cell - high data rate

scenario.

4.2.1 Physical Channel Characteristics

Geographical and physical factors like building structures, hills, weather conditions and gen-
erally any physical obstacle, can affect the properties of a wireless channel. Many models
have been developed to describe different aspects of radio channel characteristics as discussed
in chapter 3. The model we have chosen (equation (4.1)) takes into consideration three basic
physical aspects.

First, the term (ri/R)™®PL represents the path loss. In free space, this loss follows the in-
verse square law, but in many situations, the signal does not go through free space. The earth’s
surface acting as a large reflecting object changes the model substantially. In urban cellular
systems, the path loss exponent apy, is usually between 3-5 [40]. This higher exponent path
loss model has advantages and disadvantages. The drawback is that the transmission power has
to be higher for a givén coverage area and the power levels of near and far users will be very
different, causing increased interference for low power users. The advantage is that the cell
coverage is sharper and co-channel interference from other clusters is small. The second term
of equation (4.1), (105+(t)/10) represents the shadowing effect. Shadowing includes the effect

of large obstacles (hills, buildings etc) and causes a variation around the mean power that is
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modeled by path loss. The standard deviation of the Gaussian term is typically 6-8 dB. It will
be higher in urban settings and indoor systems, but lower in rural areas. Finally, the last term
in channel equation (4.1) expresses multipath. The local scatterers, located at the receiver or at
the transmitter, give rise to a large number of signal paths, that are picked up by the transmitter
or the receiver respectively. This phenomenon is called muiltipath. Signal multipath occurs
when the transmitted signal arrives at the receiver via multiple propagation paths at different
delays [41]. It generally results in intersymbol interference (ISI) in a digital communication
system. Moreover, the signal components arriving via different propagation paths may add

destructively, resulting in a phenomenon called signal fading [41].

4.3 Packet Scheduling and System Capacity

In this section, We describe briefly the conventional RRS scheme {39] and the newer AA-RRS
scheme [137], and then we present our proposed scheduling scheme based on AA-RRS.

4.3.1 Round Robin Scheduling (RRS)

First, in the RRS [39], one among K users is selected at each time slot in a round robin fashion,
and all the N7 transmit antennas are assigned to the selected user for the time slot. Round robin
algorithm has a computational complexity of O(1). When the kth user is selected at time slot ¢,

the system capacity Crprs(¢) for that time slot may be expressed as [141]

Nr -
Craes(t) = ) _loga(1 +Yn(t)) 4.2)

n=1
where 7k » () denotes the post-detection SINR for the channel corresponding to the nth trans-
mit antenna and the kth user. The post-detection SINR is defined as the SINR of a transmit

symbol after MMSE nulling, and it may be expressed as [141]

em(t) Pr|W () Hi(t)lnn|*

= N2 Nt 2 N 2 .3)
Nj Nr Em=1 IWVk (t)]nm| + Pp 2m=1,m:/:n ”I'Vk (t)H (t)]nml

where Pg is the total received signal power, and N¢ is the noise power per received antenna.

The nulling weight matrix Wk(t) for the MMSE filter is given as [141]

65



Exploiting Multiuser Diversity for MIMO Cellular Systems using RRS Packet Scheduling and
the VBLAST Receiver

Wi(t) = H (t) (Hu()HE (t) + (N3Np/PR)IN,) ™" 4.4)

where (e)# denotes the conjugate transpose, and I, is the Ng x Nr identity matrix. It is
obvious that the average cell throughput does not depend on the number of users, and thus the

RRS scheme provides the same system capacity as a single user MIMO system.

4.3.2 Antenna-Assisted Round Robin Scheduling (AA-RRS)

The AA-RRS scheme [137] exploits the multiple spatial channels of MIMO systems to achieve
a diversity effect from multiple users. Specifically, K users are initially listed in such a way
that each user is identified with a unique user index k (k = {1,2,..., K}). At each time slot,
Nr users are selected from K users, and these users form a scheduled user group (SUG) for the
time slot. The selection of users for an SUG is made in a round robin fashion. Once an SUG is
formed, the spatial channels or transmit antennas should be assigned to users in the SUG. The
post-detection SINR information determines the mapping. The post-detection SINR is calcu-
lated at the receiver, and then is fed back from each user to the BS, as in Figure 4.2. A mapping
between transmit antennas and users may be represented as a sequence (k1, k2, ..., k), with
kn denoting the user index assigned to the nth transmit antenna. For a given sequence of k,’s

the system capacity for the time slot ¢ may be calculated as [137]

Nt
Caa-rrs(t|(k1, k2, e knp)) = Y 1ogy(1 + Yk, n)) @.5)

n=1

where v, » denotes the post detection SINR for the channel between the nth transmit antenna

and the k,, th user, as expressed in [141]

PRl[Wk (t)Hk (t)]nn|2
NGNr SN Wk (am|? + Pr 0T o Wk (8) Hi ()] 2

Y (t) = (4.6)

The sequence of k,’s that maximizes the system capacity may be found using an exhaustive
search (EXS) over all possible sequences, and the corresponding capacity can be expressed as
[137]:
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Caa-Rrs,ExsS(t) = arg max Caa-rrs(t|(k1, k2, ..., kng)) 4.7
{(k1:k2 kg Yks ks if i35}

Note, that the demand {k; # k;,if i # j} ensures that user will not be allocated to multiple
antennas.
The computationél complexity of AA-RRS scheme is studied as a function of the number of
active users K, and the number of transmit antennas N (we assume that Ny = Npg). The
algorithm first performs Nr iterations of the MMSE algorithm to calculate 7, .n between the
Ny transmit antennas and Nt users of the SUG. The MMSE algorithm has a complexity order
of O(N%). After the calculation of the post-detection SNR values, the algorithm requires N!
comparisons to find the mapping sequence that maximizes the system capacity. Summarizing,
the computational complexity of the AA-RRS scheme is O} + Nr!). Also note that in
the implementation of this algorithm we have to add extra information in every packet header
concerning the user-transmit antenna allocation. This information will be updated every time

slot.

4.4 Proposed Scheduling Schemes

In this section we introduce four scheduling algorithms. The proposed algorithms are based
on the AA-RRS scheme [137]. The algorithms presented are, the VBLAST AA-RRS scheme
(section 4.4.1), the best user scheme (section 4.4.3), the AA MMSE fair scheme (section 4.4.4)
and the AA VBLAST fair scheme (section 4.4.5). In sections 4.4.3.1 and 4.4.3.2 we present
two different implementations of the best user scheme, the AA-RRS and VBLAST AA-RRS

respectively.

4.4.1 VBLAST AA-RRS Feasible Data Rates Algorithm

The proposed VBLAST AA-RRS scheme is based on the AA-RRS scheme [137]. The basic
difference is the use of VBLAST detectors at each receiver. VBLAST detection [131], as
discussed in Chapter 3, is an improved technique for exploiting spatial multiplexing in MIMO
multipath environment. The main idea of using VBLAST detection is the feature of the symbol
cancellation. Using symbol cancellation, interference from already-detected components of the

transmitted signal are subtracted out from the received signal vector, resulting in a modified
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receiver vector in which fewer interferers are present. When nulling with symbol cancellation
are used together (VBLAST) the system performs better than in the case of pure nulling [131].
The post-detection SINR (x »(t)) for the channel corresponding to the nth transmit antenna
and the kth user, is defined as the SINR of a transmit symbol after symbol cancellation and

MMSE nulling, and it may be expressed as

Pr| (Wi (t)H (t)lnn|®

- NZNr 0Ty W k())am|? + Pr ENil,m;én,ngk,n(t) Wk (8)H k()] nm|?
4.8)

Ykn (t)

where Dy, (¢) denotes a vector, whose elements are the transmit antennas that have been de-

tected by user k before the detection of transmit antenna 7.

Djn(t) = {dk,1(t),dg,2(t), - 1dia(t)} “4.9)

where dii(t) denotes the index of the detected antenna from user k during the ith iteration
of the VBLAST detection algorithm. If the transmit antenna n is detected by user k during
the (I + 1)th iteration of the VBLAST detection algorithm, then last element of the vector
Dy () is the element dj ;(t), which is the index of the transmit antenna that has been detected
by user k during the lth iteration of the VBLAST detection algorithm. The demand {m #
n,m ¢ Dg »(t)} ensures that the interference from already detected components of transmitted
signal are subtracted out from the received signal vector, resulting in a higher post-detection
SINR. The nulling weight matrix W (t) for the MMSE detector is given as in equation (4.4).
The modified receiver vector gives higher post-detection SINRs (equation (4.8)) and therefore

higher system capacity.

To describe the algorithm analytically, consider K active users that are initially listed in such a
way that each user is identified with a unique user index k (k = 1, 2, ..., K). At each time slot,
N users are selected from K users, and these users form a scheduled user group (SUG) at the
time slot. The selection of users for an SUG is made in a round robin fashion. For example,
in the case of K = 6 and Nt = 4, the SUGs for subsequent time slots are {1, 2, 3, 4}, {5,
6, 1, 2}, {3, 4, 5, 6}, and so forth, where the numbers denote user indices. In the special case

of K < N, users are allowed to participate in the SUG more than once in a time slot. Once
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an SUG is formed, the spatial channels or transmit antennas should be assigned to users in the
SUG. To guarantee fair channel access as in the RRS scheme, we restrict each scheduled user
to use only one transmit antenna. This means that every user can use one spatial channel every
K /Ny time slots, or equivalently Nt channels every K time slots, as in RRS scheme. There
are Nr! possible one-to-one maippings between Ny scheduled users and N7 transmit antennas,
and an appropriate choice of mapping may realize a strong diversity effect. It is possible to

integrate all the possible one-to-one mappings into a matrix P(t) of size Np! x Np.

[ p1a(t)  pr2(t) - ping(t) ]
P) = pz,li(t) :Dz,?(t) p2,1V.T (t) “.10)
| Prrta(t) Pupta(t) o PNpiNr [

where pm, »(t) denotes the user k that is allocated to nth transmit antenna according to the mth
mapping sequence.

We utilize the post-detection SINR information for determining an effective mapping. The
post-detection SINR is calculated at the receiver, and then is fed back from each user to the BS,
as in Figure 4.2. The post-detection SINR information for the N users in the SUG at time slot

t may be integrated into a matrix as

Ma(t)  mpe) - yNp(D)
¢
T (t) = ’72,1.( ) ’72,?(0 | ’72,N‘T(t) K> Ny @11)
'YNT,I(t) YNrp,2 (t) ***  YNp,Np

Ny XNt

where 7  (t) denotes the post-detection SINR for the channel between the nth transmit antenna
and the kth user in the SUG, as expressed in equation (4.8). A mapping between transmit
antennas and users may be represented as a sequence (ki, k2, ..., kny), with k, denoting the
user index assigned to the nth transmit antenna. For a given sequence of k;,’s the system

capacity for the time slot £ may be calculated as :

Nr
Caa-RRS-vBLAST(t|(k1s K2y s kng)) = D loga(1+ Yk ym) 4.12)

n=1
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where 4, », denotes the post detection SINR for the channel of the nth transmit antenna and
the k,th user, as expressed in equation (4.8). The sequence of k5 ’s that maximizes the system
capacity may be found using an exhaustive search (EXS) over all possible sequences, and the

corresponding capacity can be expressed as:

CaAa-RRS-VBLAST,EXS(t) = arg max Caa-rrs-vBLAST(t|(k1, k2, ..., knp))
{(k1 k2 ook ) Rk if i)

(4.13)
Specifically, the flowchart of the algorithm is shown in Figure 4.3. The flowchart of the
VBLAST detection algorithm, that is used by VBLAST AA-RRS algorithm (Figure 4.3), is il-
lustrated in Figure 4.4. The pseudocodes of the VBLAST AA-RRS algorithm and the VBLAST
detection are presented in appendix A (Figures A.1 and A.2 respectively).
The computational complexity of the VBLAST AA-RRS scheme is studied as a function of the
number of active users X, and the number of transmit antennas Nt (we assume that N = Ng).
The algorithm first performs N iterations of the VBLAST algorithm to calculate -y, , be-
tween the Np transmit antennas and N7 users of the SUG. The VBLAST algorithm has a
complexity order of O(Nf}). After the calculation of the post-detection SNR values, the al-
gorithm requires Nr! comparisons to find the mapping sequence that maximizes the system
capacity. Summarizing, the computational complexity of the VBLAST AA-RRS scheme is
O(N3 + Np).

4.4.2 Feasible Data Rates

One constraint for VBLAST AA-RRS is that the data rates of the new allocation scheme should
be feasible. In short, the assumed data rates have to be smaller than the capacities of the wireless
links. In the VBLAST algorithm, a signal must be detected successfully for it to be subtractively
cancelled. This leads to additional capacity constraints as compared to the MMSE detector. If
these constraints are not met, the VBLAST detectors would not be able to detect the transmitted

signals.

As an example, we consider the scenario of a single cell MIMO celiular system. As depicted
in Figure 4.5, the base station is equipped with a uniform linear array with 2 antenna elements

and each mobile user is equipped with a uniform linear array with 2 antenna elements. After
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Figure 4.5: Allocation scenario for a (2,2) MIMO system.

the application of the VBLAST method we have a "candidate” allocation that maximizes the
overall system capacity. User 1 is assigned to the 1st transmit antenna and user 2 is assigned
to 2nd transmit antenna. In order to accept this “candidate™ allocation, the assumed data rates,
as derived from VBLAST detection, have to be smaller than the capacity of the wireless links.
Note that the order of detection depends on the SNR values. Specifically, signals with higher
SNRs will be detected before signals with lower SNRs. The VBLAST detection order may be

integrated into a matrix as:

dtiy dtha -+ diing
dt dt <. dt

detection_order = .21 .22 ) %NT (4.14)
dtg, ditgo - dtKNT

KxNp

where diy, denotes the user, that is detected by user k in nth position after the VBLAST
ordering. N is the number of transmit antennas and K the number of users. In our example

the detection matrix is:

detection_order =

According to that matrix, the 1st user has to be able to decode only the 1st signal (from Tx
1), because the signal for the 1st user is detected first. That means that the data rate of the 1st
signal has to be smaller or equal to the capacity of the wireless link connecting antenna 1 of the

BS to the 1st user:
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R, <Cy 4.15)

If we apply equation (4.2) to the capacity of the wireless link of the 1st user we have :

C1 = logy(1 +71,1) (4.16)

The 2nd user has to be able to decode the first antenna followed by the second antenna. The
2nd antenna signal is intended for the 2nd user, but the 2nd user has to be able to decode the 1st
antenna’s signal first in order to be able to decode the 2nd signal. That means that the data rate
of the 1st signal has to be smaller or equal to the capacity of the wireless link connecting the
BS to the 2nd user. The 1st signal received by the 2nd user is the signal for the 1st user, which
means that the data rate of the 1st user has to be smaller or equal to the capacity of the wireless
link of the 2nd user. Thus, we have :

Ry < Cy @.17)

If we apply equation (4.2) to the capacity of the wireless link of the 2nd user we have :

C2 = logy(1 + 72,1) (4.18)

In order for equations (4.15) and (4.17) to be satisfied simultaneously we must have

Ry < log2(l + min(")’g,l,’n,l)) =C “4.19)

The feasible system capacity is Cop = C1 4+ C2 =>

Cov = logy(1 4+ min(yz,1,71,1)) + loga(1 + 72,2) (4.20)

Note that the concept of feasible date rates is crucial to avoid error propagation in V-BLAST.
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Particularly, the feasibility constraint ensures error-free transmission and therefore no error
propagation takes place in the SIC-receiver. In the case of data rates higher than the wireless
link, the transmitted signal will be decoded incorrectly and all the subsequent detected signals
will be affected leading to error propagation.

For a (Nr, Ng) MIMO system with K active users, given a specific allocation scenario (nth
mapping sequence) P, (4.10), the detection vectors set D (the elements of the set are the
vectors Dy, , defined in equation (4.9)) and the post-detection SINR matrix Isin, (4.11), the
flowchart of the algorithm that gives the feasible system capacity C,, may be expressed as in
Figure 4.6. The pseudocode of the VBLAST feasibility test is given in appendix A (Figure
A3).

4.4.3 Best user schemes

The best user scheme is based on the idea that one user may be allocated to multiple transmit
antennas unlike AA-RRS. Analytically, this scheme is based on the original AA-RRS scheme
(section 4.3.2). According to the AA-RRS scheme, at each time slot, N users are selected
from K users (in a round robin fashion), and the selected users form the scheduled user group
(SUG). The proposed best user scheme, selects the users to form the SUG in a different way.
Specifically, each transmit antenna n is assigned to the user k that realizes the best spatial chan-
nel. This means that one user may be allocated to multiple transmit antennas unlike AA-RRS.
The criterion to choose the best spatial channel, is the post-detection SINR information. The
post-detection SINR between transmit antenna n and user k is given by the equation (4.6).

The obvious drawback of the proposed scheme is that the selection criterion for the SUG may
introduce some level of unfaimess between the users. Practically, the users with good spatial
channels will be served more often than the users with poor spatial channels. In order to com-
pensate for this unfaimess, the users to be selected are chosen in a round robin fashion. In the
next sections, section 4.4.3.1 and section 4.4.3.2, we present the two implementations of the

best user scheme.

4.4.3.1 AA-RRS best user Scheme

The proposed AA-RRS best user scheme, assigns each transmit antenna n to the user k that
realizes the best spatial channel. The criterion to choose the best spatial channel, is the post-

detection SINR information. The post-detection SINR between transmit antenna n and user
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k is given by the equation (4.6). The flowchart of the algorithm is drawn in Figure 4.7. The
pseudocode is presented in appendix A (Figure A.4). The computational complexity of the
AA-RRS best user scheme is the same as that of AA-RRS, O(Nf‘,{ + N71).

4.4.3.2 VBLAST AA-RRS best user Scheme

The proposed VBLAST AA-RRS best user scheme, is similar to the AA-RRS best user scheme.
The only difference is the employment of VBLAST detection instead of the MMSE detection
that is used in AA-RRS algorithm. Because of that, the post-detection SINR between transmit
antenna n and user k (that is used as criterion to form the SUG) is given by the equation (4.8).
Note, that as with VBLAST AA-RRS, feasibility check is required.

The flowchart of this scheme is shown in Figure 4.8. The pseudocode is given in appendix A
(Figure A.5). The computational complexity of the algorithm is the same as that of VBLAST
AA-RRS, O(N3. + N!).

4.4.4 Antenna-Assisted (AA) MMSE fair Scheme

The AA (Antenna-Assisted) MMSE fair scheme is based on the AA-RRS scheme. The main
difference is the formation of the SUG. Specifically, the new AA MMSE fair does not form
the SUG in a Round Robin fashion like the AA-RRS MMSE scheme does. The new scheme
employs a new method to form the SUG. To describe the algorithm analytically, consider K
active users that are initially listed in such a way that each user is identified with a unique
user index k (k = 1,2,..., K). We separate the base station transmissions into equal groups
of [K/Nr] time slots (where [z] rounds the number x to the nearest integer greater than or
equal to z). During each of these time periods, all the K users have to be served. In order to
guarantee fair sharing of channel access among users, three rules have to be met:

1. All users have to be served during each time period of [ K/Nt time slots,

2. no user can be allocated for a second time unless first all users have been served, and

3. eacﬁ scheduled user is restricted to use one and only one transmit antenna per time slot.
During each group of [K/N7] time slots, we assume two user groups: a) SVUG (SerVed User
Group), and b) UGSV (User Group to be SerVed). An SVUG consists of the users that have
been already served, and it is an empty set at the beginning of the [K/Nr| time slots. An
UGSV group consists of the users still to be served. At each time slot, N users are selected

from the UGSV(%), and these users form a scheduled user group (SUG(%)) at the time slot. The
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Figure 4.8: AA-RRS VBLAST best user algorithm
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selection of users for an SUG(Z) is made according to the post-detection SINR information.
Specifically, the N highest values v ,(t) (equation (4.6)) determine the allocation scheme.
" The SVUG(?) is updated with the users that are served at time slot £. And the UGSV for the
next time slot ¢4 1 is: UGSV (¢ +1) = UGSV(%) - UGSVINSVUG(?). If we attempt to calculate
all the possible one-to-one mappings between the N transmit antennas and the users belonging
to the UGSV for K > Ny at a time slot ¢ we have the following. Let us define ¢,.; as the time
passed since the start of the last time period of [NiT] time slots.

Then:

tact = f H 1 4.21)

F,G‘A

with this definition, there are

(tact) (l—_"'.l tact — I)NT! (4.22)

one-to-one mappings, and the average number of mappings per time slot is :

[
Et::tT—o fNLJ = tact — 1) _ fN%l -1

A

p-av = Np! 4.23)
In the special case of K < Nr, the algorithm is practically the same as the AA-RRS scheme.
In AA-RRS scheme there are Np! possible one to one mappings between Nt scheduled users
and Nr transmit antennas. As we can see, the possible average mappings in the case of AA
MMSE fair algorithm (for K > Nr) are [—NLT;;I times the mappings of the AA-RRS case.
Taking into account that an appropriate choice of mapping may realize a strong diversity effect,
we expect that AA MMSE will offer an advantage over AA-RRS scheme. On the other hand,
more possible mappings means higher algorithm complexity.

As it already stated, we utilize the post detection SINR information (post-detection SINR matrix
Tinr, equation (4.11)) for determining the users to form the SUG. As soon as the SUG is
determined, we use again the post detection SINR, in order to find the most effective mapping,
in the same manner as in the AA-RRS scheme. The system capacity, achieved by the best

mapping (the mapping that maximizes the system capacity), can be expressed as :
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CAA-MMSE~fair,Exs(t) = arg max CAA-MMSE-fair (t(k1, k2, -, kNg))
: i {(k1 k2, son g ) ki #kj if i35}
4.24)
where
Nt
Caa-MMSE-fair(t|(k1, k2, - kNg)) = Zlogz(l + Yinn)) 4.25)
. n=1

and g, » is calculated from equation (4.6). Note that in equation (4.24), the demand {k; #

k;,if i # j} guarantees that user will not be allocated to multiple antennas.

The flowchart is drawn in Figure 4.9. Also, a pseudocode for this scheme is given in appendix
A (Figure A.6).

The computational complexity of AA MMSE fair scheme is studied as a function of the num-
ber of active users K, and the number of transmit antennas Nt (we assume that N» = Npg).
The algorithm first performs K iterations of the MMSE algorithm to calculate -y, » between
the Np transmit antennas and K users of the SUG. The MMSE algorithm has a complex-
ity order of O(N%). After the calculation of the post-detection SNR values, the algorithm
requires (K!/(K — Nr)! comparisons to find the mapping sequence that maximizes the sys-

tem capacity. Summarizing, the computational complexity of the AA MMSE fair scheme is

OK N} + revey)-

4.4.4.1 Max-delete search (MDS) for the AA MMSE fair scheme

The exhaustive search in equation (4.24) requires Np! computations of equation (4.25), and
this overhead may be excessively large for large Nr. To reduce computational requirements, we

apply a simple heuristic mapping sequence (proposed in [137]), which is described as follows:

1) Select the largest post-detection SINR value among all the elements of the post-detection
SINR matrix Tsin.(t) (4.11). Assume that ~pm, n, is the largest one, then set ky, to the user
corresponding to the my row of T gins(2).

2) Repeat the same operation (Nt — 1) more times for a modified T 3, (t), where columns and

rows associated with the selected post-detection SINR are deleted.

This mapping scheme is called max-delete search (MDS) [137]. If (m1,mo, -+ ,mpy) is the

resulting mapping sequence of the MDS, the system capacity may be expressed as
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Figure 4.9: AA-MMSE fair algorithm
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CAA-MMSE-fair,Mps(t) = = argmax Caa-MMSE—fair (tl(k1, k2, ... kng))

: {(k1 k2o k g ) sk 0 i3}
(4.26)
Note that the max-delete search selects the best channel at each stage, but unlike the best user

scheme one user cannot be allocated to multiple transmit antennas.

4.4.5 AA VBLAST fair Scheme

This scheme is similar to the scheme described in section 4.4.4. The only difference is the use

of VBLAST detectors at the receivers. The system capacity can be expressed as :

CAA-VBLAST- fair,ExS(t) = argmax  CAa-VBLAST- fair(t|(k1, k2, ..., kng))
{{k1 k2, k) it ks if i5£5)
4.27)

where Caa—vBLAST— fair (t|(k1, k2, oo kvg)) = 57, 1085(1 + Yk n)) and g, o is calcu-
lated from equation (4.8). In the special case of K < N7, the algorithm is the same as the
VBLAST AA-RRS scheme. The flowchart of the algorithm is drawn in Figure 4.10. The pseu-
sodocode is presented in appendix A (Figure A.7).

Similarly to the AA MMSE fair scheme, the computational complexity of the AA VBLAST
fair scheme is O(K N + zK—LIiITﬁ)’ where N7 represents the VBLAST detection.

4.5 Simulation Model

'

in this section, the system capacities for the RRS, AA-RRS and the proposed packet scheduling
schemes (AA-RRS best user, VBLAST AA-RRS, VBLAST best user, AA MMSE fair and AA
VBLAST fair) are evaluated and compared. The capacity for the RRS is calculated from equa-
tion (4.2) for 20,000 random realizations of the channel matrix in equation (4.1). To evaluate
equation (4.2) for each channel matrix, the post-detection SINR values and the corresponding
weight matrix of the receiver are computed using equations (4.6) and (4.4), respectively, under
the assumption that MMSE detection is employed. Similarly, the capacity for the AA-RRS-
scheme is calculated from equation (4.5). The capacity for the VBLAST AA-RRS scheme is

83



Exploiting Multiuser Diversity for MIMO Cellular Systems using RRS Packet Scheduling and

the VBLAST Receiver

Number of
simultaneous

v

users

h 4
UGSV = (1,2,...,5u)
SVUG = {}

Initialize the UGSV (User Group to be
SerVed yet) and SVUG (SerVed User Group)

;

m } Number of users in SUG

< N
Check if ith YES
user has not @ ke = b+ 1
been served yet SUG (ku) = i
NO
=l Formation of
ES the SUG
NO
(SUG(ku + 1),..., SUG(N,)} = | YES
[SUG(1), .., SUG(N, - ku)}
NO Y,
» —
. Calculate ] VBLAST |
i = SUG(n) =™ H(t),W () [™|detection Calculate the
| ¢ post-detction
YES Calculate | SINR values
yl,n
» [NO L
Ny Find the users that
ki ky o ky) = log,(1 i i
sy ) (sucu).suc(z)....suow,»,g1 ol + Yaoa) g;/;;rr:‘ecr:gggﬁ

|

NO

feasible?

Check if the data rates
are feasible

¥

A 4
SVUG = (k,, k... ky } Update the UGSV
UGSV = (UGSV - UGSVNSVUG) and SVUG
I
'N, Calculate the
CH BT Ry = Y log(l + y,.,) normalized
n=1 system capacity

Figure 4.10:

AA-VBLAST fair algorithm
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calculated from equation (4.12), where the weight matrix of the receiver and the correspond-
ing SINR values are computed using (4.4) and (4.8) , respectively, under the assumption that
MMSE detection is employed. Finally, the capacities for the AA MMSE fair and AA VBLAST

fair schemes are calculated from equations (4.24) and (4.27) respectively.

The expected capacity is defined as the capacity averaged over all possible channel realizations,
and the 2% outage capacity is defined such that the probability of the capacity at a time slot be-
ing less than the value is 2%. The path loss exponent a py, and log normal deviation of shadow
fading og in equation (4.1) are assumed to be 3.7 and 8dB respectively. We have used these
specific values for path loss and shadowing, because these values give us a good match with
the results provided by Oh-Soon Shin and Kwang Bok Lee [137]. In the simulation we assume
different degrees of spatial fading correlation. The elements of G (t) are independent complex
Gaussian random variables with zero mean and unit variance, in the case of uncorrelated chan-
nel. In the case of correlation, the elements of G, () are determined using the model described

in chapter 3. Unless explicitly specified, the channel is assumed to be uncorrelated.

Delay time and data rate simulations are carried out in order to investigate the performance
of different packet scheduling schemes. Signal-to-noise ratios at the cell boundary (SN R
between -10dB and 10dB were considered, were (SN Rg) of vdB corresponds to

SNR, = 1016 (4.28)

Note that in the following simulation results we assume no error propagation at the receiver.
This assumption is justified since the use of coding techniques such as convolutional or turbo
codes are proved to be possible strategies to come close to the performance of a system where

no error propagation occurs.

4.5.1 Performance metrics

In this section, we discuss the performance metrics that have been used in the simulation to
characterize the performance of different packet scheduling schemes. In the following results,

two basic performance concepts are studied: the system efficiency and the faimess.
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4.5.1.1 System efficiency

System efficiency is measured in terms of the system capacity (throughput). Any algorithm that

improves the system capacity (throughput) is considered to be enhancing the system efficiency.

4.5.1.2 fairness

In a wireless network, faimess can be measured in terms of “effort” allocated to a flow by the
network or in terms of “outcome” seen by the end-user [142]. "Effort” can be defined as the
airtime devoted to a flow, whereas "outcome” is the throughput seen by the user. While in
a wireline network, the two definitions can be used interchangeably, this is not the case in a
wireless domain because of location and time-dependent variation in the perceived channel.

The round robin scheduler represents an ideal effort-fair algorithm because it allocates equal
time to all the users in the system. However, as mentioned above, in a wireless domain, equal
effort does not always yield equal outcome [143]. In our simulation the faimess is measured in

terms of time delay. The time delay is the number of TTI's (Transmission Time Intervals). For

time slot

User 2 delay =3 slots CI:I delay = l:l—_——) delay = 3 slots
2 slots
User 3 delay = 5 slots delay = delay =

2 slots 1 slot
time

- -

Figure 4.11: delay scenario for 3 users

each packet transmitted to a given user, the delay is defined as the number of idle time slots that
have occurred since the last packet was sent to the same user. Figure 4.11 illustrates a delay
scenario for 3 users. It can be seen that delay is measured in time slots as the time between
two packet transmissions to the same user. Two different statistical parameters for the delay
performance through the use of different scheduling schemes are studied. First, the average
delay is a measure of the average waiting time D for every user between each transmission. And
second, the cumulative distribution function (CDF) of the delay variable D. This distribution
is defined as

F(d) = P(D <d) 4.29)
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where d is a specific value for the delay.

Another metric - the outage capacity - connected to delay and specifically to applications with
delay constraint can be also considered as measure for the effort fairness [22]. Such application
is the case, for example, in speech transmission over wireless channels. Similarly, the criterion
for outcome faimess is chosen to be the throughput per scheduled user, which is the capacity
allocated to each user of the SUG every time slot. Outage capacity is defined as the threshold
Cth which the system capacity will be below with a probability Pout.

4.5.2 Results

In this section, the performance - in terms of system capacities - of different scheduling schemes
are evaluated and compared with each other. Also, results of different scheduling schemes are
presented in terms of time delay and data rate per scheduled user. We separate the results into

four subsections according to the following parameters.

1. Scheduling schemes (AA-RRS, AA-RRS best user, VBLAST AA-RRS, VBLAST AA-
RRS best user, AA MMSE fair, AA VBLAST fair)
2. number of transmit and receive antennas

3. increasing SN Ry

4. spatial fading complex correlation’

We will now discuss each category of results in turn.

4.5.2.1 Scheduling Schemes

In this section we measure the performance of various scheduling algorithms presented in this
chapter. The platform for all the simulations in this section is a (4,4) spatially uncorrelated
MIMO system. We use the notation (N, Ng) to denote a MIMO system with N transmit

antennas and N receive antennas.
1. AA-RRS Vs AA-RRS best user Vs VBLAST AA-RRS best user

Figures 4.12(a) and 4.12(b) show the system capacities for a (4,4) MIMO system. The transmit
power is fixed to give SNRy = 0dB (SN Ry denotes the median SNR power the cell bound-
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Figure 4.12: System capacities on a (4,4) MIMO system: (a) AA-RRS vs AA-RRS best user, (b) AA-RRS
best user vs VBLAST AA-RRS best user

ary). Figure 4.12(a) shows that AA-RRS best user scheduling scheme provides a higher system
capacity than the AA-RRS scheme and the RRS scheme. Specifically, for more than 4 users,
there is a gain on average capacity of about 81% due to AA-RRS best user scheme over AA-
RRS scheme and a gain of 116% over RRS scheme. In terms of outage capacities, the gain due
to AA-RRS best user scheme is not as high as the gain in average capacities. Specifically, the
gain on 10% outage capacity is only 51% over AA-RRS and the gain on 1% outage capacity is
31% over AA-RRS These results show that AA-RRS best user algorithm improves the system
performance in terms of system capacities. Here, we must point out that in terms of outage
capacities the AA-RRS best user scheme does not provide as much gain as for the average ca-
pacity, especially for a low outage probability. The reason for this is that the AA-RRS scheme
selects a mapping between users in different conditions and transmit antennas, and this selection
may reduce the low-tail probabilities of post-detection SINR rather than increase the average
post-detection SINR. It should be noted that the outage capacity is a more important perfor-
mance measure than the average capacity for applications with delay constraints [22]. Another
point to mention is that the system capacity for both schemes increases with the number of
users k, until k approaches the number of transmit antennas N7. This is because both schemes
obtain a diversity effect from different users in the SUG. This diversity effect is bounded by the
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number of different users in the same SUG, but the maximum number of users in the SUG is
equal to the transmit antennas Nrp.
Figure 4.12(b) compares the AA-RRS best user scheme with VBLAST AA-RRS best user
scheme in terms of system capacities. From the graph we see, that VBLAST AA-RRS best
user scheme improves the system performance. Specifically, there is a gain 18% over AA-RRS
Best User scheme in terms of average capacity. In terms of outage capacities, there is again of
27% on 10% outage capacity and gain of 20% on 1% outage capacity.

In Figure 4.13 we investigate the “outcome™ fairness of the best user algorithms. This graph

45 T T

I RRS

P I AA-RRS i
[ VBLAST AA-RRS
[ AA-RRS Best User

35| I VBLAST AA-RRS Best Usef -

data rate kbps

1 2 3 4
from highest to lower data rate

Figure 4.13: Average data rates per scheduled user every time slot for a (4,4) MIMO system,
SNR at the boundary equals 10dB

depicts the average data rates of each user in the SUG of a (4,4) MIMO system. It is shown
that the AA-RRS scheme provides a higher level of faimess among users, than the best user
scheme. Namely, the AA-RRS scheduler shares the system capacity among all users of the
SUG, which in the case of a (4,4) MIMO system consists of 4 users. On the other hand, the
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best user scheduler in practice serves only 2 users at each time slot. The same results apply
for the VBLAST AA-RRS best user scheduling. This chart shows that the RRS, AA-RRS and
VBLAST AA-RRS algorithms are significantly more “outcome” fair than the AA-RRS best
user and VBLAST AA-RRS best user schemes. It should be noted that the Best user AA-
RRS scheme is slightly less unfair than the best user VBLAST AA-RRS scheme, which clearly
favours the highest SINR user that is served each time slot.

Figure 4.14 shows the average throughput of 16 simultaneous users served by a (4,4) MIMO

45 T T T T T T T T
I AA-RRS

40t I AA-RRS best user |-
——— AA-RRS

35 —— AA-RRS best user | |

data rate kbps

0 2 - 6 8 10 12 14 16 18
from highest to lower data rate

Figure 4.14: Average data rates per scheduled user every four time slots for a (4,4) MIMO
system that serves 16 simultaneous users, SNR at the boundary equals 0dB

system during a period of 4 time slots. The transmit power is fixed to give SN Ry = 0dB. Two
scheduling schemes are compared here the AA-RRS and the AA-RRS best user scheme. Four
users are served every time slot, which means that 16 users are served after 4 time slots. From
this graph it is obvious that the AA-RRS scheme provides much higher fairmess among the
simultaneous users than the best user implementation. Notice, that with the AA-RRS sched-
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uler all the 16 users share some portion of the available throughput. On the other hand with
the AA-RRS best user scheduler only 6-7 users out of 16 are served at the same time period,
although the overall system capacity of the AA-RRS best user scheme is much higher than the
AA-RRS. In practice, the best user scheduler favors only some of the users that realize the best
radio channels to the BS.

II. AA-RRS Vs VBLAST AA-RRS
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Figure 4.15: System capacities for AA-RRS MMSE and AA-RRS VBLAST scheduling schemes
on a (4,4) MIMO system.

The characteristics of the system capacity of a (4,4) MIMO system with respect to the number
of simultaneous users is shown in Figure 4.15. The transmit power is fixed to give 10 dB
at the cell boundary (SNRy = 10dB). As we can see from this graph, the average system
capacity of the proposed VBLAST AA-RRS scheduling scheme is increased about 4% over
the conventional AA-RRS scheme. The results also indicate a similar improvement of the
VBLAST AA-RRS scheme over the AA-RRS in terms of outage capacity. It should be noted
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that the average capacity of the VBLAST AA-RRS scheme does not increase with the number
of users. That happens because the demand for feasible data rates cancels any possible capacity
improvement that could occur due to multiuser diversity. Also another thing to point out here is
that from the capacity point of view, the VBLAST RRS would be more efficient, but for delay
sensitive systems we could apply the VBLAST AA-RRS scheme. This idea is supported by the
findings of Figure 4.15. We notice that in the case of single user the VBLAST AA-RRS scheme
performs better than any multiuser case, but the single user case of VBLAST AA-RRS scheme
matches by definition the VBLAST RRS scheme. In the VBLAST RRS scheme the scheduler
serves only one user per time slot. Going back to Figure 4.13, we compare the “outcome”
fairness of the RRS, AA-RRS and VBLAST AA-RRS schemes. The RRS scheme, though it
is supposed to be the most fair scheme, is slightly less fair than the AA-RRS and VBLAST
AA-RRS schemes. Specifically, the 4th user in the RRS scheme is provided with 5.30 times
lower data rate than the 1st user, but in the case of AA-RRS and VBLAST AA-RRS the 4th
user is provided with 4.4 times less data rate than the first user, which means that the difference
between the higher data rate user and the lower data rate is bigger in case of RRS than in the

other two schemes.

I1I. AA-RRS Vs AA MMSE fair and VBLAST AA-RRS Vs AA VBLAST fair and AA MMSE fair
Vs AA VBLAST fair

Figures 4.16(a) and (b) present the performance of the AA MMSE fair scheme and AA VBLAST
fair scheme in terms of system capacities for a (4,4) MIMO system. The transmit power is fixed
to give 10 dB at the cell boundary (SNRy = 10dB). Figure 4.16(a) compares the AA-RRS
scheme with the AA MMSE fair scheme. It is obvious that there is a significant gain due to
AA MMSE fair scheme for more than Nt users (for K < Ny the AA MMSE fair algorithm is
the same as AA-RRS algorithm). Analytically, the system capacity for both schemes increases
with the number of users k, until k approaches the number of transmit antennas N. After that
point, only the system capacity of the AA MMSE fair scheme keeps improving with respect
to the simultaneous users. This is because the AA-RRS scheme obtain a diversity effect from
different users in the SUG. This diversity effect is bounded by the number of different users in
the same SUG, but the maximum number of users in the SUG is equal to the transmit antennas
Nr. Also, the SUG in the case of AA-RRS algorithm is formed in a round robin fashion. On
the other hand in AA MMSE fair algorithm, the SUG is not predefined by RRS. The SUG is

formed by the selection of the users that have not been selected during the last time period,
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Figure 4.16: System capacities on a (4,4) MIMO system: (a) AA-RRS vs AA MMSE fair, (b) VBLAST
AA-RRS vs AA VBLAST fair

Users Delay in time slots
RRS | AA-RRS | AA-RRS fair

4 3 0 0

12 11 2 2

16 15 3 3

24 23 5 )

Table 4.1: Time delay per scheduled user for a (4,4) MIMO systems and for different scheduling
schemes in a static environment.

and provide the highest post-detection SINRs. For a (4,4) MIMO system with 20 simultaneous
users, there is 69% gain on average capacity, 71% gain on 10% outage capacity and 50% gain
on 1% outage capacity, due to AA MMSE fair.
In Figure 4.16(b) we compare the VBLAST AA-RRS scheme with the AA VBLAST fair
scheme. Similarly to AA MMSE fair, the AA VBLAST fair improves significantly the sys-
tem capacities for more than Ny users (for K < N7 AA VBLAST fair algorithm is the same
as VBLAST AA-RRS algorithm).

Table 4.1 shows the the time delay per simultaneous user for a (4,4) MIMO system in a static
environment. By “static environment” we mean that the channel does not change every time

slot. Specifically, in our simulation the channel changes every 100 time slots. This table (4.1)
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measures the “'effort” faimess (airtime devoted to a flow). The AA-RRS fair provides the same
delay times as the AA-RRS. At this point, note that both AA-RRS scheme and VBLAST AA-
RRS scheme have exactly the same delay time distribution, because the decision on the users
to be transmitted every time slot is made in round robin fashion. Because of the static nature
of the channel, the delay times in case of AA-RRS fair scheme are the same as in the case of
AA-RRS algorithm. Compared to plain RRS scheme, the AA-RRS and AA-RRS fair schemes
outperform in terms of delay time, something very important for applications with delay con-
straints.

Figure 4.17 shows the the system capacities for a (4,4) MIMO system in the case of AA
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Figure 4.17: System capacities for AA MMSE fair and AA MMSE fair MDS (max-delete
search) scheduling schemes on a (4,4) MIMO system.

MMSE fair EXS (Exhaustive search) and AA MMSE fair MDS (max-delete search) schedul-
ing schemes. The transmit power is fixed to give SNRo = 0dB. The capacity difference

between exhaustive search and max-delete search search is shown to be significant for systems
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where the number of the simultaneous users exceed the number of the transmit antennas.

In conclusion, the AA MMSE fair scheme and AA VBLAST fair scheme improve significantly
the system performance in terms of system capacities and at the same time are more fair than
the AA-RRS Best User scheme and VBLAST AA-RRS best user scheme.

4.5.2.2 Number of Transmit and Receive Antennas

0 5 10 15 20 0 5 10 15
Number of Users (K) Number of Users (K)

(a) (b)

Figure 4.18: System capacities on a MIMO system: (a) symmetrical MIMO arrays, (b) asymmetrical
MIMO arrays

In this section we investigate the antenna diversity effect of MIMO systems with different
number of transmit and receive antennas. In the simulations carried out in this section the
transmit power is fixed to give 0 dB SINR at the cell boundary (SN Rq = 0 dB). We separate
our results into two groups. The first group is the symmetrical MIMO arrays, where the number
of antenna arrays at the transmitter is equal to the number of the antenna arrays at the receiver.
This group consists of the following MIMO systems: (1,1), (2,2), (4.4) and (6,6). The second
group is the asymmetrical MIMO arrays, where there are more antenna arrays at the receiver
than at the transmitter. This group consists of the MIMO systems: (1,2), (1,4), (1,6), (2,4),
(2,6) and (4,6). In Figure 4.18(a) and (b) we compare the system capacities values of the
symmetrical MIMO arrays and asymmetrical MIMO arrays respectively, in case of AA MMSE

fair scheduling, with respect to the number of simultaneous users. Note that for K (number
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of simultaneous users) < Ny the AA MMSE fair scheme is the same as the AA-RRS scheme,
which means that the results of system capacities for K < N are the same for these scheduling
schemes (exactly the same stands in the case of AA VBLAST fair scheme and VBLAST AA-
RRS scheme). In case of transmit diversity, namely when the number of transmit antennas is
increasing we have the following results. First, we will analyze the results for K < Nrp. Going
from (1,2) to (2,2) results in a 18% increase in system average capacity. Going from (1,4) to
(2,4) the increase is 36% and even going from (1,4) to (4,4) only produces an increase of 50%.
For K > Np we have, going from (1,2) to (2,2) results in a 38% increase, going from (1,4) to
(2,4) the increase is 54% and from (1,4) to (4,4) the increase is 85%. The above results point
out that the AA MMSE fair algorithm is more efficient in exploiting the transmit diversity than
the AA-RRS scheme (taking into account the results from Figure 4.16(a)). In case of receive
diversity we have the following results for K < Np. Going from (2,2) to (2,4) results in a 57%
increase in system average capacity. Going from (4,4) to (4,6) the increase is 45% and going
from (2,2) to (2,6) we notice an increase of 71%. For K > Nt we have, going from (2,2) to
(2,4) an increase of 27%. Going from (4,4) to (4,6) the increase is 24% and from (2,2) to (2,6)
there is only a 39% increase. These results show that the AA MMSE fair is not as efficient with
receive diversity as in the case of transmit diversity. In case of receive and transmit diversity we
have the following results for K < Np. Going from (2,2) to (4,4) results in a 77% increase in
system average capacity. Going from (2,2) to (6,6) the increase is 150%. For K > Nr, going
from (2,2) to (4,4) we notice a 52% increase and going from (2,2) to (6,6) the increase is 100%.
In conclusion, the AA MMSE fair scheme exploits more efficiently than the AA-RRS scheme
the available transmit diversity. On the other hand the gains are not so large in the case of

receive diversity and in the case of combined receive and transmit diversity.

In Figure 4.19(a) and (b) we compare the system capacities values of the symmetrical MIMO
arrays and asymmetrical MIMO arrays respectively, in case of AA VBLAST fair scheduling,
with respect to the number of simultaneous users. As mentioned above, for K (number of
simultaneous users) < Np the AA VBLAST fair scheme is the same as the VBLAST AA-RRS
scheme, which means that the results of system capacities for K < Ny are the same for these
scheduling schemes. Analyzing the simulation results to investigate the antenna arrays diversity
effect, we notice that the graphs of system capacities for the AA VBLAST fair algorithm are
similar to the ones studied before in the case of the AA MMSE fair scheme. This means,
that the AA VBLAST fair algorithm exploits more efficiently than VBLAST AA-RRS scheme

the transmit diversity, but is not so efficient in the case of receive diversity and in the case of
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Figure 4.19: System capacities on a MIMO system: (a) symmetrical MIMO arrays, ( b) asymmetrical
MIMO arrays

combined receive and transmit diversity.

4.5.2.3 Effect of the median SNR at the boundary SN Rg

In this section we investigate the effect of the median SNR at the boundary SN R,. Specifically
for a given SN Ry range, various packet scheduling schemes are presented and compared in
terms of system capacities.

Figure 4.20(a) shows the system capacities of a (4,4) MIMO system with 20 simultaneous users.
The AA-RRS best user scheme provides significantly higher system capacity than the AA-RRS
scheme for any value of SN R, from -10 dB to 16 dB. Specifically, for SN Rg = -10 dB, there is
a 110% gain on average capacity due to AA-RRS best user scheme over the AA-RRS scheme.
Conceming the outage capacities we have gains of 68% and 44% on outage capacities of 10%
and 1% respectively. For SN R = 16dB, there is a gain of only 54% on average capacity due
to AA-RRS best user scheme over the AA-RRS scheme. Concerning the outage capacities
we have gains of 38% and 28% for outage capacities of 10% and 1% respectively. We notice
that for lower SNR values the AA-RRS best user scheme performs better with respect to the
AA-RRS scheme. An explanation for this may be that in lower SNR, AA-RRS cannot exploit

multiple antennas to achieve a diversity effect from multiple users because the condition of the
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Figure 4.20: System capacities on a (4,4) MIMO system for various values of SNR at the boundary:
(a) AA-RRS vs AA-RRS best user, (b) AA-RRS VBLAST vs AA-RRS VBLAST best user

channel is not able to afford more than one user to be served each time slot. The AA-RRS best
user scheme may be a good solution for bad channels.

Figure 4.20(b) shows the system capacities of a (4,4) MIMO system with 20 simultaneous
users. The VBLAST AA-RRS best user scheme provides significantly higher system capacity
than the VBLAST AA-RRS scheme for any value of SN R, from -10 dB to 16 dB. Specifically,
for SNRg =-10 dB, there is a gain of 144% on average capacity due to VBLAST AA-RRS best
user scheme over the VBLAST AA-RRS scheme. Concerning the outage capacities we have
gains of 100% and 52% on outage capacities of 10% and 1% respectively. For SN Ro = 16dB,
there is a gain of only 64% on average capacity. Concerning the outage capacities, we have
gains of 53% and 48% on outage capacities of 10% and 1% respectively. As with AA-RRS
best user, for lower SNR values the VBLAST AA-RRS best user scheme performs better with
respect to the VBLAST AA-RRS scheme.

Figure 4.21(a) shows the system capacities of a (4,4) MIMO system with 20 simultaneous
users. The VBLAST AA-RRS scheme provides higher system capacity than the AA-RRS
scheme for any value of SN R, from -10 dB to 16 dB. Figure 4.21(b) compares the AA MMSE
fair scheme with the AA VBLAST fair scheme in terms of system capacities. The simulation
has been carried out for a (4,4) MIMO system with 16 simultaneous users. According to the

98




Exploiting Multiuser Diversity for MIMO Cellular Systems using RRS Packet Scheduling and
the VBLAST Receiver

i 0 M
10 15 -10 5 10 185

0 5
Median SNR al the cell boundary (SNRy) [dB]

(a) (b)

0 5
Median SNA at the cell boundary (SNRg) (8]

Figure 4.21: System capacities on a (4,4) MIMO system for various values of SNR at the boundary:
(a) AA-RRS vs VBLAST AA-RRS, (b) AA MMSE fair vs AA VBLAST fair

results, the AA VBLAST fair scheme outperforms the AA MMSE fair scheme in terms of
system capacities for any value of SN Rg from -10 dB to 16 dB. The results also indicate that
improvement of the AA VBLAST scheme is more substantial in terms of the outage capacity,
especially for a low outage possibility, than in terms of the average capacity. As we already
mention in this chapter, the outage capacity is more important performance measure than the

average capacity for applications with delay constraint.

4.5.2.4 Spatial Fading Complex Correlation

The effect of spatial fading complex correlation on different MIMO systems, is investigated.
Many different correlation scenarios are investigated. The basic idea is to start from a decorre-
lated scenario, where both the Base Station (BS) and the Mobile Station (MS) are decorrelated
(the mean absolute value of the coefficients is 0.1). Gradually, we increase the correlation either
at the base station or at the mobile station or at both the base station and the mobile station. The

correlation is increased from 0.1 to 0.9, and the results for the system capacities are presented.

First, we look at the effect of correlation on a (4,4) MIMO system for various packet scheduling

schemes. In Figure 4.22 we measure the performance of the AA-RRS scheme and the VBLAST
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Figure 4.22: Effect of spatial correlation on a (4,4) MIMO system, the correlation (at both the BS and
MS) takes values from 0.1 to 0.9.

AA-RRS scheme, in terms of system capacities. The transmit power is fixed to give SNRg =
0dB. The VBLAST AA-RRS algorithm provides a better performance than AA-RRS for any
degree of correlation, and this improvements becomes higher as the levels of the correlation
rise. Specifically, for high correlation, where the mean absolute value of the coefficients is
0.9 at both the BS and the MS (Figure 4.22), there is a 30% gain due to VBLAST AA-RRS
on average capacity. Also, there are similar gains in outage capacities because of VBLAST
AA-RRS. For outage capacity 10% the gain is 27% and for an outage capacity of 1% the gain
is 15%. If we compare these results with the results of the decorrelated scenario (correlation
0.1 at both ends) we will see that the VBLAST AA-RRS scheme is more efficient in case of
correlated channels. Specifically, the gain due to VBLAST AA-RRS on average capacity is
only 5.5%, and the gains on outage capacities 10% and 1% are 2.4% and 1% respectively.
The same conclusion can also be drawn from Figures 4.23(a) and (b). Figure 4.22(a) shows the
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Figure 4.23: Effect of spatial correlation on a (4,4) MIMO system: (a) the absolute value of the corre-
lation coefficients at the BS takes values from 0.1 to 0.9, and remains stable at MS (0.1),
(b) the absolute value of the correlation coefficients at the MS takes values from 0.1 to
0.9, and remains stable at BS (0.1)

system capacities, for different values of correlation at the BS in the case where the MS remains
decorrelated (0.1 correlation). The gain on average capacity due to VBLAST AARRS, for the
highest degree of correlation (0.9), reaches 13.5% and the gains for outage capacities 10% and
1% are 18% and 12.5% respectively. Figure 4.22(b) shows the system capacities, for different
values of correlation at the MS in the case where the BS remains decorrelated (0.1 correlation).
From these results, we notice, first, that the VBLAST AA-RRS scheme is more efficient in
case of higher correlation, and second, that when only the BS is correlated (0.1) the gain of
VBLAST AARRS over AARRS is higher than in the case when only the MS is correlated.
Specifically, the gains in the case of correlated MS are, only 10% for average capacity and 9%
for outage capacities. Figure 4.24 shows the system capacities on a (4,4) MIMO system, where
the transmit power is fixed to give SNRo = 0dB. From the above graph, we notice that the
increase of correlation does not affect the extent of the gain of the AA-RRS best user scheme
over the AA-RRS scheme. To confirm that we compare the gain on system capacities due to
AA-RRS best user scheme, in the case of decorrelated channel (0.1 correlation) with the case
of highly correlated channel (0.9 correlation). This comparison shows no extra gain because

of spatial correlation. The same results can be derived from Figures 4.25(a) and (b). Figure
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Figure 4.24: Effect of spatial correlation on a (4,4) MIMO system, the correlation (at both the BS and
MS) takes values from 0.1 to 0.9.

4.25(a) shows the system capacities in case where the MS stays decorrelated and the BS takes
different values of fading correlation from 0.1 to 0.9. Figure 4.25(b) covers the scenario where
the BS remains decorrelated and the MS is correlated.

Figure 4.26 shows the system capacities on a (4,4) MIMO system (serving 16 simultane-
ous users) under two different scheduling schemes, the AA MMSE fair scheme and the AA
VBLAST fair scheme. The transmit power is fixed to give SNRq = 0dB, where (SN Ry
denotes the median SNR power the cell boundary. The AA VBLAST fair algorithm provides
a better performance than AA MMSE fair scheme for any degree of correlation, and this im-
provements becomes higher as the levels of the correlation rise. Specifically, for high correla-
tion, where the mean absolute value of the coefficients is 0.9 at both the BS and the MS, there is
a 12% gain on average capacity due to AA VBLAST fair scheme. In the decorrelated case, this
gain is restricted to only 2%. Similar results also appear for the outage capacities. Specifically,
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Figure 4.25: Effect of spatial correlation on a (4,4) MIMO system: (a) the absolute value of the corre-
lation coefficients at the BS takes values from 0.1 to 0.9, and remains stable at MS (0.1),
(b) the absolute value of the correlation coefficients at the MS takes values from 0.1 to
0.9, and remains stable at BS (0.1)

for outage 10% and 1%, the gains due to AA VBLAST fair scheme in the case of correlated
channel (0.9 correlation), are 18% and 24% respectively. On the other hand, in the case of
decorrelated channel (0.1 correlation), gains on outage capacities are less than 3%.

Figures 4.27(a) and (b) confirm the above findings in the cases where only one of the BS or
the MS remains decorrelated (0.1 correlation) and the other end of the channel suffers fading
correlation from 0.1 to 0.9. For example in Figure 4.27(a) for the case of 16 simultaneous users
we have the following results. There is a 7% gain on average capacity due to AA VBLAST
fair over AA MMSE fair for highly correlated channel (0.9 correlation). The gains due to AA
VBLAST fair on outage capacities 10% and 1% are 12% and 18% respectively. For the "decor-
related” case the gains due to AA VBLAST on average capacity and outage capacities 10% and
1% are less than 3%. These results point out an extra gain due to VBLAST detection when the

spatial correlation is increasing.

Figure 4.28(a) and (b), and 4.29(a) and (b) show the effect of spatial fading correlation on
system capacities of MIMO systems of different number of transmit and receive antennas. Two
different packet scheduling schemes are simulated and compared, the AA-RRS scheme and
VBLAST scheme. The transmit power is fixed to give SNRy = 0dB. Figure 4.28(a) refers
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Figure 4.26: Effect of spatial correlation on a (4,4) MIMO system - 16 users, the correlation (at both
the BS and MS) takes values from 0.1 to 0.9.

to a (2,2) MIMO system. Going from decorrelated channel to highly correlated channel (or
from 0.1 to 0.9 correlation), the gain on average capacity, due to VBLAST AA-RRS scheme,
is increasing from 3.8% to 34%. For a (6,6) MIMO (Figure 4.28(b)) the respective gain is
increasing from 3% to 25%. From the above results we can see that increasing the number of
antennas at the receiver and the transmitter does not improve the efficiency VBLAST AA-RRS
scheme. The reason for that is that increasing the number of antennas is slightly decreasing
the capacity gain for the VBLAST AA-RRS scheme, because though the diversity effect is
supported, more antennas implies more users at the SUG which results in more constraints on
the feasibility test (section 4.4.2). The same conclusion can be drawn from Figures 4.29(a) and
(b), where the effect of spatial correlation on the AA-RRS and VBLAST AA-RRS schemes
is investigated for a (2,4) MIMO system and a (4,6) MIMO system. Conclusively, as larger
the antenna arrays of the MIMO system as smaller the gain due to employment of VBLAST
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Figure 4.27: Effect of spatial correlation on a (4,4) MIMO system - 16 users: (a) the absolute value
of the correlation coefficients at the BS takes values from 0.1 to 0.9, and remains stable
at MS (0.1), (b) the absolute value of the correlation coefficients at the MS takes values
from 0.1 to 0.9, and remains stable at BS (0.1)
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Figure 4.28: Effect of spatial correlation on MIMO systems of different number of transmit and receive
antennas: (a) System capacities for a (2,2) MIMO system, (b) System capacities for a
(6,6) MIMO system. For both cases, the correlation (at both the BS and MS) takes values
Jrom 0.1 to 0.9.
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Figure 4.29: Effect of spatial correlation on MIMO systems of different number of transmit and receive
antennas: (a) System capacities for a (2,4) MIMO system, (b) System capacities for a
(4,6) MIMO system. For both cases, the correlation (at both the BS and MS) takes values

from 0.1 to 0.9.

4.6 Conclusions

In this chapter, we have analyzed a number of packet scheduling schemes based on round robin
schedulers that may be used in a (N7, Ng) MIMO multiuser system. The basic functions of

each algorithm have been introduced. Particularly, we propose three different packet scheduling

algorithms :

e best user algorithm, implemented in AA-RRS best user scheme and VBLAST AA-RRS

best user scheme.

e VBLAST detection, implemented in VBLAST AA-RRS scheme, VBLAST AA-RRS
best user scheme and AA VBLAST fair scheme.

e AA (Antenna Assisted) fair algorithm, implemented in AA MMSE fair scheme and AA

VBLAST fair scheme.
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Computer simulations have been conducted to compare the above scheduling schemes. We sep-
arate the results in two main categories, the overall efficiency and faimess results. Efficiency re-
sults are presented in terms of overall system capacity (average and outage capacities). faimess
results are presented in terms of data rate per scheduled user and time delay per simultaneous
user. .

The analysis of these results shows that the employment of VBLAST detectors at the receivers
has been proven to be beneficial for the system performance, especially in the case of corre-
lated channels. Two points worth mentioning here. First each user k may need to decode data
for another user, which may require the use of encryption for security reasons. Second, we do
not consider error-propagation effects on VBLAST performance. The VBLAST RRS scheme
gives the highest average system capacity, but the VBLAST AA-RRS scheme is more efficient
for delay sensitive systems. Also, the employment of the best user algorithm is proven to create
better efficiency resuilts (higher system throughput) but at the expense of faimess. The Antenna
Assisted (AA) fair algorithm (AA MMSE fair and AA VBLAST fair) improves the system ef-
ficiency in terms of overall capacity and at the same time provides the same level of faimess
among users for the time period of [J—VK;] time slots, where K the number of simultaneous users
and Nt the number of transmit antennas.

In conclusion, taking into account the simulation results, the AA VBLAST fair scheduling
scheme is the most efficient scheduling scheme. Specifically, the AA VBLAST fair scheme
provides higher system throughput than any other scheme without impacting the faimess among

Uusers.
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Chapter 5
VBLAST Proportional Fair Scheme

5.1 Introduction

In the previous chapter we investigated the downlink performance of some improved RRS
schemes. The basic idea was to use multiple antennas to achieve diversity effect from multiple
users and at the same time enhance this diversity gain by using the VBLAST detection method.
In this chaptef we will concentrate on the proportional fair (PF) scheduler and we will study
the effect of the use of multiple antennas and VBLAST detection on the performance of the PF
scheduler in the downlink channel.

In a general multiuser scenario, a user achieves higher data rates when the wireless channel
conditions are better. Hence, the operation target of a scheduling scheme should be to take
advantage of the fluctuations of channel conditions to achieve higher utilization of radio re-
sources [87]. The performance (e.g., throughput) of a user depends on the channel condition
it experiences. As a result we can have different performance when the same resource (e.g.,
radio frequency) is assigned to different users. For example, consider a cell with many users.
Suppose that some users have good channel (they are close to the base station). On the other
hand, a few users are at cell border, where these users experience a not so good radio channel,
since there is interference from the adjacent cells and extra pathloss due to their distance from
the base station. In this scenar_io, if we assume that the resources (power, time or codes) are
assigned equally among the users the throughput of the users at the cell border will be much
lower than the rest of the users.

Packet scheduling is very important in wireless systems, since the system performance depends
directly on the scheduling decisions (allocation of the radio resources). In this section we study
proportional faimess scheduling [36] and propose some new scheduling algorithms for MIMO
systems based on this scheduling method. Proportional faimess can improve network through-
put compared to round robin (Chapter 4) as follows. Consider a number of simultaneous users
served by a cellular system. If we assume that the users experience time varying channel con-’

ditions, their performance is expected to be varying as well. The scheduling schemes choose
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which user should be transmitted to during a given TTI (Time Transmission Interval). Intu-
itively, we would serve users with better channel conditions so that the resource can be used
efficiently. At the same time, we also want to provide some form of fairness or QoS guarantees
to all users. For example, serving only users with good channels may result in very high spec-
tral efficiency, but may lead other users to starvation [36]. This critical tradeoff motivates this
work: to enhance the spectral efficiency by exploiting fluctuations of the channel conditions
while at the same time meeting the requirements for faimess or QoS among the users.

In wireline systems, assignment of a specific amount of radio resource to a user, represents an
assignment of a specific amount of data throughput. However, in wireless systems, the offered
resource to a user and the achieved data rate of this user depend on the channel condition which
varies over time. Therefore, we study two kinds of fairness: “’effort” and "outcome” [142]. "Ef-
fort” faimess can be defined as the amount of radio resources (power, codes, allocation time)
devoted to a user, whereas “outcome” is the throughput seen by the user. The basic purpose
of schéduling is to serve users that offer the best channel conditions, but the problem is how
long a user is willing to wait (for better conditions). In other words, there is a tradeoff between
system performance gain and QoS performance. In this chapter we concentrate on proportional
fair scheduling, aiming to improve its performance in terms of spectral efficiency (cell through-
put) without to lower its QoS performance in terms of faimess among the users and time delay
between subsequent transmissions to the same user. For this purpose, we employ MIMO arrays
and VBLAST architecture, in order to combine the benefits of multiuser diversity (scheduling)
and spatial diversity (multiple antennas and spatial multiplexing techniques). Also, note that
throughout this chapter we assume a packet based system, as in Chapter 4.

The chapter is organized as follows. In section 5.2, we present the system channel models for a
MIMO cellular system. In section 5.3 we discuss the PF (Proportional Fair) scheduling scheme
and the related idea of multiuser diversity. In section 5.4 we present a few implementations of
the PF scheme, specifically, we present AA-PF-MMSE single, AA-PF-MMSE multi, AA-PF-
VBLAST single, AA-PF-VBLAST multi and AA-PF-VBLAST multi fair schemes. Section

5.5 contains the simulation model and results, while section 5.6 contains our conclusions.

5.2 System Model and Capacity

We consider the downlink transmission of a single cell system comprising a base station and

K user terminals, as depicted in Figure 5.1. Our system model is much the same as the model
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Figure 5.1: Downlink MIMO cellular system.

Feedback Channel

in chapter 4, section 4.2. The base station is equipped with N transmit antennas, and each
user terminal with Ng(> N7) receive antennas. The K active users are served by the base
station in a time division fashion, and these active users are distributed uniformly over the
circular cell with radius R. The receiver of each user detects data packets intended for that user
using either a minimum mean square error (MMSE) detector or a Vertical Bell Laboratories
Layered Space-Time (VBLAST) detector. The receiver also estimates the post-detection signal-
to-interference-plus-noise ratio (SINR) for each transmit antenna, and passes this to the base
station through an uplink feedback channel. The packet scheduler at the base station using this
SINR information determines which packet to transmit through each transmit antennas. The
channel matrix H(t) between the BS and the user & for a time slot ¢ may be expressed as

(same as in chapter 4, equation 4.1)

Hy(t) = y/SNRo(ry/R)~o01105+()/10 Gy (1) G.1)

where SN Ry denotes the median SNR at the cell boundary, 7 is the distance between the BS
and the user k, apy is the path loss exponent, and Si(t) is a real Gaussian random variable
with zero mean and variance of 0. An Ng x N matrix Gi(t) represents Rayleigh-distributed
multipath fading. At this point we have to refer to the notion of change in rate concerning the
pathloss exponent and the shadowing effect. In contrast to the Rayleigh distributed multipath
fading (expressed by the matrix G(t)) which changes every time slot, the pathloss exponent
(expressed by ;) and the shadowing (expressed by the Sk () term) do not change every time

slot. In an average urban scenario the change rate of the pathloss and shadowing effect on the
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physical channel is much slower than the change rate of the Rayleigh fading (which changes
every time slot). In practice, we can assume that the pathloss exponent and the shadowing
change every 2000 time slots. In the rest of this work we will assume that these terms change
every 2000 time slots. Note that these assumptions for pathloss and shadowing do not change

v

the capacity results of Chapter 4.

5.2.1 Capacity

For the system model described in previous section the system capacity for the time slot £ may
be calculated as [137]

N
Crrnro(t|(ky, k2 o kng)) = D 1085(1 + Yoo n) . (52

n=1

where 4, n, denotes the post detection SINR for the channel between the nth transmit antenna
and the k,th user, as expressed in (4.6) after MMSE nulling. In the case of VBLAST detection
and MMSE nulling the post detection SINR ~y,, ,, is given by equation (4.8). The sequence
(k1, k2,..., kny) represents a mapping between transmit antennas and users, with k,, denoting

the user index assigned to the nth transmit antenna.

5.3 Proportional Fair Algorithm

This algorithm was firstly described in [89] and further analyzed in [85], [96], [99], [101].
According to [36], the proportional fair scheduler at each scheduling instant serves the user ¢

with the largest instantaneous channel quality D RC;(t) relative to the average data rate R;(t) :

k(t) = arg max DRC(t) (5.3)
ie{r.2,ky Rilt)
where k(t) denotes the user index to be served at the ¢th time slot, DRC}(t) is the instantaneous

data rate experienced by user.i if it is served by the Packet Scheduler, and R;(t) is the average

data rate (or average throughput) received by the mobile over a window of appropriate size.

In real systems, packet scheduling is constrained by the maximum application-delay tolerance,

though this delay requirement is much more relaxed for packet data services than for voice
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or streaming video services [78]. Data packet transfers include applications such as HTTP,
FTP, email, and database backup. Such type of transfers tend to have zero tolerance for packet
loss, and high tolerance for delay. On the other hand, video/voice streaming includes real time
applications such as video conference or voice communication products. Video/voice streaming
tend to have low tolerance for packet loss, but much stricter tolerance for delay. The scheduling
scheme must also consider the fainess among multiple users for the service. The proportional
fair scheme [89] [36] aims to help this issue. The proportional fair scheme exploits temporal
variations of the channel conditions in the scheduling decision. This algorithm serves a user
when the instantaneous relative channel quality outperforms the one from the remaining users
in the cell. The instantaneous channel condition of the kth user at the {th time slot can be
represented as the supportable data rate R;(t) fed back from the user. Using the supportable
rates of users, the PF scheduling decision at the time slot ¢ may be expressed as in equation
(5.3) [36). R;(t) is an estimate of the average supportable rate of the ith user, and it is obtained

using a low pass filter with a time constant of ¢, slots as [36]

Ri(t) = (1 - 1/t)Ri(t — 1), itk

, (54
Ry(t) = (1 = 1/tc)Re(t — 1) + (1/tc) DRCy(2)

where DRC}(t) represents the user data rate in the present TTI (transmission time intervals) ¢.
Equation (5.4) is updated every TTI with a user data rate DRC(t) equal to zero if the user is
not served, and with a data rate equal to the transmitted bits divided by the TTI duration if the
user is scheduled and successfully receives his packet. The averaging length ¢, should be set
long enough to ensure that the process averages out the fast-fading variations, but short enough
to still reflect medium term conditions such as the shadow fading [144].

For reasons of simplicity, the traffic model employed in this work does not include any traffic
inactivity (i.e. the infinite buffer model) [145]. In the case of a bursty traffic model, during
the periods the user does not have data to transmit, the user throughput decreases. This reduc-
tion of the user throughput during the traffic inactivity periods artificially increases the priority
computation of the proportional fair algorithm (equation (5.3)). In order to avoid that the bursti-
ness influences the priority computations, the stochastic approximation of the user throughput
(equation (5.4)) should only be updated when the users have data queued for transmission (or
when they are served). In our model though we will always use the equation (5.4) and update

it for all time instants.
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5.3.1 Multiuser Diversity

The basic concept of diversity is: transmit the signal via several independent diversity branches
to get independent signal replicas. Traditional forms of diversity include time, frequency and
antennas. Multiuser diversity arises from independent fading channels across different users
[79]. This fact could be exploited by a scheduling scheme. In particular, due to the time shared
nature of the transmission model, the packet scheduler can serve at any instant the user with
the most favourable channel quality characteristics, thereby introducing a degree of selection
(multi-user) diversity, with benefit for the user and/or system throughput. In this work we in-
vestigate the improvement from antenna diversity (multiple antennas) and multiuser diversity.
It has been proven by Jiang [78], that in a data network of multiple users, multiuser diver-
sity can greatly increase system throughput. Motivated by Tse [79], one approach to increase
the throughput of multi user systems is to use multiuser diversity to take advantage of the in-
dependence of the fading statistics of different users. In this chapter we will investigate the
performance improvements offered by the application of multiuser diversity to spatial multi-
plexing systems (MIMO antennas). Specifically we study the interaction of the proportional
fair scheduling scheme with spatial multiplexing techniques (MIMO arrays and VBLAST de-

tection).

5.4 Proportional Fairness Scheduling Schemes Variants

In this chapter a few variants of the proportional fair scheduling scheme have been imple-
mented. These algorithms are presented in the subsequent subsections. All these schemes are

based on the proportional fair scheme as presented by Jalali in [36].

5.4.1 Antenna Assisted Proportional Fairness MMSE single (only one user each

time slot)

The antenna assisted proportional faimess MMSE single (AA-PF MMSE single) scheduling
scheme is a straight forward implementation of the PF scheme in the case of MIMO wireless
links. Originally the PF scheme has been proposed for SISO (single-input single-output) and
SIMO (single-input multiple-output) systems ([36]). In this section we present an PF schedul-
ing scheme for the case of a MIMO cellular system as described in section 5.2. When multiple

input and multiple output systems achieve spatial multiplexing, multiple spatial links are cre-
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ated at each time slot [136]. Each spatial link consists of those formed between the N transmit
antennas and Ny receive antennas of each user. Different information symbols can be trans-
mitted through these multiple spatial links during the same time slot. As a result, the data rate

DRC; of user i is represented by the sum of the data rates of the N spatial links for that user

Nt
DRC;(t) = Y Rinlt) (5.5)
n=1

where Ry (t) denotes the data rate of the nth spatial channel for the kth user at the {th time

slot.

In the AA-PF single scheme (like all PF schemes) the scheduler selects the mobile with the
highest ratio DRC;(t) /R;(t). This can be expressed as

DRCi(t)
k() = —— 5.6
® iea{ig,zfﬁ(} Ri(t) ©9

where k(t) denotes the user selected to be served at the tth time slot, DRC(t) is the instanta-
neous data rate experiehced by user i if it is served by the Packet Scheduler, and R;(¢) is the
average data rate (or average throughput) received by the mobile over a window of an appro-
priate time duration. The computation of the user throughput R;(t) is given from the following

equation

Ri(t) = (1 - 1/to)Ri(t = 1), ik

5.7
Ri(t) = (1 = 1/tc)Re(t — 1) + (1/t.) DRC(2)

where DRC}(t) is given from the following equation in the case of a MIMO multiuser system,

where each receiver is equipped with MMSE detector.

Nr
DRCFF #insley) = 3 logy (1 + Yk,n(t)) (5.8)

n=1

where 7 » denotes the post-detection SINR for the channel corresponding to the nth transmit

antenna and the kth user. The post-detection SINR is defined as the SINR of a transmit symbol
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after MMSE nulling, and it may be expressed as [141]

_ Pr|[Wk(t)H (t)]nn|2
Tenlt) = — N7 > Nr - (59)
N NT oLy Wk (B)laml? + Pr oy ot Wk () Hi(2)]am|
where Pg is the total received signal power, and a%, is the noise power per received antenna.

The nulling weight matrix W (t) for the MMSE is given as [141]

Wi(t) = HE (t) (Hx(®HE (t) + (0°Nr/P)In,) ™ (5.10)

where () denotes the conjugate transpose, and Iy, is the Ng x N7 identity matrix.

Specifically, the flowchart for the scheme is shown in Figure 5.2. Also, the pseudocode is given
in appendix B (Figure B.1).

The computational complexity of AA-PF MMSE single scheme is studied as a function of the
number of active users K, and the number of transmit antennas N (we assume that Ny = Npg).
The algorithm first performs K iterations of the MMSE algorithm to calculate v, 5, between the
N7 transmit antennas and K users of the SUG. The MMSE algorithm has a complexity order
of O(N%). After the calculation of the post-detection SNR values, the algorithm requires K
comparisons to find the mapping sequence that maximizes the system capacity. Summarizing,

the computational complexity of the AA-PF MMSE single scheme is O(K N3 + K).

5.4.2 Antenna Assisted Proportional Fairness VBLAST single (only one user
each time slot) :

The Antenna Assisted Proportional Faimess VBLAST single (AA-PF-VBLAST single) scheme
is based on the AA-PF-MMSE single scheme (described above). The basic change is the
use of VBLAST detectors at the receivers instead of the MMSE detectors used in AA-PF-
MMSE scheme. The AA-PF-VBLAST scheduling procedure starts with the application of the
VBLAST detection at the receivers of all users and the computation of the SINR values using
equation (4.8). Then, the scheduler assigns all the antennas to the user with highest DRC;;/R;

ratio (as in the equation (5.6)).

The flowchart of the AA-PF-VBLAST single algorithm is shown in Figure 5.3. The pseudocode
is presented in appendix A (Figure B.2).
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The computational complexity of AA-PF VBLAST single scheme is studied as a function of the
number of active users K, and the number of transmit antennas N (we assume that Ny = NRg).
The algorithm first performs K iterations of the VBLAST algorithm to calculate vy, » between
the N7 transmit antennas and K users of the SUG. The VBLAST algorithm has a complexity
order of O(N,}). After the calculation of the post-detection SNR values, the algorithm requires
K comparisons to find the mapping sequence that maximizes the system capacity. Summariz-

ing, the computational complexity of the AA-PF VBLAST single scheme is O(K N% + K).

5.4.3 Antenna Assisted Proportional Fairness multi (more than one user each

time slot)

The AA-PF-MMSE single scheduling scheme in section 5.4.1 allocates all N spatial links to
one user, so that during each time slot only one user is served. However, in multiple input and
multiple output systems based on spatial multiplexing, each spatial link or transmitter could be
allocated to more than one users each time slot. Exploiting this advantage by packet scheduling
is the basic idea of the Antenna Assisted Proportional Fairness multi scheduling algorithm (AA-
PF multi). In particular, we aim to enhance the performance of the PF scheme by combining
the multiuser diversity offered by the PF scheduler and spatial diversity offered by the MIMO
antenna technology. Multiuser diversity is achieved by exploiting the independence of the the
fading statistics of different users by selecting the simultaneous user with the best channel
conditions [136]. On the other hand spatial diversity is achieved through antenna diversity by
using MIMO antenna arrays [78]. In the AA-PF multi scheme, transmit antennas are allocated
to more than one different users at each time slot, and the scheduling process is performed in Np
sequential stages. At each stage, one transmit antenna is allocated to the user that experiences
the best channel conditions in the proportional fair sense, and the average data rates of users

are calculated according to the allocation decisions. The algorithm is summarized below.

The scheduler assigns the mobile to the antenna that gives the highest ratio DRC (t)/Ri n(t).
This can be expressed as:
kq(t) = arg max M (5.11)
ie{12,,k} Rin(t) .
where ki, (t) denotes the user index selected to be assigned to the nth transmit antenna at the
tth time slot, DRC; ,(t) is the instantaneous data rate experienced by user ¢ if it is assigned to

nth transmit antenna, and R; ,,(t) is the average data rate (or average throughput) transmitted
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by the nth antenna and received by the mobile user ¢ over a window of appropriate size. The

computation of the user throughput R; »(t) is given from the following equation

-Ri,n(t) = (1 - l/tc)Ri,n(t - l)a i#k

(5.12)
Rin(t) = (1 = 1/te)Ren(t — 1) + (1/tc) DRCj,n(t)

where DRC}, ,(t) is given from the following equation in the case of a MIMO multiuser sys-

tem, where each receiver is equipped with MMSE detector.

DRC{A™PF ™8 (1) = logy(1 + k(1)) (5.13)

where v, , denotes the poét-detection SINR for the channel corresponding to the nth transmit
antenna and the kth user. The post-detection SINR is defined as the SINR of a transmit symbol
after MMSE nulling and it can be computed using equation (5.9).

It should be noted that the AA-PF muiti algorithm demands Nt times more computations than
the AA-PF single scheme but offers higher degree of faimess among the simultaneous users.
The flowchart of the AA-PF multi scheduling algorithm is drawn in Figure 5.4. The pseudocode
is shown in appendix B (Figure B.3).

The computational complexity of AA-PF MMSE multi scheme is studied as a function of the
number of active users K, and the number of transmit antennas Ny (we assume that N = Ng).
The algorithm first performs K iterations of the MMSE algorithm to calculate g, » between
the Np transmit antennas and K users of the SUG. The MMSE algorithm has a complexity
order of O(N%). After the calculation of the post-detection SNR values, the algorithm requires
Nr iterations, with K comparisons in each iteration to find the best users in a proportional
fair sense to form the SUG. Summarizing, the computational complexity of the AA-PF MMSE
multi scheme is O(K N% + K Nr).

5.4.4 Antenna Assisted Proportional Fairness VBLAST multi (more than one

user each time slot)

The Antenna Assisted Proportional Faimess VBLAST multi (AA-PF-VBLAST multi) scheme
is based on the AA-PF multi scheme (section 5.4.3). The basic difference is the use of VBLAST
[131] detectors at each receiver. Similarly to Chapter 4, the main idea of using VBLAST de-
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tection is the feature of the symbol cancellation. Using symbol cancellation, interference from
already-detected components of the transmitted signal are subtracted out from the received sig-
nal vector, resulting in a modified receiver vector in which fewer interferers are present. When
nulling with symbol cancellation are used together (VBLAST) the system performs better than
in the case of pure nulling {131]. The algorithm can be executed following the steps described
in section 5.4.3 (equations (5.11)-(5.13)). There are only two differences.

First, in equation (5.13) the post-detection SINR of a transmit symbol after VBLAST detection

with MMSE nulling can be computed using the following equation

PR| [ch (t)Hk (t)]nn |2

- o% Nr Eﬁgl W k(®)]am|* + Pr Zﬁil,m;en,,wpkm(t) W () H i () ]nm |2
(5.14)

Yk,n (t)

this equation has been explained thoroughly in Chapter 4 section 4.4.1. Another point to be
noted is that the data rates have to be feasible (Section 4.4.2), because of the use of VBLAST
detection. In short, the assumed data rates have to be smaller than the capacities of the wireless
links. In the VBLAST algorithm, a signal must be detected successfully for it to be subtractively
cancelled. This constraint is satisfied by the application of the feasibility test (Section 4.4.2,
Figure 4.6).

The general AA-PF-VBLAST multi scheduling algorithm, that has been simulated in this work,
may be expressed as in Figure 5.6. Also the pseudocode for this scheme is given in appendix
B (Figure B.4). For simulation performance reasons, the simulated algorithm does not apply
'VBLAST detection to all the simultaneous users each time slot, as that would be too computa-
tionally intensive. Specifically, each time slot we first apply MMSE detection for all the users
K. The scheduler creates the SUG (Scheduled User Group, section 4.3.2) choosing the Nt
users with the highest DRC; »/R; », computing the SINR values using equation (5.9) (exactly
as in section 5.4.3). As soon as the SUG is formed, we apply VBLAST detection at receivers
of the users that have been chosen to form the SUG. Finally, the scheduler assigns the users to

the antennas that give the highest DRC; n(t)/Rin () ratios at the time slot ¢ :

kn(t) = arg max DRCin(t) (*)

= (5.15)
i€{SUG(L),SUG(2),~,SUG(N)} Rim(t)

121



VBLAST Proportional Fair Scheme

Mobile Users

User 1 — VBLAST —

User2 {—» yBLAST

User 3 |—» VBLAST —

v

< B
DRC

R

L1

DRC,,

12

DRC,,

22

DRC

Ry

DRC,,

\ R

(orc,, \

Figure 5.5: AA-PF-VBLAST multi scheme - example

122



VBLAST Proportional Fair Scheme

In Figure 5.5, an example of the implementation of the AA-PF-VBLAST multi scheme is de-
picted. In this MIMO (2,2) system there are 3 simultaneous users. After VBLAST detections
at each mobile users the values for the ratio DRC} /R, ,, are calculated and sent back to the
base station through the feedback channel. Using these ratios the scheduler creates the SUGs
selecting the mappings that give the highest DRC; , / Ri .

Similarly to the AA-PF MMSE multi scheme, the computational complexity of the AA-PF
VBLAST multi scheme is O(K wa + K Nr), where N,} represents the VBLAST detection.

5.4.5 Antenna Assisted Proportional Fairness VBLAST multi fair (more than
one users each time slot - but users not allowed to be assigned to multiple

antennas)

Antenna Assisted Proportional Faimess VBLAST multi fair (AA-PF-VBLAST multi fair) is
based on the AA-PF-VBLAST multi (section 5.4.4). The difference is that in AA-PF-VBLAST
multi fair scheme, one user is not allowed to be assigned to multiple antennas. This constraint
is meant to improve the fairness among the users, allowing more users to be served in each
time slot. According to AA-PF-VBLAST multi scheme, the scheduler assigns to each antenna
the best user in the proportional fair sense (for the spatial channel between this user and the
corresponding transmit antenna). In practice for every time slot, there is always one user that is
closer to the base station and this user establishes the best channels between himself and most
of the base station’s transmit antennas. This phenomenon leads the scheduler to assign the most
of the antennas to same user. This is why the AA-PF-VBLAST multi fair scheduler does not
allow more than one transmit antenna to be allocated to the same user. The AA-PF-VBLAST
multi fair algorithm is the same as the AA-PF-VBLAST multi (section 5.4.4), apart from the

constraint that each time slot no more than one antenna may be assigned to the same user:

DRC;,(t)
kn(t) = arg max —
i€{SUG(1),SUC(2),,SUG(Nr)} Rin(t)
i¢{k1,k2, kn-1}

(5.16)

The computational complexity of the AA-PF VBLAST multi fair scheme is the same as that of
AA-PF VBLAST multi scheme, O(K N4 + K Nr).
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5.5 Simulation

In this section, the performance.of the AA-PF single, AA-PF multi, AA-PF-VBLAST single
and AA-PF-VBLAST multi, AA-PF-VBLAST multi fair scheduling schemes is evaluated and
compared with one another in terms of the system capacity (throughput), the faimess and the
time delay. Also the capacity performance of selected scheduling schemes from Chapter 4
(VBLAST AA-RRS and AA VBLAST fair) is compared with scheduling schemes from Chap-
ter 5. The system capacity is normalized by the S)—'stem bandwidth. For the AA-PF single;'
AA-PF multi, AA-PF-VBLAST single and AA-PF-VBLAST multi, AA-PF-VBLAST multi
fair scheduling schemes, the system capacities are given from equation (5.5) using 20,000 ran-
dom realizations of the channel matrix in equation (5.1). The Ry, values used in equation
(5.5) are calculated using equation (5.9) for the case of AA-PF single and AA-PF multi and
the equation (4.8) is used in the case of AA-PF-VBLAST single and AA-PF-VBLAST multi,
AA-PF-VBLAST multi fair scheduling schemes. The system capacity is evaluated in both the
average sense and outage sense. The average capacity sets an upper bound for the achievable
throughput and outage capacity and is a very important performance measure for applications
with delay constraint [22]. The average capacity is defined as the capacity averaged over all
possible channel realizations, and the % outage capacity is defined such that the probability of
the capacity at a time slot being less than the value is z%. The path loss exponent a pf, and log
standard deviation of shadow fading o, in (5.1) are assumed to be 3.7 and 8 dB, respectively.
We have used these specific values for path loss and shadowing, because these values give us a

good match with the results provided by Oh-Soon Shin and Kwang Bok Lee [137].

5.5.1 Results

In this section, the performances - in terms of system capacities and time delays - of different
scheduling schemes are evaluated and compared with each other. Also, results of different
scheduling schemes are presented in terms of time delay and data rate per scheduled user. We

separate the results into four subsections according to the following parameters.

1. Scheduling schemes throughput ( AA-PF single, AA-PF multi, AA-PF-VBLAST single
and AA-PF-VBLAST multi, AA-PF-VBLAST multi fair, VBLAST AA-RRS and AA
VBLAST fair).

2. Effect of number of transmit and receive antennas on system throughput.
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3. Time delay per simultaneous user.

4. Effect of spatial fading complex correlation on system throughput.

We will now discuss each category of results in turn.

5.5.1.1 Scheduling Schemes

In this section we measure the performance of various scheduling algorithms presented in this
chapter. The platform for all the simulations in this section is a (4,4) spatially uncorrelated
MIMO system. We use the notation (N7, Ng) to denote a MIMO system with N transmit

antennas and Ny receive antennas.

Number of Users (K) Number of Users (K)
(a) (b)

Figure 5.7: System capacities on a (4,4) MIMO system (SNR at boundary = 0dB): (a) AA-PF-MMSE
single vs AA-PF-VBLAST single, (b) AA-PF-MMSE multi vs AA-PF-VBLAST multi

1. MMSE detection vs VBLAST detection

The detection method that is employed at the receivers, plays important role in system per-
formance. Figures 5.7(a) and (b) show an improvement in terms of system capacity due to
the use of VBLAST detectors for a (4,4) MIMO system. The transmit power is fixed to give
SNRy = 0dB (SN Ry denotes the median SNR power at the cell boundary). Figure 5.7(a) in-
vestigates the performance of the AA-PF single scheme for the case of MMSE detection and for
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the case of VBLAST detection. Specifically, for 20 users, there is a gain on average capacity of
about 9% due to VBLAST detection over MMSE detection. In terms of outage capacities, the
gain due to VBLAST detection for the 10% outage capacity is 19% over MMSE detection and
the respective gain on 1% outage capacity is 18%. Similarly, Figure 5.7(b) compares the the
AA-PF-MMSE multi algorithm with the AA-PF-VBLAST multi algorithm. For any number of
users the AA-PF-VBLAST multi method outclasses the AA-PF-MMSE multi method. Specifi-
cally, forin the case of 1 user, there is a gain on average capacity of about 26% due to VBLAST
detection over MMSE detection. For 20 simultaneous users, there is a similar gain on average
capacity of about 20% due to VBLAST detection over MMSE detection. In terms of outage
capacities, the gain, for a system with 20 users due to VBLAST detection on 10% outage capac-
ity is 24% over MMSE detection and the respective gain on 1% outage capacity is 25%. These
results show that the employment of VBLAST detectors improves the system performance in
terms of system capacity and outage capacity both in the case of “'single” and “multi” schedul-
ing algorithms. Here, we must point out that in the case of AA-PF multi schemes, the additional
improvement due to VBLAST detection tends to decrease when the number of active users is
increased. In particular going from 1 user to 20 users, the gain is reduced from 26% to 20%.
The reason for this is that in the case of “multi” schemes, the feasibility constraint imposed by
the VBLAST technique restricts the efficiency of the VBLAST based “multi” schemes.

II. "single” schemes vs “multi” schemes

Figures 5.8(a) and (b) show direct comparisons of the performance of the “single” schemes ver-
sus the performance of the “multi” schemes in terms of system capacity and outage capacity.
Specifically, Figure 5.8(a) compares the AA-PF-MMSE single scheme with the AA-PF-MMSE
multi scheme. For any number of users, the AA-PF-MMSE multi scheme outperforms signif-
icantly the AA-PF-MMSE single scheme. In terms of average system capacity, the “multi”
scheme provides a gain of 14% over the respective "single” scheme, for a system with 20 users.
For the same number of users, the gain due to "multi” scheme for the 10% outage capacity
is 54% over the “single” scheme. In terms of 1% outage capacity, the AA-PF-MMSE multi
scheme offers 2.5 times higher capacity than the respective single scheme. The performance
of the AA-PF-VBLAST single scheme and the AA-PF-VBLAST multi scheme, is shown in
Figure 5.8(b). As in the case of the AA-PF-MMSE schemes (where the "multi” scheme outper-
forms the “’single” scheme), the AA-PF-VBLAST schemes manifest a similar behavior. For any

number of users, the AA-PF-VBLAST multi scheme outperforms the AA-PF-VBLAST single
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scheme. In terms of average system capacities, the “"multi” scheme is offering a 30% gain over
the respective “single” scheme, for a system with 20 simultaneous users. The gain due to the
“multi” scheme for the 10% outage capacity is 61% over the "single” scheme and the respec-
tive gain on 1% outage capacity is 420%. Here, note that the AA-PF-VBLAST multi scheme
achieves a higher gain over the AA-PF-VBLAST single compared to the respective gain due
to AA-PF-MMSE multi scheme over the AA-PF-MMSE single. The VBLAST architecture is
proven to exploit multiuser diversity better than MMSE detection.

~—+— Average capacity MMSE PF —_— capacity VBLAST PF

30 b mw,mﬂ'ﬁ Y e T:vasus,:rw
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LR Y

Figure 5.8: System capacities on a (4,4) MIMO system (SNR at boundary = 0dB): (a) AA-PF-MMSE
single vs AA-PF-MMSE multi, (b) AA-PF-VBLAST single vs AA-PF-VBLAST multi

III. AA-PF-VBLAST multi vs AA-PF-VBLAST multi fair

The AA-PF-VBLAST multi fair scheme, by not allowing multiple antennas to be allocated to
the same user, offers more fairness among users, but what happens with the system throughput
and the user throughput? Figure 5.9 presents the performance of the AA-PF-VBLAST multi
scheme and the AA-PF-VBLAST multi fair scheme in terms of system capacities for a (4,4)
MIMO system. The transmit power is fixed to give 0 dB at the cell boundary (SN Ry = 0dB).
First of all, note that for less than Nt (=4) users both schemes manifest exactly the same
performance. This is expected due to the fact that for a system with active users less than
the transmit antennas (K < Nr), the AA-PF-VBLAST multi fair scheme allows multiple

antennas to be allocated to the same users. For any number of active users more than N, the
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Figure 5.9: System capacities on a (4,4) MIMO system (SNR at boundary = 0dB)

faimess constraint imposed by the AA-PF-VBLAST multi fair scheme, leads to a degradation
of the system performance. Specifically, for 20 users, there is a 58% decrease in terms of the
system capacity due to the AA-PF-VBLAST multi fair scheme. Similar degree of degradation
is observed for the outage capacities. The explanation for the degradation in cell throughput
due to AA-PF-VBLAST multi fair scheme, is that for any time instant ¢ there would not be
in practice more than two users experiencing good channel conditions at the same time (as we
can see from Figure 5.11). Which means that in a (4,4) MIMO system the “fair” scheduler
will serve two users with good channel conditions and two others with much poorer channel

conditions. This assignment will be at the expense of the system throughput.

Figures 5.10(a) and (b) show the cumulative distribution functions of the date rates of different
PF scheduling schemes in a (4,4) MIMO system with 20 simultaneous users. There are two
types of data rates presented in the graphs, the data rates of “all” users and the data rates of
the “selected”” users. The data rates of "all” users, are all the requested data rates (per user/per
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Figure 5.10: Data Rate per user for a (4,4) MIMO system (SNR at boundary = 0dB), with 20 active
users: (a) AA-PF-VBLAST single vs AA-PF-VBLAST multi, (b) AA-PF-VBLAST multi vs
AA-PF-VBLAST multi fair

transmit antenna) before the selection of the best users in the proportional fair sense by the
scheduler (note that these data rates values are calculated using MMSE detection). The data
rates of the “selected” users are the the data rates (per user/per transmit antenna) after the
selection of the best users in the proportional fair sense by the scheduler (note that these data
rates values are calculated using VBLAST detection). Figure 5.10(a) shows the data rates of
the AA-PF-VBLAST multi scheme and the AA-PF-VBLAST single scheme. The graph shows
that both schemes have almost the same distributions for all” calculated data rates as might
be expected. On the other hand, there is an increase in the "selected” users data rates due to
the AA-PF-VBLAST multi scheme. This implies that there is a multiuser diversity gain, as
we would expect due to the AA-PF-VBLAST multi scheme. Note here, that the distribution
function of the “selected” data rates are steeper than the cdf of the "all” data rates. This is
something we expect because the selected” data rates are preferentially selected out of the
pool of "all” data rates. In Figure 5.10(b), the cumulative distribution functions of the data
rates of the AA-PF-VBLAST multi and AA-PF-VBLAST multi fair scheduling schemes are
plotted. The system has 20 active users. The graph shows a decrease in the “selected” data
rates due to the AA-PF-VBLAST multi fair scheme. The reason for that is that the AA-PF-
VBLAST multi fair scheduler, by not allowing multiple antennas to be assigned to the same
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user, reduces the set of data rates available for selection.

I AA-PF-VBLAST multi fai
N AA-PF-VBLAST multi |

data rate kbps

3 4

1 2
from highest to lower data rate

Figure 5.11: Average data rates per scheduled user every time slot for a (4,4) MIMO system,
SNR at the boundary equals 0dB, 20 active users.

In Figure 5.11 we investigate the "outcome” fairness of the AA-PF-VBLAST multi scheme
and AA-PF-VBLAST multi fair scheme. This graph depicts the average data rates of each
(different) user in the SUG of a (4,4) MIMO system, with 20 simultaneous users, normalized
by the system capacity. The purpose of this graph is to show how the system capacity available
in each time slot is shared by the users. In the simulated system, no more than 4 users may
be served each time slot (there are Ny = 4 transmit antennas). It is shown that the AA-PF-
VBLAST multi fair scheme provides a higher level of fairness among users. Namely, in each
time slot the AA-PF-VBLAST multi fair scheduler allocates the system capacity among Np
users (in our system there are Ny = 4 transmit antennas). On the other hand, the AA-PF-
VBLAST multi scheduler in practice serves only 2 users at each time slot, allocating 92% of

the system capacity to the first user and the other 8% to the second. Note here, that the plotted
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values are normalized to system capacity. The absolute values of the system capacity for these
scheduling schemes are plotted in the Figure 5.9.
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Figure 5.12: System capacities on a (4,4) MIMO system (SNR at boundary = 0dB)

In this section we compare the AA-PF-VBLAST multi scheme with two scheduling schemes
presented in Chapter 4. Specifically we compare AA-PF-VBLAST multi scheme with the
VBLAST AA-RRS and the AA VBLAST Fair schemes. Figure 5.12 presents the performance
of the AA-PF-VBLAST multi scheme and the VBLAST AA-RRS scheme (section 4.4.1) in
terms of system capacities for a (4,4) MIMO system. The transmit power is fixed to give 0
dB at the cell boundary (SNRy = 0dB). It is obvious that there is a significant gain due to
AA-PF-VBLAST multi scheme. Analytically, the system capacity for AA-PF-VBLAST multi
schemes increases with the number of users k giving a 106% gain on system capacity over
the VBLAST AA-RRS (doubles the capacity) in case of 20 simultaneous users. For outage
capacity 10% there is 91% gain and for 1% outage capacity there is 84% gain. This is because
the AA-PF-VBLAST multi scheme has a larger user selection range than the VBLAST AA-
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RRS scheme. In VBLAST AA-RRS scheme only Nt predefined users by the RRS algorithm
are available for selection each time slot. On the other hand, in AA-PF-VBLAST multi scheme
the scheduler can chose any of the k simultaneous users. This feature of the AA-PF-VBLAST
multi scheme leads to a stronger diversity effect and higher system capacity.
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Figure 5.13: System capacities on a (4,4) MIMO system (SNR at boundary = 0dB)

Figure 5.13 compares the performance of the AA-PF-VBLAST multi scheme with the AA
VBLAST Fair scheme (section 4.4.5) in terms of system capacities for a (4,4) MIMO system.
The transmit power is fixed to give 0 dB at the cell boundary (SNRo = 0dB). The graph
shows that the AA VBLAST Fair scheme provides a higher system capacity than the AA-PF-
VBLAST multi scheme for more than 12 active users. On the other hand for less active users
the AA-PF-VBLAST multi scheme offers a average capacity gain. In terms of outage capacity,
the AA VBLAST Fair scheme outperforms the AA-PF-VBLAST multi scheme for the whole
range of active users, but again for more than 12 users this improvement due to AA VBLAST

Fair scheme is more clear.
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5.5.1.2 Number of Transmit and Receive Antennas
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Figure 5.14: System capacities on a (4,4) MIMO system (SNR at boundary = 0dB) - AA-PF-VBLAST
single scheme: (a) symmetrical MIMO arrays (b) asymmetrical MIMO arrays

In this section, we investigate the antenna diversity effect of MIMO systems with different num-
bers of transmit and receive antennas for different PF scheduling schemes. In the simulations
carried out in this section the transmit power is fixed to give 0 dB SINR at the cell boundary
(SNR; = 0 dB). We separate our results to two groups. The first group is for symmetrical
MIMO arrays, where the number of antenna arrays at the transmitter is equal to the number of
the antenna arrays at the receiver. This group consists of the following MIMO systems: (1,1),
(2,2), (4,4) and (6,6). The second group is the asymmetric MIMO arrays, where there are more
antenna arrays at the receiver than at the transmitter. This group consists of the MIMO systems:
(1,2), (1,4), (1,6), (2,4), (2,6) and (4,6). In Figure 5.14(a) and (b) we compare the system capac-
ities values of the symmetrical MIMO arrays and asymmetrical MIMO arrays respectively, in
case of AA-PF-VBLAST single scheduling, with respect to the number of simultaneous users.
In case of transmit diversity, namely when the number of transmit antennas is increasing we
‘have the following results (for the case of 20 simultaneous users). Going from (1,2) to (2,2)
results in a 57% increase in system average capacity. Going from (1,4) to (2,4) the increase
is 64% and going from (1,4) to (4,4) produces an impressive increase of 166%. The above
results point out that increased spatial multiplexing provides a significant capacity benefit on

134



VBLAST Proportional Fair Scheme

the AA-PF-VBLAST single scheme.

In case of receive diversity we have the following results for a system with 20 active users.
Going from (2,2) to (2,4) results in a 22% increase in system average capacity. Going from
(4,4) to (4,6) the increase is 12% and going from (2,2) to (2,6) we notice an increase of 32%.
These results show that the AA-PF-VBLAST single is not as efficient with receive diversity as
in the case of transmit diversity. In case of combined receive and transmit diversity we have
the following results for 20 active users. Going from (2,2) to (4,4) results in a 98% increase in
system average capacity (doubling the number of antennas results in double system capacity).
Going from (2,2) to (6,6) the increase is 193%.
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Figure 5.15: System capacities on a (4,4) MIMO system (SNR at boundary = 0dB) - AA-PF-VBLAST
multi scheme: (a) symmetrical MIMO arrays, (b) asymmetrical MIMO arrays

In Figure 5.15(a) and (b) we compare the system capacities values of the symmetrical MIMO
arrays and asymmetrical MIMO arrays respectively, in case of AA-PF-VBLAST multi schedul-
ing, with respect to the number of simultaneous users. Analyzing the simulation results to in-
vestigate the antenna arrays diversity effect, we notice that the graphs of system capacities for
the AA-PE-VBLAST multi algorithm are similar to the ones studied before in the case of the
AA-PF-VBLAST single scheme. Note particularly that the transmit diversity is the most effi-
cient antenna diversity method for improving the system capacity. On the other hand the gains

are not so large in the case of receive diversity and in the case of combined receive and transmit
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diversity.

5.5.1.3 Time Delay per user

In Figure 5.16(a) we investigate the “service” or "effort” faimess (measured in terms of time
delay) between the AA-PF-VBLAST single scheme and the AA-PF-VBLAST multi scheme.
Time delay is defined as the number of idle time slots that have occurred since the last packet
was sent to the same user (the delay concept has been discussed extensively in Section 4.5.1.2).
Results for the time delay of the RRS scheme are also available for comparison in the same
graph. Note that the RRS scheme serves Ny users per time slot, where N7 is the number of
transmit antennas. The graph presents results for the cases of 8 mobile users and 32 mobile
users. The time delay per user between two consecutive transmissions is used as a measure
of “effort” faimess. Note, that the round robin scheduler provide the same time delay for all
users. On the other hand, the AA-PF-VBLAST single scheme gives a really wide spread of
time delays per user, which makes this scheduler less fair than the RRS and AA-PF-VBLAST
multi schemes. For any given time delay value, the probability that the AA-PF-VBLAST sin-
gle scheduler offers a shorter delay per active user than this value, is always smaller than the
respective probability for the AA-PF-VBLAST multi scheme. However, this is balanced by
AA-PF-VBLAST single scheduler delivering more data per packet. Specifically, for a system
with 32 active users, the likelihood of one user experiencing a delay shorter than 7 time slots,
equals to 16% for the AA-PF-VBLAST single scheme. The corresponding likelihood, for the
case of AA-PF-VBLAST multi scheme is 28%.

Figure 5.16(b) compares the distribution of the time delays of the active users for the case of
the AA-PF-VBLAST multi scheme and the case of the AA-PF-VBLAST multi fair scheme.
The graph shows that the AA-PF-VBLAST multi fair scheme is even more fair than the AA-
PF-VBLAST multi scheme. Specifically, for system with 32 active users, the possibility that
one user will be served every 7 time slots or less is 28% in the case of the AA-PF-VBLAST
multi scheme and 68% in the case of the AA-PF-VBLAST fair scheduler. Clearly, the AA-
PF-VBLAST multi fair scheduler guarantees a shorter waiting time between consecutive trans-
missions for any user than the AA-PF-VBLAST multi scheme or the AA-PF-VBLAST single

scheme. However, this comes at cost of reducing cell throughput as shown in Figure 5.9.
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Figure 5.16: Time delay per scheduled user for a (4,4) MIMO system (SNR at boundary = 0dB): (a)

AA-PF-VBLAST single vs AA-PF-VBLAST multi, (b) AA-PF-VBLAST multi vs AA-PF-
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Figure 5.17: Effect of spatial correlation on a (4,4) MIMO system with 20 active users (SNR at bound-

ary = 0dB), the correlation (at both the BS and MS) takes values from 0.1 to 0.9: (a)
AA-PF-MMSE multi vs AA-PF-VBLAST multi, (b) AA-PF-MMSE multi vs AA-PF-MMSE
single
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5.5.1.4 Spatial Fading Complex Correlation

The effect of spatial fading complex correlation on different PF scheduling schemes is inves-
tigated in this section. Many different correlation scenarios are investigated. The basic idea
is to start from a decorrelated scenario, where both the Base Station (BS) and the Mobile Sta-
tion (MS) are decorrelated (the mean absolute value of the coefficients is 0.1). Gradually, we
increase the correlation at both the base station and the mobile station. The correlation is in-
creasing from 0.1 to 0.9, and the results for the system capacities are presented. The method
for generating the correlated channel matrices is explained in Chapter 3. In Figure 5.17(a) we
measure the performance of the AA-PF-MMSE multi scheme and the AA-PF-VBLAST multi
scheme, in terms of system capacities for a system with 20 simultaneous users. The transmit
power is fixed to give SNRq = 0dB. The AA-PF-VBLAST multi scheme provides a better
performance than the AA-PF-MMSE multi scheme for any degree of correlation. Specifically,
for decorrelated channel, where the mean absolute value of the coefficients is 0.1 at both the
BS and the MS (Figure 5.17), there is a 21% gain due to AA-PF-VBLAST multi on average
capacity. Also, there are similar gains in outage capacities. For outage capacity 10% the gain is
24% and for outage capacity 1% the gain is 23%. If we compare these results with the results
of high correlated channel (correlation 0.9 at both ends) we will see that the AA-PF-VBLAST
multi scheme is more efficient than AA-PF-MMSE multi scheme in terms of average system
capacity. Specifically, the gain due to AA-PF-VBLAST on average capacity is 28% (7% more
gain than in case of decorrelated channel), and the gains on outage capacities 10% and 1% are
20% and 22% respectively.

Figure 5.17(b) investigates the effect of spatial fading correlation on the multiuser diversity.
The system capacities and outage capacities of (4,4) MIMO system are evaluated and plotted
in the same graph. According to the results, it is clear that the AA-PF-MMSE multi scheme
performs better than the AA-PF-MMSE single scheme for any degree of correlation.

5.6 Conclusions

In this chapter, we considered the problem of designing scheduling algorithms based on PF
scheme for multiuser MIMO systems with low complexity. Sophisticated use of diversity in
all its forms is the key tool that is the focus of this chapter. The intricate interplay of different
forms of diversity is an important concept for reliable wireless networks.

The goal of this chapter is to apply spatial multiplexing techniques in order to achieve multiuser
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diversity. Multiuser diversity arises from independent fading channels across different users.

We investigated the performance of a different PF scheduling schemes in terms of system capac-

ity, fairness and time delay. We have simulated the following schemes: AA-PF-MMSE single,
AA-PF-MMSE-multi, AA-PF-VBLAST single, AA-PF-VBLAST multi and AA-PF-VBLAST

multi fair. The most important conclusions from the study of these scheduling schemes are

summarized in the following points:

The AA-PF-VBLAST multi scheme offers the highest average and outage cell capacities.

The AA-PF-VBLAST multi fair scheme offers minimum packet-to-packet delay among

the simultaneous users, but at the expense of throughput, compared to the single scheme.

The AA-PF-VBLAST single (multi) scheme outperforms the AA-PF-MMSE single (multi)
scheme in terms of system capacity and outage capacity for any communication scenario
(e.g. for any number of simultaneous users or for any degree of spatial fading correla-
tion). At the same time AA-PF-VBLAST single (multi) scheme shows the same degree
of faimess as the AA-PF-MMSE single (multi) scheme by definition, as long as both

schemes use the same proportional fairess criterion (equation (5.3)).

The AA-PF-MMSE multi scheme outperforms the AA-PF-MMSE single scheme in terms
of system capacity and outage capacities. Note, that the multiuser diversity is proven to

be beneficial for the system performance in terms of system throughput.

The AA-PF-VBLAST multi scheme provides better cell throughput than the AA-PF-
VBLAST single scheme. Specifically, for a system where the mobile users are more than
min(M, N), the gain because of the AA-PF-VBLAST multi scheme is reaching its peak.

There is a trade-off between system capacity and time delay. Generally, those schemes
that display the highest average system capacity also show the highest average delays per

uscr.

In conclusion AA-PF-VBLAST multi scheme outperforms any other scheduling scheme

in terms of system capacity without affecting the fairness among users.

There are a variety of fruitful areas for future research on proportional fair packet scheduling,

multiuser diversity and related topics. The results from this chapter suggest that the use of

VBLAST detectors does enhance the performance of the proportional fair schemes, although
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the feasibility constraints implied by the VBLAST detection tends to counteract the synergy of
multiuser diversity and spatial multiplexing. On the other hand, the use of multiuser diversity
improves significantly the system performance in terms of system capacity, and at the same

time guarantees a higher degree of faimess among the simultaneous users.

5.6.1 Future Work

Real time applications may have stringent packet delay constraints which would change the
evaluation and alter the presented results. It was also assumed that the transmission rate (ca-
pacity) instantaneously could adapt to the optimum value through the relationship between
achievable capacity and the instantaneous received SINR. Future work may include more ac-
curate link adaptation models as well as dynamic range limitations. Finally, considering both
uplink and downlink scenarios, we need to create a more complete picture of the cellular net-
work and introduce encryption for security reasons (each user may need to decode data for

another user).
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Chapter 6
Summary - Conclusions

In this work, a number of existing signal processing techniques .were examined. The aim of
this investigation was to explore the efficiency of these methods in a third or fourth generation
wireless system where the demands for higher data rates and QoS is ever increasing. For this
purpose, we compared a number of technologies (such as MIMO arrays, VBLAST detection
and RRS or PF scheduling schemes) in various scenarios of interest, in terms of system effi-
ciency (cell capacity) and QoS metrics. The comparison has provided as with an indication
about the performances of these methods and led us to propose some new algorithms that aim
to combine the benefits from previously examined wireless techniques. This final chapter sum-
marizes in Section 6.1 the main topics and conclusions contained within this thesis. Section
6.2 presents the limitations of this work and proposes areas that this work can be extended to

consider.

6.1 Summary and thesis contributions

The presented work can be broken down into four logical parts: the first part (Chapter 2) pro-
vides a survey of the recent developments in the field of wireless communication, focusing on
some specific concepts such as multiple-input multiple-output (MIMO) antennas and packet
scheduling; the second part (Chapter 3) concentrates on the downlink physical channel level of
the communication and selects the downlink MIMO channel model that will be used through-
out this work; the third part (Chapter 4) presents the performance of existing packet scheduling
schemes based on RRS scheme and proposes some new scheduling schemes exploiting the
VBLAST architecture, and finally the fourth part (Chapter 5) examines the performance of the
PF scheduling scheme and proposes some new schemes based on PF scheme and VBLAST
algorithm. We now summarize of the main conclusion of each part.

In Chapter 2 an initial study of a wireless communication system and its basic components is
presented. Special attention has been paid to the technologies of interest in this work, such as

MIMO systems and packet scheduling strategies. According to the theoretical results (found
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in the literature) there are great potential capacity gains which can be realized from MIMO
architectures. In particular, the system capacity (equation (2.5)) of a MIMO system with Np
transmitters and Ny receivers grows linearly with m = min(Nr, Ng). Note here, that whether
we achieve this fully or at least partially in practice depends on a sensible design of transmit
and receive signal processirig algorithms. Regarding the study of packet scheduling policies
Chapter 2 concludes that there are tradeoffs among the throughput, delay, and faimess of an
scheduling algorithm. Generally, those schemes that display the highest average sector through-
puts also show the highest average delays per user, and the largest variations in the amount of
resources allocated to each user. Schemes that display lower throughputs also provide lower
average delays per user, and a fairer distribution of resources. These background results led us
in constructing efficient scheduling schemes in the next chapters (Chapters 4 and 5).

Next, in Chapter 3 we investigate the downlink MIMO physical channel performance. We split
down the system model into three main parts (transmitter, physical channel and receiver) and
analyze each part separately. After a survey of the state of the art in MIMO channel mod-
els, we select the channel model that is used throughout this work. The main purpose of this
chapter was to describe and investigate the structure of our MIMO physical channel model
and characterize the performance of this channel. Detection algorithms (MMSE and VBLAST
MMSE) for single-user wireless communication using multiple antennas at both the transmitter
and receiver in a stochastic MIMO radio channel model were compared for different degrees
of correlation between the antenna array elements. The effect of error propagation was also
investigated. All the simulation scenarios have been implemented for two modulation schemes
(16-QAM and BPSK). The stochastic MIMO channel model was simulated using both a mea-
sured and theoretical fading correlation model. With reference to the BER simulation results
of this chapter it is obvious that the spatial fading complex correlation between antenna arrays
leads to a significant degradation of the system performance.

In the next part of this thesis, our goal is to exploit multiuser diversity of a MIMO system
using VBLAST architecture and Round Robin (RRS) scheduling techniques. The coopera-
tion of VBLAST detection and RRS packet scheduling in a MIMO system creates data rate
feasibility constraints imposed by the VBLAST technique. Then, Chapter 4 studies a number
of proposed packet scheduling schemes based on existing round robin schedulers that are ap-
plied in a (N7, Ng) MIMO multiuser system. In particular, we propose three different packet
scheduling algorithms: (I) best user algorithm, implemented in AA-RRS best user scheme and
VBLAST AA-RRS best user scheme, (II) VBLAST detection, implemented in VBLAST AA-
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RRS scheme, VBLAST AA-RRS best user scheme and AA VBLAST fair scheme, (III) AA
(antenna assisted) fair algorithm, implemented in AA MMSE fair scheme and AA VBLAST
fair scheme. Computer simulations have been conducted to compare these scheduling schemes.
The results have shown that the employment of VBLAST detectors at the receivers has proven
to be beneficial for the system performance, especially in the case of correlated channel or sin-
gle user systems. The VBLAST RRS scheme gives the highest average system capacity, but the
VBLAST AA-RRS scheme is more efficient for delay sensitive systems (better outage capacity
results). Also, the best user algorithm is proven to give better efficiency results (higher system
throughput) but at the expense of faimess. Finally, the antenna assisted (AA) fair algorithm (AA
MMSE fair and AA VBLAST fair) improves the system efficiency in terms of overall capacity
and at the same time provides the same level of faimess among users for the time period of
[NLT] time slots, where K is the number of simultaneous users and N¢ the number of transmit
antennas. Two points are worth mentioning here. First, each user k£ may need to decode data
for another user, which may require the use of encryption for security reasons. Second, we do
not consider error-propagation effects on VBLAST performance.

_ In the last part of this work (Chapter 5), we considered the design of scheduling algorithms
based on the PF scheme for multiuser MIMO systems. Intelligent use of diversity in all its
forms (multiuser or spatial diversity) is the key tool that was the focus in this chapter. The
intricate interplay of different forms of diversity is an important concept for reliable wireless
networks, so that high system throughput and QoS requirements could be met at the same time.
The goal of this chapter is to combine spatial multiplexing techniques (MIMO and VBLAST)
with PF scheduling in order to enhance multiuser diversity. Note that multiuser diversity arises
from independent fading channels across different users, and such a form of diversity comes
for free in a fading channel. The following PF schemes have been examined: AA-PF-MMSE
single, AA-PF-MMSE-multi, AA-PF-VBLAST single, AA-PF-VBLAST multi and AA-PF-
VBLAST multi fair. The most important conclusions from the study of these schemes are
summarized in the following points: (I) the AA-PF-VBLAST multi scheme offers the highest
average and outage cell capacities, (II) the AA-PF-VBLAST muiti fair scheme offers the min-
imum packet-to-packet delay among the simultaneous users, but at the expense of throughput,
compared to the single scheme, (IIT) the AA-PF-VBLAST single (multi) scheme outperforms
the AA-PF-MMSE single (multi) scheme in terms of system capacity and outage capacity for
any wireless scenario (e.g. for any number of simultaneous users or for any degree of spatial

fading correlation), (IV) the AA-PF-MMSE multi scheme outperforms the AA-PF-MMSE sin-
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gle scheme in terms of system capacity and outage capacities, and (V) AA-PF-VBLAST multi
scheme provides better cell throughput than the AA-PF-VBLAST single scheme.

The above conclusions indicate the beneficial effect of using VBLAST architecture in a MIMO
system. Also, it has been demonstrated that the cooperation of multiple antennas, VBLAST
architecture and packet scheduling leads to an improved system in terms of system efficiency

(cell throughput) and QoS (fairess among the users and outage capacity).

6.2 Limitations of the work and scope for further research

J

Throughout this thesis we assumed that the transmitter (BS) has a perfect knowledge of the
downlink channel. We take the quasi-stationary viewpoint that the channel time variation is
negligible over the L symbol periods composing a burst, and that the channel is estimated ac-
curately, e.g. by use of a training sequence embedded in each burst. The use of error-correction
coding (such as convolutional coding) is assumed. Therefore, we do not consider error propa-
gation effects on VBLAST detection, apart from Chapter 3 where we do investigate its impact
on bit error ratio results. In practice, the accuracy of the transmit channel estimation depends
on the channel characteristics. Use of reciprocity or feedback methods for channel estimation
have been proposed [146]. In each case, estimation errors depend on angle, delay and Doppler
spreads. The relative influence of these spreads again depends on duplexing method. Doppler
spread induced by the motion of subscribers or scatterers has a strong influence on space-time
processing algorithms. The Doppler spread is large in macro-cells which serve high mobility
subscribers and it increases with higher operating frequencies. Doppler spread is also present
in low mobility (microcell) or fixed wireless networks due to mobility of scatterers. Another
point that needs further consideration is the channel coding. Use of coding along with multiple
antennas can improve error correction, divérsity and co-channel mitigation performance.

Regarding possible extensions to this work, it would be interesting to investigate the proposed
techniques towards system implementation so that more realistic figures of data rate values
could be available, since the data rates and throughput results in the presented work are based
on the theoretical Shannon capacity formula. Also the simulation results could be extended in

the case of multi-cell scenarios.
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Appendix A
Pseudocodes for Chapter 4

1: ku=0
2: su = number of simultaneous users
3: for all time slots ¢ do

4:

A A

16:
17:

18:
19:

for n = 1 to Ny do

ku=ku+1

if ku > su then

ku=1

end if

SUG(n) = ku {apply RRS scheme to create

Scheduled User Group (SUG) for time slot ¢}
end for{nth transmit antenna}
for all users k such that k € SUG do

{1 @)y N (), Dsvarya(t)s -+ sDsvew),ne ()} = vblast_sinr(k)
{vblast_sinr (Figure (A.2)) calculates the SINR information after VBLAST
detection}

end for{kth user}

D(t) = {Dsyc(),1(t),* -+ s Dsveq)nr (t)s -+ sDsvaw),1(t)s -+ sDsvavg),nr ()}
integrate all the possible one-to-one mappings between the Nt scheduled users (SUG)

' and N transmit antennas, into a matrix PNT'XNT(§) {Po3(t) = 4 =>according to the

2nd mapping, the user 4 is assigned to antenna 3}

for n = 1to Np!do
CAA-RRS-VBLAST({) = Feasibility Test(n, N7, P(t), D(t),T'(t)) {calculate the
system capacity for the nth mapping sequence, the Feasibility Test() (Figure
(A.3))function is discussed thoroughly in section 4.4.2}

end for{nth mapping sequence - exhaustive search}

apply eqn. 4.13 to find the mapping sequence best.n that realizes the highest system

capacity max_CAA—RRS—VBLAST(t)

20: end for{time slots ¢}

Figure A.1: VBLAST AA-RRS algorithm
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Pseudocodes for Chapter 4

1:

2
3

4:

13:

e A

apply eqn. 4.1 to calculate H ;(t)
: apply eqn. 4.4 to calculate W, ;(t) {VBLAST initialization}
: fori=1to Nt do
find the transmit antenna n that has been detected by the VBLAST detector after the ith
iteration by the kth user
ifi > 1then
update Dy ,(t) vector (eqn. (4.9)), dii—1(t) = det_ant
apply eqn. 4.8 to calculate -y () { VBLAST detector with MMSE nulling}
det_ant =n
else
det_ant =n
apply eqn. 4.6 to calculate vy, det ant(t) {MMSE detector}
end if
ifi < Nt then
Hy;1(t) = Hi-(t) {create Hy ;11(t), which is a *deflated’ version of Hy;(t), in
which columns d;c,l (t), dk2(t), ..., dii—1(t), det_ant have been set to zero}
apply eqn. 4.4 to calculate W ;11 (¢)
end if
: end for{ith VBLAST iteration for kth user}

Figure A.2: vblast_sinr(k user)

: forant =1to Nty do
U = Pn,ant {according to the nth mapping, transmit antenna ant is assigned to user u }
for dt = 1to Ny do
dt_ant = d,, g4 {dt.ant is the detected antenna from user u after the dith iteration of
VBLAST algorithm}
if dt_ant # ant then
u_dt.ant = pp gi ant {if the detected antenna dt_ant is not ant then u_dt_ant is
allocated to dt_ant}
Ct_ant = logy (1 + min (Yu_dt_ant,dt_ant> Yu,dt.ant))
else
Cant = log, (1 + 'Yu,ant)
break
end if
end for
end for

Figure A.3: Feasibility_Test()
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Pseudocodes for Chapter 4

1: ku=0
2: su = number of simultaneous users
3: for all time slots ¢ do
4:  forn =1to Ny do
ku=ku+1
if ku > su then
ku=1
end if
SUG(n) = ku {apply RRS scheme to create
Scheduled User Group (SUG) for time slot ¢}
10:  end for{nth transmit antenna}
11:  for all users k such that k € SUG do

A AR

12: apply eqn. 4.1 to calculate H(t)

13: apply eqn. 4.4 to calculate W (t) {MMSE initialization}
14: for n = 1to Nt do

15: apply eqn. 4.6 to calculate v ,, (¢) (MMSE detector)

16: _end for{nth MMSE iteration for kth user}

17:  end for{kth user}

18: for n =1 to Ny do

19: best_uy, = kggag(a'y;c,n(t) {for the nth transmit antenna find the user user that gives the

highest SINR when receiving from antenna 7, and store this SINR value in best 1, }
20:  end for{nth transmit antenna}
21:  CQAA-RRS-Best-User(y) — $~NT 1o0.(1 + best_uy)
22: end for{time slot ¢}

Figure A.4: AA-RRS best user Algorithm
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Pseudocodes for Chapter 4

1: ku=0
2: su = number of simultaneous users
3: for all time slots £ do

4.

b A4

17:

for n =1 to Ny do
ku=ku+1
- if ku > su then
ku=1
end if
SUG(n) = ku {apply RRS scheme to create Scheduled User Group (SUG) for time
slot ¢t}
end for{nth transmit antenna}
for all users & such that k € SUG do

{1 (®)s -+ 37,2 (1) Dsuew)1(t)s -+ s DsugyNp(t)} = wblast_sinr(k)
{vblast_sinr (Figure (A.2)) calculates the SINR information after VBLAST
detection}

end for{kth user}

forn=1to Nrdo
best_un = kg}sa()"(a%’"(t) {for the nth transmit antenna find the user user that gives the

highest SINR when receiving from antenna 7, and store this SINR value in best uy, }

end for{nth transmit antenna}
CVBLAST-AA-RRS—Best—User (t) = ZNT

neq best_uy

18: end for{time slot ¢}

Figure A.5: VBLAST AA-RRS best user Algorithm
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Pseudocodes for Chapter 4

1: su =number of simultaneous users

2: UGSV ={ 1,2, ..., su} {Users Group (UGSV) to be SerVed}

3: SVUG ={ } {the SerVed User Group (SVGU) is an empty set}
4: for all time slots ¢ do

A A A

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:

25:
26:

27:
28:
29:

ku = 0 {number of users in SUG}
for u =1tosudo
if u e UGSV — UGSV N SVUG) then
ku=kFku+1
SUG (ku) = u {create the Scheduled User Group (SUG) for time slot ¢}
end if '
end for{uth user}
if ku < Nt then
tmp = ku
for ku = (tmp + 1) to Nr do
SUG(ku) = SUG(ku — tmp)
end for{kuth position in the SUG}
end if
for all users k such that k € SUG do
apply eqn. 4.1 to calculate H ()
apply eqn. 4.4 to calculate W (¢t) {MMSE initialization}
for n = 1 to Ny do
apply eqn. 4.6 to calculate -y, , (¢t) (MMSE criterion)
end for{nth MMSE iteration for kth user}

maz_y(t) = ne{rlx{a.\..xNT}’yk,n(t) {maximum SINR for kth user}

end for{ kth user}

sorted-mazy(t) = {maz_y,(t),...,maz v, (1)} {where maz v, (t) < .. <
maz_yk,,(t)}

sorted_k = {{k1,ke, ..., kgu} {Where maz_yg, (t) < ... < mazy, (t)}

SVUG = {{k1, k2, ..., kny } {create the SerVed User Group SVUG}
CAA-MMSE—fair(4) — ST log,(1 + sorted-maz.y,(t)) {system capacity for

AA MMSE fair scheme} '

30: end for{time slot ¢}

Figure A.6: AA MMSE fair Algorithm
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Pseudocodes for Chapter 4

1: su = number of simultaneous users
2: UGSV ={1,2, ..., su} {Users Group (UGSV) to be served}
3: SVUG ={ } {the SerVed User Group (SVGU) is an empty set}
4: for all time slots ¢ do
ku = 0 {number of users in SUG}
for u = 1to sudo
ifue UGSV — UGSV N SVUG) then
ku=ku+1
SUG(ku) = u {create the Scheduled User Group (SUG) for time slot ¢}
10: end if
11:  end for{uth user}
12:-  if ku < Nr then

b A A

13: tmp=ku

14: for ku = (tmp + 1) to N do

15: SUG(ku) = SUG(ku — tmp)

16: end for{kuth position in the SUG}

17:  endif

18:  for all users k such that kK € SUG do

19: {1 (@) 7,82 (), Dsvar)i(t)s -+ s Dsvawynp ()} = vblast_sinr(k)
{vblast_sinr (Figure (A.2)) calculates the SINR information after VBLAST
detection}

20:  end for{kth user}
2. D(t) = {Dsvc)a(t), -+ s Dsvcqyne @)s -+ »Dsvang 1 @), s Dsuang,ne ()}
22:  integrate all the possible one-to-one mappings between the Nt scheduled users (SUG)
and Nr transmit antennas, into a matrix PNT™*NT (3) {Py3(t) = 4 =>according to the
2nd mapping, the user 4 is assigned to antenna 3}
23: form=1to Nr!'do
24: CAA-RRS-VBLAST (4) = Feasibility Test(n, Nr, P(t), D(t),T'(t)) {calculate the
system capacity for the nth mapping sequence, the Feasibility Test() (Figure (A.3))
function is discussed thoroughly in section 4.4.2}
25:  end for{nth mapping sequence - exhaustive search}
26: {CAA-VBLAST-fair(y) n .4} = mg:z:C,fA_RRS ~VBLAST (1) {find the maximum fea-
sible system capacity and the n,,;th mapping sequence that achieves this capacity.}
27: SVUG ={Py,,,1, P2+ » PryyNp}
28: end for{time slot ¢}

Figure A.7: AA VBLAST fair Algorithm
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Appendix B
Pseudocodes for Chapter 5

1: k=0

2: su = number of simultaneous users

3: for all users & such that k¥ < sudo

4. T(1,k) = 0 {initialization}

5: end for{kth user}

6: for all time slots ¢ do

7:  for all users k such that k < su do

8: apply eqn. 4.1 to calculate Hy, ; (¢)

9: apply eqn. 4.4 to calculate Wy, ; (t) {MMSE initialization}
10: R(k) =0
11: forn =1to Nr do
12: apply eqn. 4.6 to calculate v 5 (¢) (MMSE detector)
30 R(K) = R(K) + loga(1 + Yn(t))

14: end for{nth MMSE iteration for kth user}

15: TR(k) = %’%

16:  end for{kth user}

17:  {bestu,CDR} = i él(]la.icu)TR(k) {find the user user to receive transmission at the time

slot ¢, and store his Current Transmission Rate CDR}
18: . for all users k such that k < su do

19: if kK == best_u then

20: T(t+1,k)=(1—-%)*T(tk)+ £ +«CDR
21: else

22: T(t+1,k) = (1— L) * T(t,k)

23: end if

24:  end for{kth user}
25: CFPF(t)=CDR
26: end for{time slots ¢}

Figure B.1: AA-PF MMSE single algorithm

162



Pseudocodes for Chapter 5

22:
23:
24:
25:

26:
27:

28:
29:
30:
31:
32:
33:
34:
35:
36:
37:
38:
39:

k=0

: su = number of simultaneous users
: for all users k such that k < su do

for n =1 to Nt do
T(1,k,n) = 0 {initialization}
end for{nth antenna}

: end for{kth user}
: for all time slots ¢ do

for all users k such that k < su do

{va(®), - s, Np (8), D1 (t), -+ Di,np(t)} = wblast_sinr(k) {vblast_sinr

function (Flgure (A 2) calculates the SINR information after VBLAST detectlon}

{R(k,1),--- , R{k, Nr)} = {loga(1+7,1(£)), - »1082(Yk,np (1)), Dia(t), - -+ » Dinp ()}
end for{kth user}

R(k,
TR(k,n) = = t,lc:"n)
for n =1 to Nt do
{best_u(n),CDR(n)} = kn(llax )TR(k, n) {find the user user to receive transmission
€(1,5u

at the time slot ¢ from antenna n, and store his Current Transmission Rate CDR}
end for{nth antenna}
SUG = best_u {the elements of SUG are the users that achieve the highest data rates
when assigned}
D(t) = {Dsyc)ya(t),-- aDSUG(l),NT(t)a o+ yDsuer) 1), s Dsvua(ng),ne(t)}
for kK = 1tosudo
forn = 1to Nr do
Py (t) = k {P23(t) = 4 =>according to the 2nd mapping, the user 4 is assigned
to antenna 3}
end for{nth antenna}
end for{kth user}
for n = 1to sudo
CAA-RRS-VBLAST-PF (p) = Feasibility Test(n, Nr, P(t), D(t),T'(t))
{calculate the system capacity for the nth mapping sequence, the Feasibility Test()
(Figure (A.3))function is discussed thoroughly in section 4.4.2}

end for{nth mapping sequence - exhaustive search}
{best_user,max_CAA-RRS—VBLAST-PF} =  pay CAA-RRS-VBLAST—PF ()
_ , -

n€(1,Nt)
{find the best user best_user that realizes the highest system capacity
max_CAA-RRS~VBLAST-PF _ AA-RRS—-VBLAST- PF (best_user)}
RAA-RRS-VBLAST-FF — Feqsibility Test(best-mapping, Ny, P(t), D(t),T'(t))
for n =1to Ny do
for all users k such that k < su do

if kK == best_user then
T(t +1, k,n) — ( — %) * T(t,k,n) + i * RAA—RRS—VBLAST—PF(n)
else
T+ 1,k,n)= (1~ —) * T(t, k,n)
end if
end for{kth user}

end for{nth antenna}
CAA-RRS-VBLAST~PF (4) — max_(GAA-RRS-VBLAST—PF

end for{time slots ¢}
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Pseudocodes for Chapter 5

21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
3L
32:

k=0

: su = number of simultaneous users
: for all users & such that k < su do

for n =1 to Ny do
T(1,k,n) = 0 {initialization}
end for{nth antenna}

: end for{kth user}
: for all time slots ¢ do

for all users k such that k < su do
apply eqn: 4.1 to calculate Hy, ; (t)
apply eqn. 4.4 to calculate W, 1 () {MMSE initialization}
R(k,n)=0
for n = 1to Nt do
apply eqn. 4.6 to calculate v 5 (¢) (MMSE detector)
R(k,n) = logy(1 + ,n(t))
TR(k,n) = %%g;
end for{nth MMSE iteration for kth user}
end for{kth user}
for n = 1to Ny do
{best_u(n), CDR(n)} = . g(11a.x )TR(k, n) {find the user user to receive transmission
,8U

at the time slot ¢ from antenna 7, and store his Current Transmission Rate CDR}
end for{nth antenna}
for n = 1to Nt do
for all users & such that k¥ < su do
if k == best_u(n) then
T+ 1,kn)=(1-£)*T(kn)+ £ *CDR(n)
else
T+ 1,kn)=(1- %) * T (t, k,n)
end if
end for{kth user}
end for{nth antenna}
CPF(t) = S-nT; CDR(n)
end for{time slots ¢}

Figure B.3: AA-PF-MMSE multi algorithm
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Pseudocodes for Chapter 5

16:
17:

18:
19:

20:
21:

22:
23:

24:
25:
26:
27:
28:
29:
30:
31
32:
33:
34:

k=0
su = number of simultaneous users
for all users & such that & < su do

for n =1 to N7 do
T(1,k,n) = 0 {initialization}
end for{nth antenna}

end for{kth user}
for all time slots ¢ do

for all users & such that & < su do
{1 (@) s Np (8), Dia(2), -+ s D np(t)} = wblast_sinr(k) {vblast_sinr
(Figure (A.2)) calculates the SINR information after VBLAST detection}
{R(ka 1)1 e ’R(ka NT)} = {log2(1+7k,1(t))a ] 10g2('7k,NT (t))ka,l(t)a e 1Dk,NT (t)}
end for{kth user}

R(k,
TR(k,n) = TJH -
for n = 1 to N7 do
{best-u(n), CDR(n)} = kn(llax )TR(k, n) {find the user user to receive transmission
€(1,su

at the time slot ¢ from antenna 7, and store his Current Transmission Rate CDR}
end for{nth antenna}
SUG = best_u {the elements of SUG are the users that achieve the highest data rates
when assigned}
D(t) = {Dsvcy,1(t), -+ s Dsveq),ng(t): -+ s Dsvag)1(t), - - ’DSUG(NT),NT( )}
integrate all the possible one-to-one mappings between the Np scheduled users (SUG)
and Ny transmit antennas, into a matrix PVT'XNT (4) {Py3(t) = 4 =>according to the
2nd mapping, the user 4 is assigned to antenna 3}
for n = 1to Np!do
CAA-VBLAST-PF(p) = Feasibility Test(n, Nr,P(t),D(t),T'(t)) {calculate the
system capacity for the nth mapping sequence, the Feasibility Test() (Figure
(A.3))function is discussed thoroughly in section 4.4.2}
end for{nth mapping sequence - exhaustive search}

{best_mapping, max_cAA—VBLAST—PF = Iﬁa})v( )CAA VBLAST- PF(’I’L) {fmd
ne T

the mapping sequence best_mapping that realizes the highest system capacity
ax_CAA-VBLAST—PF _ AA-VBLAST-PF (best mapping)}
RAA ~VBLAST-PF — Feqsibility_Test(best_mapping, Nr, P(t), D(t),T'(t))
for n = 1to Nr do
for all users k such that k¥ < su do
if kK == best.u(n) then
T+ 1,k,n)=(1-L)«T(tk,n)+ e * RAA-VBLAST-PF ()
else
T+ 1,k,n) = (l - L)« T(t,k,n)
end if
end for{kth user}

end for{nth antenna} .
CAA-VBLAST-PF (1) — max_(AA-VBLAST-PF

35: end for{time slots t}

Figure B.4: AA-PF-VBLAST multi algorithm
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ABSTRACT

Several packet scheduling techniques for the downlink of
a multiple-input multiple-output (MIMO) cellular system
are investigated. The system capacity for three scheduling
algorithms, the conventional round robin scheduling (RRS),
the antenna-assisted round robin (AA-RRS) and a novel
VBLAST AA-RRS, are evaluated. Computer simulations
are used to compare these scheduling schemes in terms of
the expected and outage capacities. The novel scheme has
proven to be beneficial for the system performance.

1. INTRODUCTION

Multiple-input multiple-output (MIMO) systems have been
proven efficient for achieving high capacity over wireless
links [1]. In MIMO systems based on spatial multiplexing,
each data stream is split into multiple substreams, and each
of these substreams is transmitted through one of transmit
antennas [2). In multiuser environments, independence of
fading among users, called multiuser diversity [3], can be
exploited to increase the system capacity. Motivated by
the information theoretic results in [4] and [5] one approach
to increase the throughput of multiuser systems is to use
multiuser diversity to take advantage of the independence
of the fading statistics of the different users [6]. To bene-
fit from multiuser diversity in cellular packet transmission
systems, a packet scheduler should preferentially allocate
radio resources to users in good channel conditions. Two
essential goals of packet scheduling are to maximize the
system capacity (data rate) and to provide fairness among
users. In [3], a channe] state dependent scheduling scheme
maximizes the system capacity through the use of multiuser
diversity. Specifically, each spatial channel is allocated to
a user with the best channel condition for each time slot.
Therefore, some users in adverse channel conditions may
not be served, causing an unfairness problem. In 7], the
round robin scheduling (RRS) scheme has been studied for
MIMO cellular systems. The RRS scheme operates in a
cyclic fashion regardless of the channel conditions, and thus
achieves fairness among users {7]. The RRS however, does
not use multiuser diversity, resulting in the same capacity
as a single user system. In order to exploit the multiuser
diversity and at the same time maintain fairness across the
users, two other scheduling schemes have been proposed in
[8] and [9]. In [9] the antenna-assisted round robin schedul-
ing (AA-RRS) scheme has been proposed. The AA-RRS is
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an improved RRS scheme that exploits multiple antennas
to achieve a diversity effect from multiple users. The op-
portunistic scheduling [8] uses multiple antennas and a pro-
portional fair scheduler (PF). PF scheduler assigns a user
for transmission when its instantaneous channel capacity
is high relative to its average channel condition. As such,
the benefit of multiuser diversity can be exploited and fair-
ness can be maintained. This paper proposes a variation
of AA-RRS scheme, where VBLAST detection is applied
to each receiver. This novel technique is shown to improve
significantly the system capacity.

2. SYSTEM AND CHANNEL MODEL

As depicted in Fig. 1, a base transceiver station (BTS) -
communicates with K users. The BTS has Nr transmit
antennas while each user has Ng receive antennas. A queue
of packets is stored at the BTS for each of the K users. The

|y ~~
User | [0~ |t
Ucr o[  Pocker  f—of Spasim | 7
o sohoswier [ o Jmutipercr | o
. .
User HIIIIE— - b~
Fesdhack Channel

Figure 1. Downlink MIMO cellular system.

packet scheduler at the BTS determines which user’s packet
to transmit through each transmit antenna. The channel
matrix H(t) between the BTS and the user k for a time
slot ¢ may be expressed as [9]

Hy(t) = /SNRo(ri/R)=010+®/10 Gy(t) (1)

where SNRo denotes the median SNR at the cell bound-
ary, R is the cell radius, ¢ is the distance between the BTS
and the user k, a is the path loss exponent, and Sk (2) is the
real Gaussian random variable with zero mean and variance
of o that is used to model shadowing. An Nr x Nt ma-
trix Gk (t) represents Rayleigh-distributed multipath fading
between the BTS and the user k.
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3. RRS AND AA-RRS SCHEMES

The RRS is described in [7]. The system capacity Crrs(t)
may be expressed as

Nt
Crrs(t) = Y 10gs(1 + 7e,n(t)) @
n=1
where vx,n(t) denotes the post-detection SINR for the
channel corresponding to the nth transmit antenna and the
kth user. The post-detection SINR is defined as the SINR
of a transmit symbol after linear MMSE interference sup-
pression, and it may be expressed as [9]

Yen(t) =
PRI[WJ.(t)”).}J')]m.l’
W (Olnm2+PR T 0Ty e [[Wh(OH W ())nm |2

3)

where Pz is the total received signal power, and o} is
the noise power per received antenna. The nulling weight
matrix Wi(t) for the MMSE detector is given as [9]

vt
oXNT Tmly

W) = HE @) (HuOHL () + 0" Ne/Po)lng) (@)

where (s)” denotes the conjugate transpose, and Iny is
the Nr x Nr identity matrix.

The AA-RRS scheme is described in [9]). At each time
slot, Nt users are selected from K users in a round robin
fashion, and these users form a scheduled user group (SUG).
A mapping between transmit antennas and users may be
represented as a sequence (ki, k2, ..., kny ), with k, denoting
the user index assigned to the nth transmit antenna. For
a given sequence of k»’s the system capacity for time slot ¢
may be calculated as [9)

Nt
Caa-ras(t|(ky ks, oy kng)) = D logs(1+ Ykn,n))  (5)

n=1
4. PROPOSED SCHEDULING SCHEMES

In this section we introduce three scheduling algorithms.
The AA-RRS Best User scheme (section 4.1), the VBLAST
AA-RRS scheme (section 4.2) and the the VBLAST AA-
RRS Best User scheme (section 4.4).

4.1. AA-RRS Best User Scheme

This scheme is based on the origina! AA-RRS scheme (sec-
tion 3). According to the AA-RRS scheme, at each time
slot, Nr users are selected from K users (in a round robin
fashion), and the selected users form the scheduled user
group (SUG). The proposed AA-RRS Best User scheme,
selects thé users to form the SUG in a different way. Specifi-
cally, each transmit antenna n is assigned to the user k that
realizes the best spatial channel. This means that one user
may be allocated to multiple transmit antennas unlike A A-
RRS. The criterion to choose the best spatial channel, is
the post-detection SINR information. The post-detection
SINR between transmit antenna n and user k is given by
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the eqn. (3).

The obvious drawback of the proposed scheme is that the
selection criterion for the SUG may introduce some level
of unfairness between the users. Practically, the users with
good spatial channels will be served more often than the
users with poor spatial channels. In order to compensate
for this unfairness, the users to be selected are chosen in a
round robin fashion.

4.2. VBLAST AA-RRS Feasible Data Rates Algo-
rithm

The proposed VBLAST AA-RRS scheme is based on the
AA-RRS scheme [9]. The basic difference is the use of
VBLAST detectors at each receiver. VBLAST detection
[2] is an improved technique for exploiting spatial multi-
plexing in MIMO multipath environment. The main idea
of using VBLAST detection is the feature of the symbol
cancellation. Using symbol cancellation, interference from
already-detected components of the transmitted signal are
subtracted out from the received signal vector, resulting
in a modified receiver vector in which fewer interferers are
present. When nulling with symbol cancellation are used to-
gether (VBLAST) the system performs better than in the
case of pure nulling [2]). The post-detection SINR (7 a(t))
for the channel corresponding to the nth transmit antenna
and the kth user, is defined as the SINR of a transmit sym-
bol after symbol cancellation and MMSE nulling, and it
may be expressed as

Tem(t) =
PR|(W g () H ()lnnl?

N
oA NTE L,

where Dy (t) denotes a set, whose elements are the
transmit antennas that have been detected by user & be-
fore the detection of transmit antenna n.

Din(t) = {d1,1(8),d1,2(t), -+ 1 dr,nr ()} )

where d,i(t) denotes the detected antenna from user k
after the ith iteration of the VBLAST detection algorithm.
The nulling weight matrix W(t) for the MMSE is given
as in eqn. (4). The modified receiver vector gives higher
post-detection SINRs (egn. (6)) and therefore higher sys-
tem capacity.

To describe the algorithm analytically, consider K active
users that are initially listed in such a way that each user
is identified with a unique user index &k (k = 1,2,..., K).
At each time slot, N users are selected from K users,
and these users form a scheduled user group (SUG) at the
time slot. The selection of users for an SUG is made in a
round robin fashion. For example, in the case of K = 6 and
Nr = 4, the SUGs for subsequent time slots are {1, 2, 3, 4},
{5, 6, 1, 2}, {3, 4, 5, 6}, and so forth, where the numbers
denote user indices. In the special cases of K < Nr, users
are allowed to participate in the SUG more than once in a
time slot. Once an SUG is formed, the spatial channels or
transmit antennas should be assigned to users in the SUG.
To guarantee fair channel access as in the RRS scheme,

W3Ol P+PRE L rain me Dy () W r OF& (Ol ?

(6)
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we restrict each scheduled user to use only one transmit
antenna. This means that every user can use one spatial
channel every K/Nr time slots, or equivalently Nr chan-
nels every K time slots, as in RRS scheme. There are Nr!
possible one-to-one mappings between Nr scheduled users
and Nr transmit antennas, and an appropriate choice of
mapping may realize a strong diversity effect. It is possi-
ble to integrate all the possible one-to-one mappings into a
matrix P(t) of size N7! x Nr.

p11(t) p1,2(t) p1nr(t)
p2,1(1) p2,2(t) pa.nr(t)
P(t) = . . .
pNT;.l(t) pNT;.z(t) PNrLNT J Ny
(8)

where pm,n(t) denotes the user k that is allocated to nth
transmit antenna according to the mth mapping sequence.
We utilize the post-detection SINR information for deter-
mining an effective mapping. The post-detection SINR is
calculated at the receiver, and then is fed back from each
user to the BTS, as in Fig. 1. The post-detection SINR
information for the users in the SUG at time slot ¢ may be
integrated into a matrix as

1,1(t) 71,2(t) 7,nr(t)
Y21()  y2.2(t) 72,87 (t)
= . : :
YWea(t) e a®) RAZ S PRV

9

where 4x,n(t) denotes the post-detection SINR for the
channel between the nth transmit antenna and the kth user
in the SUG, as expressed in (6). A mapping between trans-
mit antennas and users may be represented as a sequence
(ki, k2, ...,kn, ), with k, denoting the user index assigned
to the nth transmit antenna. For a given sequence of k,'s
the system capacity for the time slot ¢ may be calculated as

Nt
Caa-rrs-vBLAST(t|(k1, k2, s knp)) = Y 1083 (14760 ,n))

n=1
(10)
where ~g, ,n denotes the post detection SINR for the
channel the nth transmit antenna and the k.th user, as
expressed in (6). The sequence of k,’s that maximizes the
system capacity may be found using an exhaustive search
(EXS) over all possible sequences.

4.3. Feasible Data Rates

The data rates of the new allocation scheme should be fea-
sible. In short, the assumed data rates have to be smaller
than the capacities of the wireless links. In the VBLAST
algorithm, a signal must be detected successfully for it to
be subtractively cancelled. This leads to additional capac-
ity constraints as compared to the MMSE detector. If these
constraints are not set, the VBLAST detectors would not
be able to detect the users.

As an example, we consider the scenario of a single cell
MIMO cellular system. The base station is equipped with
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a uniform linear array with 2 antenna elements and each
mobile user is equipped with a uniform linear array with
2 antenna elements. After the application of the VBLAST
method we have a candidate” allocation that maximizes
the overall system capacity. User 1 is assigned to the 1st
transmit antenna and user 2 is assigned to 2nd transmit
antenna. In order to accept this "candidate” allocation,
the assumed data rates, as derived from VBLAST detec-
tion, have to be smaller than the capacity of the wireless
links. The VBLAST detection order may be integrated into
a matrix as:

dtir  dti2 dting

dtay  diaa dtan,
detection_order = . .

digy  dtka dixnr ) guny

(11)

where dti, denotes the user, that is detected by user k

in nth position. Nr is the number of transmit antennas

and K the number of users. In our scenario the detection
matrix is:

detection_order = [ } g ]

According to that matrix, the 1st user has to be able to
decode only the 1st signal, because the signal for the 1st
user is received at first. That means that the data rate of
the 1st signal has to be smaller or equal to the capacity of
the wireless link connecting the BS to the 1st user:

R <C (12)

If we apply eqn. (2) to the capacity of the wireless link
of the 1st user we have :

Ci =logy(1+71,1) (13)
The 2nd user has to be able to decode the 1st and the 2nd
signal. The 2nd signal is the signal for the 2nd user, but
the 2nd user has to be able to decode the 1st signal first in
order to be able to detect the 2nd signal. That means that
the data rate of the 1st signal has to be smaller or equal to
the capacity of the wireless link connecting the BS to the
2nd user. Thus, we have :

R <C (14)

If we apply eqn. (2) to the capacity of the wireless link
of the 2nd user we have :

C: = logy(1 + 42,1) (15)

In order for eqns. (12) and (14) to be satisfied simulta-
neously we must have

R1 <logy(1 +min(y2,1,1.1)) = C1 (16)
The feasible system capacity is Cop = C1 + C2 =>
Cov = logy (1 + min(y2,1,71,1)) +logy (1 +72,2)  (17)
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4.4. VBLAST AA-RRS Best User Scheme

This scheme is based on the proposed VBLAST AA-RRS
scheme (section 4.2). The VBLAST AA-RRS Best User
scheme, selects the users to form the SUG in a different way.
Specifically, each transmit antenna n is assigned to the user
k that realizes the best spatial channel. The criterion to
choose the best spatial channel, is the post-detection SINR
information. The post-detection SINR between transmit
antenna n and user k is given by the eqn. (3). As with AA-
RRS Best User, this means that one user can be allocated
to multiple transmit antennas.

Again the obvious drawback of the proposed scheme is that
the selection criterion for the SUG may introduce some level
of unfairness between the users. Practically, the users with
good spatial channels will be served more often than the
users with poor spatial channels.

5. SIMULATION RESULTS

The system capacities for the RRS, AA-RRS and the pro-
posed scheduling schemes (AA-RRS best user, VBLAST
AA-RRS, VBLAST best user) are evaluated and compared.
The capacity for the RRS is calculated from eqn. (2) for
20,000 random realizations of the channel matrix in eqn.
(1). To evaluate eqn. (2) for each channel matrix, the
weight matrix of the receiver and the corresponding SINR
values are computed using eqns. (4) and (3), respectively,
under the assumption that the MMSE detection is em-
ployed. Similarly, the capacity for the AA-RRS scheme is
calculated from eqn. (5). The capacity for the VBLAST
AA-RRS scheme is calculated from eqn. (10), where the
weight matrix of the receiver and the corresponding SINR
values are computed using (4) and (6) , respectively, under
the assumption that MMSE detection is employed.
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Figure 2. System capacities for a (4,4) MIMO system.

The expected capacity is defined as the capacity averaged
over all possible channel realizations, and the z% outage
capacity is defined such that the probability of the capacity
at a time slot being less than the value is 2%. The path
loss exponent a and log normal deviation of shadow fading
os in eqn. (1) are assumed to be 3.7 and 8dB respectively.
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The channel is assumed to be spatially uncorrelated, i.e.,
Gi(t) = Gw,(t) in eqn. (1), where elements of Gw,(t)
are independent complex Gaussian random variables with
zero mean and unit variance. We use (N7, Nz) to denote a
MIMO system with Ny transmit antennas and Ng receive
antennas.

5.1. AA-RRS Best User vs AA-RRS

Fig. 2 shows that the Best User scheme offers significant
gain over the AA-RRS in terms of expected and outage sys-
tem capacity. Specifically, for more than 4 users, the Best
User scheme provides gains of: 84% in terms of expected
capacity, 51% in terms of 10% outage capacity and 33% in
terms of 1% outage capacity (the respective gains over RRS
are: 110%, 590% and 1980%). These results also indicate
that the improvement of the Best User scheme is more sub-
stantial in terms of expected capacity, than in terms of the
outage capacity. It should be noted that the outage capac-
ity is a more important performance measure than the ex-
pected capacity for applications with delay constraint [10].
Another point to mention is that the system capacity for
both schemes increses with the number of users k, until k
approaches the number of transmit antennas Nr. This is
because both schemes obtain a diversity effect from differ-
ent users in the SUG. This diversity effect is bounded by the
number of different users in the same SUG, but the maxi-
mum number of users in the SUG is equal to the transmit
antennas Nr. The above results stand for transmit power
fixed to give SNRy = 0 dB.

10
Number of Users ()

Figure 3. System Capacities for a (4,4) MIMO system.

In Fig. 5 we investigate the fairness of the Best User
algorithm. This graph depicts the average data rates of
each user in the SUG of a (4,4) MIMO system. It is shown
that the AA-RRS scheme provides a higher level of fairness
among users, than the Best User scheme. Namely, the AA-
RRS scheduler shares the system capacity among all users of
the SUG, which in the case of a (4,4) MIMO system consists
of 4 users. On the other hand, the Best User sceduler serves
in practice only 2 users at each time slot.

5.2. AA-RRS vs VBLAST AA-RRS

As we can see from Fig. 3, the average system capacity of
the proposed VBLAST AA-RRS scheduling scheme is in-
creased about 5% over the conventional AA-RRS scheme.
The results also indicate a similar improvement of the
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VBLAST AA-RRS scheme over the AA-RRS in terms of
outage capacity. It should be noted that the system capac-
ity of the VBLAST AA-RRS scheme does not increase with
the number of users. That happens because the demand
for feasible data rates restricts any possible capacity im-
provement that could occur due to multiuser diversity. The
above results stand for transmit power fixed to give SN Ry
= 10 dB.

5.3. AA-RRS Best User vs VBLAST AA-RRS
Best User

In Figs. 4 and 5 the transmit power is fixed to give SN Ry
= 0 dB. It can easily be observed from Fig. 4 that the
VBLAST scheme offers significant gain over the AA-RRS in
terms of expected and outage system capacity. Specifically,
for more than 4 users, the VBLAST scheme provides gains
of: 18% in terms of expected capacity, 28% in terms of 10%
outage capacity and 22% in terms of 1% outage capacity.

Figure 4. System Capacities for a (4,4) MIMO system.

Finally, Fig. 5 shows that the conventional AA-RRS and
the VBLAST AA-RRS schemes provide a higher level of
fairness among users, than the Best User variants of these
schemes. It should be noted that the Best User AA-RRS
scheme is slightly less unfair than the Best User VBLAST
AA-RRS scheme, which clearly favours one of the 2 users
that are served each time slot.

6. CONCLUSIONS

In this paper, we proposed an efficient scheduler, an AA-
RRS scheduling algorithm that employs the use of VBLAST
detectors. The employment of VBLAST detectors at the re-
ceivers has been proven to be beneficial for the system per-
formance. Two points worth mentioning here. First each
user k may need to decode data for another user, which may
require the use of encryption for security reasons. Second,
we do not consider error-propagation effects on VBLAST
performance. Apart from the main work (VBLAST AA-
RRS algorithm) we investigate the performance of the Best
User AA-RRS and the Best User VBLAST AA-RRS al-
gorithms. Both schemes are based on the AA-RRS and
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Figure 5. Data Rates for a (4,4) MIMO system.

VBLAST AA-RRS schemes respectively. The basic dif-
ference is that the Best User schemes select to serve the
users that realize the best spatial channels. The Best User
schemes provide higher throughput but at the expense of
fairness.
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ABSTRACT

! Theoretical and experimental studies of multiple-input
multiple-output (MIMO) radio channels are presented in
this paper. We investigate the performance of detection al-
gorithms for single user wirel ication using mul-
tiple antennas at both the transmitter and receiver. The al-
gorithms are based on the MMSE detector and its BLAST
versions. Comparisons are made using bit error ratio (BER)
versus signal-to-noise ratio (SNR) simulations. The system
includes M transmitting antennas and N receiving anten-
nu M<N. The effects of error propagation on algorithm

are investigated for BPSK and 16-QAM mod-
nlnm schemes. A simple stochastic MIMO model channel
has been used. This model uses the correlation matrices
at the mobile station (MS) and the (BS) so that results
of numerous single-input multiple output (SIMO) studies
that have been published in the literature can be used as
mput parameters. In this paper, the model is simpified to

and b 1

1. INTRODUCTION

In recent years the application of antenna arrays for wire-
less cellular systems has received much attention. Exploit-
ing antenna arrays at both the transmitter and receiver al-
lows the Shannon capacity of wireless channels to be in-
creased uguﬁaltly [1] Multiple-input multiple-output
(MIMO) sy P large th ical information ca-
pacities, uubhn; high data rate transmission, especially in
rich multipath indoor scenarios. They are candidates for
very broadband wireless local area networks. However, to
develop such systems, it is essential to have an accurate
description of the underlying radio channel. There exists
already a manifold of different stochastic or geometrically-
based stochastic MIMO models [2] [3] [4] [5].

Large capacity is obtained via the potential decorrela-
tion in the MIMO radio channel, which can be exploited
to create many parallel subchannels. However the potential
capacity gain is highly dependent on the multipath richness
in the radio channel, since a fully correlated MIMO channel
only offers one subchannel, while a completely decorrelated
channel offers multiple subchannels depending on the an-
tenna configuration. Today, most studies have been con-
ducted assuming either fully correlated /decorrelated chan-

1 This work was supported by Elektrobit (UK) Ltd.

nels [2] [6], wlnle a putnlly correlated channel should be
bjective of this paper is to in-
ved:;ne the perﬁomnnce of a simple MIMO radio channel
model, which is applicable for link level simulations, us-
ing some popular detection algorithms (V-BLAST, MMSE).
Some u;thon ([7]) have appmoad\ed the problem from a
-based persp A math ical frame-
work for a si ple st. chastic wideb ‘MlMOdunnelwu
presented in [4]. In this paper we use a simplified model first
presented in [8]. One of the main strengths of the MIMO
stochastic model is that it relies on a small set of parameters
to fully characterize the communication scenario; the power
gain of the MIMO channel matrix, two correlation matrices
describing the correlation properties at both ends of the
transmission links, and the associated Doppler spectrum of
the channel paths. The system model assumes M transmit-
ting antennas and N receiving antennas M < N. Simula-
tions are carried out for two modulation schemes (BPSK
and 16-QAM). Multistream detection is impl d at
the receiver. The minimum mean squared error detector
(MMSE) is complnd with its V-BLAST version. Compar-
isons are made using bit error ratio (BER) versus signal-to-
noise ratio (SNR) simulation. The effect of error propaga-
tion in the BLAST (Bell Laboratories Layered Space-Time)
scheme is also investigated.

2. SYSTEM DESCRIPTION
Consider the MIMO setup pictured in Fig. 1 with M an-
tennas at the transmitter and N antennas at the receiver.
Asm;ledunnreunudemuh lexed into M sub
and each substream is then encoded into symbols and fed
to its respective transmitter.

Transmimers

ewmaed

S “ -
u\mh\

Figure 1. The (M.N) single user wirel ication sy

Let T seconds be the symbol period. Transmitter an-
tennas 1 to M operate on the same radio frequency at a
symbol rate 1/T symbols/sec, with synchronized symbol
timing. The collection of transmitters comprises, in effect, a
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vector-valued transmitter, where components of each trans-
mitted M-vector are symbols drawn from a BPSK or QAM
constellation. In this paper the same constellation is used
for each substream, and transmissions are organized into a
burst of J symbols. The power launched by each transmit-
ter is proportional to 1/M so that the total radiated power
is ¢ and independent of M. In V-BLAST the vector
encoding process is simply a demultiplex operation followed
by independent bit-to-symbol mapping of each substream.

For the remainder of the paper, we will assume for sim- °

plicity that the substreams comprise uncoded, independent
data symbols. Receivers 1 to N are, individually, conven-
tional BPSK or QAM receivers. These receivers also oper-
ate on the same radio frequency, each receiving the signals
radiated from all M transmit antennas. In this paper each
symbol to be transmitted is sent to exactly one transmit-
ting antenna, the receiver is symbol-synchronous. Letting a
= (ay,@3,..,as)7 denote the vector of transmitt symbols,
then the corresponding received N-vector is

r =Ha+v (1)
where v is a noise vector with components drawn from
11D wide-sense stationary zero mean processes with variance
o?. H is the N x M matrix channel transfer function, where
hi; is the (complex) transfer function from transmitter j to
receiver i, and M < N. We take the quasi-stationary view-
point that the channel time variation is negligible over the
J symbol periods comprising a burst, and that the channel
is estimated accurately, e.g. by use of a training sequence
embedded in each burst. Thus, for brevity we will not make
the distinction between H and its estimate.

3. DETECTION ALGORITHMS

Minimum Mean Squared Error Detector
(MMSE)

MMSE detection [9] [10] is represented by an N x M matrix
€ which minimises :

3.1,

M
3" Elier - a)ll] @
k=0

1f * > 0 then MMSE may be represented by

21—}
Cararss = VPHY [PHH"' o -’p—] @)

In this paper p = 1 for BPSK and p = 4 for 16-QAM. P
is the total transmitted power.

3.2. VBLAST detection algorithm
In this section VBLAST detection algorithm is described
([11]). Let the ordered set

8= {k;,kz....,ku} (4)

be a permutation of the integers 1,2,..., M specifying the
order in which components of the transmitted symbol vec-
tor a are extracted, the detection algorithm operates on ry,
progressively computing decision statistics yi, , kg s -«s Yhy
which are then sliced to form estimates of the underlying
data symbols ax,, &k, @ky, - Thus, decision statistic yx,

is computed first then yi,, and so on. To determine a par-
ticular ordering Sope which is optimal in a certain sense we
apply an optimum criterion (presented later). For now we
assume an arbitrary ordering S. The detection process uses
linear combinational nulling and symbol cancellation to suc-
cessively cc the yx,, p ding generally as follows:

Step 1: Using nulling vector wy,, form a linear combin-
ation of the components of 7, to yield yx, :

Yk = wz‘." (3)
Step 2: Slice yx, to obtain dx,

ey = Q(Un, ) (6)

where Q(.) denotes the gquantisation (slicing) operation
appropriate to the constellation in use.

Step 3 Assuming that dx, = ak,, cancel ay, from the
received vector ry, resulting in a modified received vector
T3

2 =71 — ik, (H )iy (M)

where (H)g, denotes the kith column of H. Steps 1-3
are then performed for components ka,....kar by operating
in turn on the progression of modified received vectors ra,
T8y ooy PALE.

The most common choices for the criterion chosen to
compute the nulling vectors wy; are mean-squared error
(MMSE) and zero-forcing (ZF). Both of these criteria are
described and implemented here.

The ZF criterion: The kith ZF-nulling vector is defined
as the unique minimum norm vector satisfying

w).‘T(H));,- = { ? ;i: (8)

Thus, the k;th ZF-nulling vector is orthogonal to the sub-
space spanned by the contributions to 74, due to those sym-
bols not yet estimated and canceled. It is not difficult to
show that the unique vector satisfying eqn. 8 is just the k;th
row of HX __ where the notation HE denotes the matrix

+
Kiea
obtained by zercing columns ki, k2, ..., ki of H and * de-
notes the Moore-pseudoinverse [12].

The MMSE criterion: VMMSE differs from the
VBLAST-ZF in that the nulling vector derives from the
solution of the eqn. (2), which is actually defined in eqn.

(3).

3.3. Why VBLAST?

V-BLAST realizes higher spectral efficiencies than conven-
tional multiple-access techniques(CDMA, FDMA, TDMA).
In fact, an essential feature of BLAST is that no explicit or-
thogonalization of the tr itted signals is imposed by the
transmit structure. Instead, the propagation environment
itself, which is assumed to exploit significant multipath, is
used to achieve the signal decorrelation necessary to sep-
arate the co-channel signals. Unlike code-division or other
spread-spectrum multiple access techniques, the total chan-
nel bandwidth utilised in a2 BLAST system is only a small
fraction in excess of the symbol rate. Unlike FDMA, each
transmitted signal occupies the entire system bandwidth.
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Finally, unlike TDMA, the entire system bandwidth is used
simultaneously by all of the transmitters all of the time.

4. STOCHASTIC MIMO CHANNEL MODEL

Detailed description of the stochastic radio channel adopted
in this paper can be found in [4] and [8].

Let assume that the transmitter is the BS and the receiver
is the MS. All antenna elements in the two arrays have
the same polarization and the same radiation pattern. The
spatial complex correlation coefficient at the BS between
antenna m, and m; is given by

ﬂf-fma =< hnyn, man > (9)

where < a,b > computes the correlation coefficient
between a and b. From (9) it is assumed that the spatial
correlation coefficient at the BS is independent of n, since
the n elements at the MS, illuminate the same surrounding
scatterers and, therefore, also generate the same power azi-
muth spectram (PAS) as the BS. The Spatial correlation
function is the Fourier transform of the PAS [13]. Different
expressions of the spatial correlation function have been de-
rived in the literature assuming that the PAS follows some
specific functions ([14] [15]). The spatial complex correla-
tion coefficient observed at the MS is similarly defined as

ez =< Bmoy y By > (10)
and d to be independent of m.

Given the (9) and (10), the following symmetrical complex -

correlation matrices can be defined

5
P21 Pag PzM
Rps = 4 y "
S .
OB oBS - 0B S
and MS Ms MSs
R ¢ R Y.
e ol . ol
R,\l; = -3 . - . (11)
MS M v
PN1 pst i Pf\'r'nsr NaN

The correlation coefficient between two arbitrary trans-
mission coefficients connecting two different sets of antennas
is expressed as

nymy

Prgmz =< bm,n. .’hu,n, > (12)
which is equivalent (proof presented in [8]) to

Prgmy = Pryny Pmymy
this means that the spatial correlation matrix of the
MIMO radio channel is the Kronecker product of the spa-

tial correlation matrix at the MS and the BS and is given
by

nymy Ms _BS (13)

Ruiyio = Rus @ Rps (14)

5. GENERATION OF SIMULATED
CORRELATED CHANNEL COEFFICIENTS

Caneh&ed cln.nnel codﬁaenu h,..,. are generated from

identically distributed
(iid.) tndom variables dm.. shaped by the desired Dop-
pler spectrum such that

H=cCd (13)

where H yne = [hu,hn. yhati hiz, ... hasn]T and
dyna = [da, ds, ..., dun]” where the symetnal mapping
matrix C results f.mm the standard Cholesky factorization
of the matrix Raysmo = CCT provided that Rasraro is
nonsingular [12]. The generation of the simulated MIMO
channel matrix H can be deduced from the vector H.
Note that the correlation matrices and the Doppler spec-
trum cannot be chosen independently, as they are connected
through the PAS at the MS [16].

(Kronecker
product)

Rys — ®+— Ras
(channel matriz of

s R i ]
mq- w:;'clahm [ MIMO

(product

~L :
‘ P] (power shaping
element by element 9 [ mate

iz)

(cc:(o";:::::::{::;;m:nt) [r ]

(Cholesky ,fodoruaMn)[C] L.I.D.

1
(matriz product) Q [d]
] Sm,
+
[H]

Figure 2. Flow chart illustrating the practical procedure to ob-
tain correlated channel coefficient.

The flow chart illustrating the complete procedure to gen-
erate correlated channel coefficient is is presented in Fig. 2.
The power-shaping matrix P represents any imbalance in
BPR (Branch Power Ratio) bet antenna el ts. The
elements of P are the product of the standard deviations
Ohpma Of the channel coefficient by,

2
Thiy "lly"lu Ohyy Thagns
ThyyOhyy c,,“
P =
Thyy Thyn me,

Matrix I' results from the element-by-element product of
Rysrao by matrix P. Applying the Gaxpy algorithm ([12]
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p-143) (Cholesky decomposition) to T' we get the lower-
triangular matrix C. Let d be a vector of MN complex
zero-mean unit variance independent random variables. As
described in eqn. (15), correlated channel coefficients hpp
are generated from the M x N-vector d and the matrix C.

6. SIMULATION

Bit error ratio (BER) versus signal-to-noise ratio (SNR)
simulations were carried out in order to compare the per-
formance of the MMSE and VMMSE for different degree of
correlation in the radio channel. Two types of modulation
have been nsed : BPSK and 16-QAM. The effect of error
propagation (EP) in the V-BLAST is also investigated, The
curves labeled NEP (no error propagation) were obtained by
impl ting perfect ¢ llation by substraction. Signal-
to-noise ratios between -10dB and 20dB were considered,
were SNR of 2dB corresponds to 5 = 1035, For all the
simulations, each frame was of length 100. Each frame cor-

ponds to one simulated ch 1 and 100M transmitted
symbols. Each point plotted, is the average of 10000 simu-
lated channels.

6.1. Simulation Setup

To introduce correlation into the simulation scenarios we
have used the MIMO thecretical radio channel that res-
ults after the application of the algorithm described previ-
ously. In order to validate the stochastic MIMO model we
have used channel correlation figures resulting from meas-
urements [8]. The input parameters used in the validation
stage are the average spatial complex correlation matrices
Rps and Rars. The measured spatial complex correlation
matrices are the results of an average over the reference
transmitting and receiving antennas. Two real examples
have been used as input.

Example 1: Pi 11 Decorrelated. See (16.)
Example 2: Microcell Correlated. See (17.)

Both in examples 1 and 2, Rys is decorrelated. This is
expected since the MS is surrounded by scatterers. On the
other hand, Rgs presents two different behaviors. In Ex-
ample 1, the spatial correlation coefficient remain low as
expected in the case of an indoor termination. On the
other hand, the spatial correlation coefficients at the BS
are highly correlated in Example 2 with a mean absolute
value of the coefficent of 0.96. The high correlation is ex-
plained by the fact that in this specific example the BS is
located above any surrounding scatterer. Therefore, a low
azimuth spread (AS) is expected, which causes the antenna
array elements to be highly correlated.

1 ~0.45 4 0.53) 0.5 - 0.22§  0.1940.31j
Rps = | -0as—oss 1 ~0.35 = 0.02j  ©.02 - 0.275
0.57 40.92;  =0.35 4 0,025 1 —0.10 4 0.545
019 = 0.31) 00240373 =010 - 0,545 1
(16)
1 —~0.13 = 0.02j =049 $0.25f  0.1540.28)
—0.33 4 0.625 1 —0,13 = 0,82] ~—0.384 0,125
Rys = —0.49 - 0.23] ~-0.134 0.825 1 0,02 - 0,813
018~ 0,285  -0.36—0.425  0.024 0.615 1
1 -0.61 4 0.77§ 0.14 = D.945 0.74 $ 0.893
Rpe -0.61 - 0,775 1 ~0.854 0.30; 0,57 - 0.785
ol 0.14 4 0.945  —0.88 — 0.805 ' —0.91 4 0.40F
0.24 - 0.89;  0.57 $0.18;  —0.91 ~ 0.405 i

}

am)
1 -0.12 = 0.18)5 0.08 4 0,055 -0.03 - 0.135
~0.12 4 0.185 1 =017 ~0.185 0,11 40.045
Rys = [ 0.08 — 0.085  —0.17 4 0.165 3 —0.37 - 0.265
~0.02 40185  0.11=0.04j  —=0.17 4 0.16) 1
6.2. Simulation results

For uncorrelated channels and 16-QAM modulation, both
detectors give essentially the same performance over the
entire range of SNRs. In Fig. 3 the BERs (Bit Error Ra-
tio) versus SNR for two detectors (VMMSE/MMSE) and
BPSK modulation are plotted. At lower SNRs, both de-
tectors (assuming EP in VBLAST MMSE) give rather sim-
ilar performances. As SNR increases, the BER versus SNR
curves diverge. At higher SNR, despite taking EP (Error
Propagation) into account, the VMMSE detector still per-
forms better than MMSE. From the same graph we can see
the superiority of the MIMO 4x4 system over the SISO sys-
tem regarding the BER performance,

In Fig. 4 the effect of EP, in the performance of VMMSE
detector for BPSK and 16-QAM modulations for uncorrel-
ated channels, is investigated, Note that 16-QAM modula-
tion suffer more from EP than BPSK modulation.

1

o1

Bt eevos ratio

0001

signal to-roise (wic (48]

Figure 3. Detector comparison, N=4, M=4, BPSK modulation

In Fig. 5 we investigate the effect of correlation in the
performance of VMMSE detector for BPSK and 16-QAM
dulations. The p of correlation can change dra-
matically the behavior of the detector. Similar results hold
for MMSE detector as well (Fig. 6). This is due to the
fact that correlation between the antenna array elements
results in a channel matrix with low rank [1]. The channel
H may offer K parallel subchannels with different mean
gains, with K = Rank(R < min(M,N)), where the func-
tion Rank(.) and min(.) return the rank of the matrix ant
minimum value of the arguments, respectively, R is the
instant correlation matrix R = HH”. When the
rank K of the channel matrix is low(high correlation), then

175



Publications

less subchannels are available to the sy , which results
in degradation of the performance of the system.

The notation *Corr exmpl® stands for the correlated ex-
ample (see (17)) and the notation *decorr exmpl’ stands
for the decorrelated example (see (16)). For BPSK mod-
ulation the performance of the VMMSE detector is much
better than for 16-QAM over the entire range of SNR and
specially for higher SNRs. From the comparison of MMSE
and VMMSE detectors (Fig. 6), over the entire range of
correlation, we can see that for lower SNRs the perform-
ance of both detectors is similar. But for higher SNRs the
VMMSE detector performs better no matter the degree of
correlation,

B enor ratio

0.001

Figure 4. The effect of ervor propagation, N=4, M=4, BPSK/16-
QAM modulation

B3 - 2 0 2
wgnal-1onoue (mio [dB)

Figure 5. The effect of correlation, N=4, M=4, BPSK/16-QAM
modulation

Fig. 7 presents the impact of correlation on VMMSE
performance for BPSK modulation. The graph confirms
that the correlation b the array el t.
degrades the performance of the system [1], [17].

- BPEK Cenr 07 |
. BPSK oo (4x8)
B e
.
3 N
&
“~
0.0
o -8 £ -4 2 o 2 4 5 8

signal-to-noise rario 48]

Figure 6. The effect of correlation, N=4, M=4, BPSK modula-
tion, detectors MMSE/VMMSE

1

03

Be orror e

20t

0.001

0 B 8 4 2 ) 2 ) 6 ]
signdl £o-oise raio (48]

Figure 7. The effect of correlation, N=4, M=4, BPSK modula-
tion, detector VMMSE

7. CONCLUSIONS
Detection algorithms for single-user wireless communica-
tion using multiple antennas at both the transmitter and
receiver in a stochastic MIMO radio channel model are
compared for different degree of correlation between the
ant. array el ts. The effect of error propagation
is investigated as well. All the simulation scenarios have
been implemented for two modulation schemes (16-QAM
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and BPSK). The stochastic MIMO channel model has been
simulated using both measured ([8]) and theoretical fading
correlation model.

With reference to Fig 3 - 7 it is obvious that the VMMSE
detector performs better than MMSE for any modulation
scheme and for any degree of correlation. The effect of error
propagation is also investigated for VMMSE. The effect is
greater when using 16-QAM modulation. When taking into
account correlation between the a array el ts it
is clear that higher correlation leads to degradation of the
system performance.
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