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Structural and magnetic studies of strongly correlated 

electronic systems 

Abstract 

Understanding of strongly correlated systems is of great importance in our 

understanding of fundamental solid-state science, and in the design and improvement 

of many technologically useful magnetic systems. In this thesis studies of two such 

systems are presented. The first system is the jarosite mineral family AM 3 (SO4)2(OH')6  

(where A = H30, K; M = Fe, Cr) which is an experimental manifestation of a kagome 

lattice antiferromagnet. Such a lattice displays unusual magnetic behaviour which may 

be of direct relevance to high temperature superconducting materials. A variety of 

neutron experiments have been performed to investigate the nature of the spin 

dynamics in the case of the hydronium iron salt, which is unique to the iron series in 

not exhibiting long range magnetic order. Single crystal studies have been used to 

probe the nature of the ground state of the potassium salt, and the first unambiguous 

determination of the magnetic structure is presented. Neutron diffraction studies and 

muon measurements have been performed on the hydronium chromium salt, the 

behaviour of which appears to contrast with that of the iron analogue. 

The second system of study is the series of compounds La1MMnO3 (where M = 

Ca,Pb). which are of interest due to their potential application in read-write head 

devices. A combination of both dc susceptibility measurements and neutron diffraction 

studies have been used to investigate the magnetic behaviour of both these systems in 

key areas of the temperature-composition phase diagrams. The electronic fluctuations 

in the calcium system have been studied using muon spin relaxation techniques. 
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Chapter 1 Introduction 	 1 

Chapter 1 Introduction 

1.1 Strongly correlated systems 

The nature and properties of solids have proved of great interest to both chemists and 

physicists throughout this century Experimental work has used a combination of 

diffraction techniques, often using X-rays or neutrons, as well as probes of quantities 

such as the heat capacity and conductivity, in order to attempt to gain understanding 

of both the periodic array of atoms within given solids and the properties of such 

materials. However the link between experimentalist and theorist has proved more 

difficult to bridge. Whilst experimentally it is trivial to class materials as either 

insulators or metals, a theoretical understanding of such behaviour has proved greatly 

more complex. Classical theories for the description of a metal, based on the 'free 

electron model' whereby an electron gas surrounds a lattice of positively charge ions 

(the so called 'ion core'), proved unable to model properties such as the large specific 

heat and magnetic susceptibility expected for completely free charge carriers reliably 

[1]. Quantum mechanical models, using Fermi-Dirac statistics in order to apply the 

Pauli exclusion principle, improved the theoretical description of metals, but were 

unable to successfully predict whether any particular system would exhibit metallic, 

semi-conducting or indeed insulating behaviour, in other than a small number of 

systems [2]. Such work was developed for a single electron, based on the premise that 

for any given electron an effective potential could be used to describe its interaction 

with surrounding ions and electrons [3]. 
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In all cases the fundamental stumbling block to improved understanding rested upon 

the fact that the properties of a given particle (usually momentum and position) are 

strongly coupled to the other particles within the system. The problem is therefore a 

many body one, and such systems are termed 'strongly correlated, to highlight the 

coupling between particles. A further complication is introduced when degrees of 

freedom in a given system are coupled together, such as in the case of the 

magnetoresistance of a material, where electronic motion is coupled with an applied 

magnetic field. 

A huge impetus to the work on strongly correlated systems was provided by the 

discovery of high temperature superconductivity in the system YBa 2Cu306+ in the 

mid 1980's [4]. Experimentally it proved a spur to improve sample preparation 

techniques since it soon became clear that differences in the stoichiometry of a given 

system could make a large difference to its measured properties. This meant re-

evaluation of, not only, traditional high temperature synthetic routes to bulk powders, 

but also single crystal growth techniques and preparation of uniform thin films. From 

a theoretical standpoint such systems were fascinating, since theory could not 

reproduce such high superconducting transition temperatures, and work turned to 

improving upon the BCS theory of superconductivity [5]. Interest was re-ignited in 

modelling unusual and exotic magnetic ground states, since it became clear that the 

nature of the ground state, and low lying excitations, in YBa 2Cu306+6  and related 

layered systems such as those based on the parent compound La 2Cu04, were 

important in determining the nature of the superconducting properties of such 

systems. 
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It was in such a climate that a 'rediscovery' of the lanthanum manganite solid 

solutions was made in the late 1980's and early 1990's [6-10]. Such systems, of 

generic formula LniMMn03 (where Ln is a Lanthanide ion and M is a divalent metal 

ion such as Ba,Ca,Sr or Pb) were first studied in the 1950's [11] but interest was 

revived due to the remarkable magnetoresistive behaviour they exhibit over a wide 

range of solution. The complex interplay of structural and magneto transport, in 

particular the correlation between the peak in magnetoresistance and a ferromagnet 

transition, and the sensitivity of the properties of such solutions to changes in the 

concentration of M proved irresistible to theorists and experimentalists alike as a 

challenging testing ground for the theory of complex electronic systems. 

What the work in this thesis attempts to do is to consider both experimental and 

theoretical models relevant to the general problem of modelling and understanding 

strongly correlated systems. To this end the work is split into two main sections. The 

first section is devoted to the Kagome antiferromagnet, as modelled by the jarosite 

family AM3(SO4)2(OH)6, where A is a monovalent ion such as D 30, K, Na and M 

is a trivalent metal such as Fe 3+  or Cr34. Theoretical interest in the Kagome 

antiferromagnetic lattice relates to its geometry, well separated layers of vertex 

sharing triangles giving rise to an unusual magnetic ground state. Such ground states 

may be directly relevant to those of superconducting materials [12]. Interest in 

jarosites stems from the fact that they appear to provide the most appropriate 

realisation of this kind of magnetic system, and so provide a direct testing ground for 

the various theoretical models which have been devised to predict and rationalise the 

properties of this unusual class of magnet. The chemical flexibility of the jarosite 

family is also attractive, since it allows exploration of the effect of a variety of 
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different spins, and to this end both systems with Fe 3+  (S = 5/2) as the magnetic ion, 

and also systems containing Cr3  (S = 3/2) have been investigated. Not only is it 

possible to monitor the nature of the magnetic coupling between moments by 

changing the nature of the magnetic ion in such systems, but it is also possible to 

probe the balance between the various exchange forces by substitution of the linking 

sulfate group. To this end studies on the series of compounds KFe 3(X04)2(OH)6 , 

where X = S, Cr and Se have been performed. 

The second half of the work concentrates on the series of compounds La1MMnO3 

(where M = Ca and Pb). In the case of the calcium system work has focussed on 

concentrations of Ca where the system sits on the point of both a metal—insulator and 

ferro-antiferromagnetic transition. The work performed has been in two parts. Firstly 

high resolution neutron powder diffraction measurements have been used in order to 

study the crystallographic distortions which occur as the parent material LaMn0 3  is 

doped with calcium, and secondly muon spin relaxation measurements have been 

carried out in order to investigate the nature of spin fluctuations as the magnetic 

ground state changes on crossing the transition point T. Further neutron powder 

difflaction studies have been carried out in the case of the Pb system in order to 

monitor the change in crystallographic distortion on progressive doping of the parent 

compound LaMn03 . 

Before describing the background to the two different systems in more detail it will be 

of benefit to review both the nature of some basic aspects of magnetism, and the 

techniques available to a magnetochemist in characterising any given samples. The 

following section therefore outlines some of the basic principles of magnetic theory 

[13], in advance of the next Chapter which considers the variety of techniques which 
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can be used to characterise not only the chemical but also the magnetic properties of 

any experimental systems. 

1.2 Magnetic susceptibility and the Curie Law 

The magnetic susceptibility of a material can be described by the expression 

M 	
(1.1) 

where M is the magnetisation, defined as the magnetic moment per unit volume, and 

H is the applied magnetic field strength. In situations where the susceptibility is 

negative the sample is said to exhibit diamagnetism. Diamagnetism is a property of all 

materials and arises from the interaction of paired electrons with an applied magnetic 

field. Upon introduction of an applied field of strength H there is a reduction in the 

concentration of magnetic flux lines in comparison to that of free space, in other 

words the sample will be repelled by the applied field. Such a response is both 

temperature and field independent, and generally small in magnitude. 

A positive value of the magnetic susceptibility on the other hand corresponds to a 

paramagnetic response. Paramagnetism is a property of unpaired electrons and thus a 

paramagnetic material will act so as to concentrate flux lines of any applied field and 

will therefore be attracted towards regions of high flux density. Whilst the response is 

independent of field strength it does generally show a considerable temperature 

dependence. To a first approximation, such paramagnetic behaviour can be described 

using the Curie Law which states that 

x=C/T 	 (1.2) 
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where C is the Curie constant and T is the temperature in Kelvin. Thus a plot of ' vs. 

T will yield a straight line, from which the Curie constant can be calculated. In many 

cases however, instead of using the Curie constant, an alternative figure is quoted, 

that of the effective moment Xff. This gives a measure of the number of unpaired 

electrons per mole of material under investigation and is given by the equation 

fleff = [(3k/N4 2(27) 1 ] = [g2s(s+l)]1 pB  (1.3) 

where k is the Boltzmann constant, NA the Avogadro number, g the Landé factor and 

s is the electron spin. Methods of measuring the bulk susceptibility of a sample are 

outlined in the next Chapter. It should be noted in passing however that confusion 

may arise as to the units appropriate to these quantities. In SI units the factor fib must 

be introduced on the right hand side of equation 1.1 and the units of M and H are then 

Am' and those of x JT 2m 3 . However it is still common to use equation 1.1 as it 

stands and to quote the magnetic susceptibility in terms of the moles of sample and 

hence, in cgs units of emu cm 3, where fib is defined as 1 and is dimensionless and 1 

emu 1cm3 . The conversion factor between SI and cgs units is therefore given by 1 

JT 2m 3  iO emu CM-3.  It is the molar susceptibility which will be used in this thesis, 

since it may be converted more rapidly to give the effective moment and so a 

comparison with the angular momentum of unpaired electrons in the systems under 

investigation. 

1.3 Microscopic origin of magnetic susceptibility 

If the case of a simple magnet of isolated atoms is considered, with spin and orbital 

quantum numbers S and L respectively, then if Russell-Saunders coupling applies, i.e. 
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S and L couple vectorially to give the total angular momentum quantum number J, the 

moment p.., associated with J is given by 

,tij =9pB .JJ(J+1) 	 (1.4) 

where PB  is the Bohr magneton as defined by the relation 

PB =IeIh/2mc 
	

(1.5) 

where e is the electronic charge in C, m the mass of the electron in kg and c the speed 

of light in ms'. Since, in this case, Russell-Saunders coupling applies, the value of g is 

given by 

g— 	
2J(J+1) 

- 3J(J + 1) + S(S +1) - L(L + 1) 	
(1.6) 

It should be noted that this expression will not hold in the case of first row transition 

metals, since the ligand field will perturb J, and hence contributions from s and / of the 

individual ligand field split states need to be calculated explicitly. 

If a magnetic field H is applied to the magnetic ion discussed above, then the ground 

state will be Zeeman split into (2.J+1) m states of energy Emj  given by 

Emj  = - m,gppJI 
	

(1.7) 

where z denotes the orientation of the magnetic field. Each state m3  will have a 

projection of the moment along the field direction as given by 

p,=mf gpB 	 (1.8) 

The net polarisation <•>, given by the Boltzmann average over all states m,, is 

Pmj exp(—E /kT) 

<Pmj > m=-J 
	

(1.9) 
exp(—E,,, / kT) 

m=-J 
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If the Zeeman splitting is small relative to kT then this expression simplifies to 

< 
	9

2p 2J(J +1) 
Pmj 	3kT 

(1.10) 

Thus, for one mole of ions, the molar magnetisation is given by M = NA<p,flJ>, where 

NA is the Avogadro number, and the molar susceptibility Xm,  by 

X. = M1'HC7T 	 (1.11) 

2 lvg/J J (J-l-1) 
where C = 	 and the result is the Curie Law as introduced above. 

3k 

1.4 Curie-Weiss Law 

Those class of magnets which rigorously obey the Curie Law have no thermally 

accessible in states in higher energy J states, whose population will change with 

varying temperature, and no appreciable magnetic coupling between ions. However in 

the case where there are such thermally accessible states, or when exchange 

interactions between ions become significant, the behaviour of such systems can be 

described by a modification of the Curie Law as given by 

(1.12) 

where C is defined as for the Curie Law and 9 is termed the Curie-Weiss constant and 

parameterises the sign and strength of coupling within any given system. It can be 

determined from experimental data in a similar fashion to the Curie constant, by 

plotting yj'  against T and measuring the intercept with the T axis. The case where 9< 

0 describes an antiferromagnet, whilst that of 9 > 0 describes the case of a 

ferromagnet. 
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A description of this term was first proposed by Weiss [14], in a description of 

ferromagnetic materials. He assumed that as a material approached the ferromagnetic 

transition temperature T, the atomic spins became aligned by interaction via a 

molecular field. The effect of such interaction was such that each individual spin Si 

could be replaced by an average value <5> and so the formalism was termed mean 

field theory. Each moment thus experiences an additional internal field M. which is 

directly proportional to the magnetisation of the sample. Thus 

Hm  = 	 (1.13) 

where 2 is termed the Weiss field constant. Insertion of this term into the Curie Law 

then gives the susceptibility in the form 

X m M/(TAC) 	 (1.14) 

Thus in the limit when H = 0, M # 0 and T = Tc it can be seen that 2C = T. 

A similar treatment can be applied to the case of an antiferromagnet, defining the 

material to consist of two sublattices, one with all spins polarised in a positive 

direction ('spin up'), the other with all spins of negative polarisation ('spin down'). In 

this case derivation of the Curie-Weiss Law gives a Curie Weiss constant 9 = 2C12. 

Whilst mean field theory can describe the behaviour of magnets well above any 

ordering transition, it will break down on cooling as short-range correlations become 

significant. Such critical behaviour of magnetic systems in the region T-- T (TN  in the 

case of an antiferromagnet) will be considered in more detail in Chapter 3. 
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1.5 Magnetic exchange 

The preceding sections 1.2 - 1.4 have considered the microscopic origin of 

magnetism and the response of an assembly of isolated magnetic ions to an applied 

magnetic field. Whilst it is possible to assess the magnetic behaviour of a given sample 

through consideration of its magnetic susceptibility, it is also important to consider 

what mechanisms allow interaction, or exchange, between assemblies of ions. On a 

simple level direct exchange may take place between localised electrons on adjacent 

ions. Overlap of charge density gives rise to a correlation between spins which is 

proportional to their scalar product S 1 .S2. Applying this to the three dimensional case 

of a 'real' solid gives rise to the Hamiltonian 

H =-2JS.S  
ij 

where J is the exchange integral between adjacent atoms and the summation extends 

over all neighbouring pairs of atoms. A positive value of J leads to ferromagnetism, a 

negative value to antiferromagnetism. However in the majority of magnetic systems 

exchange is somewhat more complex, since the interacting magnetic ions are further 

apart. In the case of insulators the mechanism of superexchange was first proposed by 

Kramers [15], who suggested that magnetic cations interacted via an intervening 

anion. This can be illustrated in the case of the antiferromagnet MnO, which has a 

rock salt structure. Overlap between the d-orbitals of the Mn(H) ions and the p-

orbitals of the 0 anions, in obeyance with the Pauli exclusion principle, leads to an 

antiferromagnetic array of Mn(ll) moments, as depicted below. 
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e 	p 	e g 	 g 

Figure 1.1 Schematic diagram showing electron distribution between manganese 

ions in MnO. Superexchange between these ions via the intervening oxygen p- 

orbitals leads to antferromagnetic spin ordering 

In metals there is a long range interaction between conduction electrons and nuclear 

moments which is proportional to (1/R 3) at relatively large distances R between ions, 

this being known as the RKKY (Ruderman-Kittel-Kasuya-Yosida) interaction. 

Having examined the origins of magnetic behaviour, the next Chapter outlines the 

various techniques used to characterise the systems studied in this thesis, both in 

terms of their chemical composition and magnetic behaviour. 
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Chapter 2 Sample Characterisation Techniques 

To effectively probe the nature of the systems described in this thesis, a broad range 

of characterisation techniques needs to be used. Not only is the elemental composition 

of any given sample of importance, but also its structure, as well as its magnetic 

properties. This chapter therefore considers each of these problems in turn, 

concluding with a brief overview of some of the fundamental principles of neutron 

diffraction which will be of use in interpreting the experimental data presented in 

subsequent Chapters. 

2.1 Chemical characterisation 

2.1.1 ICP Atomic emission spectroscopy 

Atomic emission spectroscopy (AES) affords the ability to determine the 

concentration of cations in solution with a sensitivity of the order of parts per million. 

The sample of interest is dissolved in a suitable solvent and then introduced into a 

nebulizer through a capillary tube, where argon gas is then introduced in such a way 

as to create an aerosol gas jet. This jet enters a spray chamber where large droplets of 

sample are trapped out, leaving the smaller particles to enter the plasma torch, whose 

temperature is greater than 1 0 4K; here the droplets are desolvated and atomised, these 

atoms then being excited with subsequent emission of light [1]. 
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2.1.2 Thermogravimetric analysis 

Thermogravimetric analysis (TGA) allows us to monitor the chemical breakdown of 

given materials on heating, through the measurement of small changes in sample mass 

as a function of temperature. A TGA machine consists of a delicate electronic 

microbalance hanging in an oven, capable of heating to, typically, 1500°C. A gas flow 

of Ca. 5Lmin 1  across the sample crucible is often used. In the specific case of metal 

oxides, it is possible to use the mass changes seen in the TGA data in order to 

determine the oxygen content of a given sample, through heating of the sample in a 

reductive atmosphere such as hydrogen. The change in mass of the sample on heating 

is recorded, and such changes seen as a function of temperature can be related to the 

chemical breakdown of the sample. A schematic diagram of the apparatus involved is 

shown in figure 2.1. 

null detector electronics 

/ 
ceramic sleeve 

\ r 
furnace 

thermocouple 

sample holder 	/ 
counterbalance 

Figure 2.1 Schematic diagram showing arrangement of apparatus for TGA 

measurements 

The shape of the TGA trace is dependent upon the heating rate used (typically 2-10°C 

min'), the atmosphere surrounding the sample and the particle size. 
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It is possible to combine TGA analysis with differential thermal analysis (DTA). In the 

case of DTA a reference crucible, containing a thermally inert material such as 

alumina (A1203) is introduced alongside the sample crucible, both being held 

symmetrically in the furnace so that the thermal flux experienced by both crucibles is 

identical. As the furnace warms up the difference, AT, between the temperatures of 

the reference and sample crucibles is recorded. Using such temperature differences it 

is possible to measure the enthaipy of any phase changes which occur on heating [2]. 

2.2 Structural characterisation 

2.2.1 Powder diffraction 

Both X-ray and neutron difi1action provides the solid state chemist with a powerful 

means of determining the structure of any given crystalline material. In a given 

diffraction pattern the position of reflections is determined by the geometry of the unit 

cell, whilst the intensity of such reflections is determined by the so called structure 

factor F, which is dependent upon the position and nature of the atoms in the unit 

cell. A fuller description of the diffraction process is given in the specific case of 

neutron diffraction in section 2.3.6. However, it is pertinent to consider at this stage 

how information is extracted from the diffraction data obtained. Whilst single crystal 

studies are capable of extracting the maximum amount of information about the 

structure of a material, it is not always possible to grow a crystal of material suitable 

for such studies. Instead powder diffraction measurements may be performed. In this 

case determination of the structure factor is made more difficult by the fact that the 

measured intensity is acquired only with respect to lattice d-spacings. Thus no 

information is gathered as to the orientation of scattering and so reflections which are 
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close in d-spacing will overlap. A breakthrough in the treatment of such data was 

provided by the Rietveld method [3] which is a step by step means of analysing a 

given powder diffraction pattern, and recognises the fact that a given diffraction 

pattern will yield information from intensity at each step in the pattern. Thus a least-

squares refinement is used to generate a best-fit between the observed diffraction 

pattern as a whole, and the calculated model, with refinement of a series of factors 

relating to various specimen parameters (in particular the size of the unit cell and 

positions of atoms within it), as well as those associated with the instrument involved. 

Whilst individual reflection profiles will overlap, the Rietveld method does not 

attempt to allocate observed intensity to any particular Bragg reflections, but rather 

treats the profile as a whole. The quantity minimised (S r) in the least squares 

refinement is given by the equation 

S  
	 W(Y —y,)2 
	

(2.1) 

where w, = (y1)' , y,  is the observed intensity at the ith step and Yci the calculated 

intensity at the ith step. The sum is performed over all data points. 

The least squares minimisation leads to a set of normal equations containing the 

derivatives of all the calculated intensities, Yci,  with respect to each of the adjustable 

parameters , which is then soluble by an inversion of the normal matrix. This solution 

is performed iteratively, whereby shifts are applied to the initial parameters in order to 

improve the model. Since the adjustable parameters and intensities are related non-

linearly the starting model must be close to the correct model, otherwise the 

refinement will not reach a global minimum. Thus it is important to note that the 

Rietveld method is one of structure refinement rather than structure solution. The 
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criterion of fit used in such refinements is similar to those used in single crystal 

diffraction pattern analysis. The term used is designated the 'R - weighted pattern' or 

RWP 
value, which is given by the equation 

• 

, [y7  (obs) - y, (ca/c)]2 1/2 

R WP
I  

= { 
w w (obs)] 	

(2.2) 
I 

I 	 J 

where wi  is defined as above, and y1(obs) and v (ca/c) are the observed and calculated 

intensity at the ith step respectively. 

Whilst a variety of software packages exist to perform such analysis, one of the most 

commonly used is GSAS (General Structure Analysis System) [4], and it is this 

package which will be used in the analysis presented in this work. It should be noted 

in passing that a further statistic calculated during a refinement is the 'goodness of fit', 

designated x2, which is given by the expression 

W {y 1  (obs) - y 1  (ca/c)]2 } 

(NOb3 - N) 
(2.3) 

where N0b3 is the number of data points and Nvar the number of variables in the fit. 

Thus a perfect fit between observed and calculated data will give a value of x2  equal 

to 1. 
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2.3 Magnetic properties 

2.3.1 Magnetic susceptibility 

There are several ways in which the bulk magnetic susceptibility of a sample may be 

measured, which can be split into two broad categories. Firstly there are 'force' 

methods, where the force of the interaction between sample and applied field is 

measured. One example is the Faraday (or Gouy) balance, where the force exerted on 

a sample placed in a strong magnetic field is measured by consideration of the change 

in mass of the sample. Alternatively the susceptibility of a sample may be measured 

'inductively' by monitoring the current induced in a pick-up coil moved relative to the 

(magnetically polarised) sample. This is the basis of superconducting QUantum 

Interference Device (SQUID) magnetometers. A further possibility is to measure the 

complex magnetic inductance of the sample under investigation, a method used in the 

case of A.C. inductance bridges. Each will be considered in turn. 

2.3.2 DC Susceptibility 

All the measurements performed within this thesis were conducted using a MPMS-2 

SQUID magnetometer, supplied by Quantum Design, San Diego. The principle of 

operation is illustrated in figure 2.2. 
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Figure 2.2 Schematic diagram outlining the operation of a SQUID magnetometer. 

Changes in the magnetisation of the sample are manifested by changes in the 

tunnelling current 

The SQUID itself consists of a loop of superconducting material divided in half by 

two thin sections of insulating material, these barriers being known as Josephson 

junctions. Such links allow the passage of a supercurrent, via quantum mechanical 

tunnelling; a magnetic field at one junction results in an interference pattern at the 

point where the two loops combine, this being very sensitive to the magnitude of such 

a magnetic field. Such a tunnelling current is then amplified by the SQUID and 

converted into a voltage reading directly proportional to the applied magnetic field. It 

is thus possible to determine the magnetisation of a sample by moving the sample 

through detector coils attached to one of the Josephson junctions and monitoring the 

changes in the measured tunnelling current. 
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2.3.3 AC Susceptibility 

Whilst measurements using dc susceptibility rely on the fact that the magnetisation M 

is directly proportional to the applied field H, ac susceptibility measurements allow 

direct measurement of the rate of change of M with respect to H at a given frequency. 

The technique involves the application of a modest driving field h, the susceptibility 

being measured by taking the value of M/i at some frequency w. The signal 

obtained is composed of two parts, the real part '(a)), corresponding to the 

dispersion, and an imaginary part "(w), corresponding to the absorption. Usually 

these two terms are related, through a relaxation time, by use of the Casimir-Du Pré 

equations 

Zr Zs (2.4) 

XT — XS 
- 	1+22J 	

(2.5) 

where t is a single relaxation time, %T is the isothermal susceptibility in the limit w - 

0, and %s the adiabatic susceptibility in the limit w — . When z" = 0 and a, —+ 0 it is 

possible to measure the value of XT, whilst as w —+ oo = %s. At the point where w 

hr there is a point of inflection in '(w), whilst %"(0)) has a maximum, allowing 

determination of an average relaxation time r, .1 , for any given temperature. This 

technique therefore allows probing of dynamic processes of frequencies up to 10kHz. 

In order to investigate faster processes the technique of muon spin relaxation may be 

used as outlined in the next section. 
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2.3.4 Muon Spin Polarisation Measurements 

Muons are short lived particles with a mean lifetime of -2ps. Whilst both positive 

() and negative (1u) muons can be produced, only the case of p  will be considered 

here. Such muons are resultant from the decay of pions, which in turn are produced 

via the elementary reactions 

p+p-+r+p+n 	 (2.6) 

p+n-*7r+n+n 	 (2.7) 

where p is a proton, n a neutron and n a pion. 

Thus to generate a beam of muons a proton beam (of energy 500-800 MeV) is 

directed onto a production target, such as elemental carbon or beryllium, the 

threshold energy for pion production being of the order of 180 MeV. To ensure 

isotropic polarisation of the resultant muons, the muon beam is generally emitted from 

pions at rest within the surface layer of the target, and the beam therefore described as 

consisting of surface muons. 

Whilst the acronym MuSR can be used to refer to a variety of techniques, muon spin 

resonance, spin relaxation or spin rotation [5], all of these utilise the three basic 

properties of the muon particle. 

• Muons produced from pion decay are polarised 

• Muon decay occurs following the pathway 

411k 	_3 	e+ Ve 	+ 	VP 	 (2.8) 

such that the positrons, e, resultant from this decay emerge with sufficient energy to 

travel substantial distances before annihilation. 

• The distribution of decayed positrons is dependent upon the muon polarisation. 
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In the case of muon relaxation experiments, incident muons are implanted in the 

sample, generally at an interstitial site, since each muon will behave in a similar 

fashion to a proton and so implant close to an electronegative ion. If any local 

magnetic field is present, not parallel to their polarisation, then the muons will precess 

around it, with a Larmor frequency co,,, given by 

(0 /4  y /4 B/J 	 (2.9) 

where y,, is the muon gyromagnetic ratio (y1J27r = 13.554 kHzG') and B is the local 

field. 

If all the muons experience a unique magnetic field at their implantation site then the 

spin polarisation Gz(t)  along the z direction is given by 

G (t) = Re(cos 2  9 + sin' 6 exp(iw[t - ta]) 	 (2.10) 

where 9 is the angle between the initial muon spin and the local field direction, co = 

y,,fl and to  the muon arrival time 

The average taken over a powder sample is then given by 

Gz (t)+cos(wt) 	 (2.11) 

if to  is defined as being equal to zero. 

However in real systems the local field may vary over different sites as a result of 

factors such as nuclear moments, impurities or non-homogeneous freezing of ionic 

moments. Relaxation of the 2/3 component will result from both dynamical 

fluctuations and spatial inhomogeneities, but if the former are ignored for the moment 

and it is assumed that there is a distribution of muon oscillations defined by p(T) - 

where coo  is the mean oscillation frequency, then the polarisation is given by 
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G(t)=!+Jdwp() —co 0 )cos(cot) 	 (2.12) 

and so, depending upon whether p is Gaussian or Lorentzian in nature, the component 

will relax with either a Gaussian or exponential line shape. Thus dynamical 

fluctuations can only provide additional sources of relaxation. Similarly spatial 

inhomogeneity in the local field cannot cause relaxation of the 1/3 component since 

this proportion of the incident muons will always have spin polarisation along the 

direction of this field. The polarisation of these muons is constant unless the nature of 

the field changes with time. Thus relaxation of the 1/3 component can result only 

from dynamical fluctuations. The resultant analytical expression is given by 

Gz (t)exp(_t/I)+exp(_[t/Tc ]

2  —[t/I])cos(2,fi) 	(2.13) 

The second exponential term tries to account for both static and dynamical relaxation 

sources. The choice of relaxation function affects the values ofT 1  and TG but will only 

slightly affect the value of w which is the primary parameter of interest. 

Thus the muons act as probes of local magnetic fields, on a time scale such that static 

fields ranging from a fraction of a Gauss to several thousand Gauss can be detected, 

as well as fluctuating fields on a time scale of iO - iOs. 

In a typical experiment the rate of loss of polarisation in the sample is measured as a 

function of time and the muon polarisation is then reconstructed from the positron 

decay distribution. It is possible to apply external fields either along, or perpendicular 

to, the direction of muon polarisation. In the former case the set up is termed 

longitudinal field (LF) geometry, where the rate of loss of polarisation in the sample 
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as a function of applied field along the initial muon spin direction (HL) is measured. 

The experimental set up for this is shown schematically in figure 2.3 below. 

Initial 
Polarisation 

- 

1 
4

H Positron emission 
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L// U7 Y '*'V 
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Figure 2.3 Schematic diagram illustrating the set-up in a typical longitudinal (or 

zero field) muon spin relaxation measurement. Incident muons (it) trigger the start 

counter (A4) before passing through the sample (S) and positron emission occurs (on 

a trajectory at angle 9 to the muon spin) into the backward (B) and forward (P) 

detectors. The applied magnetic field is designated HL. 

At t = 0 positrons are preferentially emitted in the forward direction, whilst as t -* co 

the muons lose their polarisation and there is no difference between the signal 

observed in the forward and backward detectors. Hence if the difference between the 

forward and back detectors, defined as the asymmetry A 0, is calculated then a raw plot 

of asymmetry against time can be determined. 

The transverse field (TF) geometry set-up is shown in figure 2.4 below. This 

configuration is used to measure not only the frequency of muon precession but also 

the rate at which it loses phase coherence when the applied field HT  is applied. It 
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should be noted that it is possible to use an alternative configuration in which HT  is 

applied in the same direction as the muon spin, and positron emission is then 

monitored using detectors placed above and below the sample. 

Positron emission 

Initial 
	

I 
Polarisation 	

x~/I 

J1 

H 

Figure 2.4 Schematic illustration of the transverse field arrangement. The set-up is 

similar to the longitudinalfield arrangement, though in this case the appliedfield 

(i-IT) is perpendicular to the muon spin direction 

Modelling of the data acquired involves the use of analytical functions, which give 

information as to the static/dynamic components to any magnetic behaviour seen. The 

number of detected positrons for example in the backward detector (B) is given by 

	

NB  (t) = No  EB B  + exp(—t / z- . )(1 + A.P(t))] 
	

(2.14) 

where BB is the time independent background, P(t) the muon polarisation function and 

A 0  the calculated asymmetry. The number of counts in the forward detector (F) can be 

described in a similar manner. 
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The constant background terms are measured at a point when there are no muons in 

the sample and so the expressions can be reduced to 

	

B(t) =No(t)_ NOB  BB 	 (2.15) 

	

F(t) = NF  (t) - N O FF 	 (2.16) 

The experimental asymmetry Ar(t) is then given by 

A.(t)= 
B(t) - F(t) - (1 - a) + (1 + a)A0BP(t) 	

(2.17) 
B(t) + F(t) (1 + a) + (1 - a)A0 1'P(t) 

NF 
where a is the ratio of raw count rates—p- 

N 

And the corrected asymmetry A (t) is then given by 

A(t) = AP(t) = (a -1) + (a + 1)A, (t) 
(2.18) 

(a +1) + (a - 1)Ar  (t) 

The term a reflects the ratio of effective solid angles of the different counters and is 

independent of magnetic interaction of the muon with the target. In the TF 

configuration the value of a is selected so that in the limit as t -> 0, P(t) = 0 in the 

most strongly relaxing spectrum for a given sample. The value of a is extremely 

sensitive to factors such as the magnitude of an applied field, slight changes in the 

sample position and by the position of the proton beam on the production target. 

Muons implanted in a sample depolarise as an equilibrium ratio of spin up and spin 

down is approached. Thus if there is a field distribution p(B) as given by 

_____ (_r:iB_B52 
p(B) = f2 CXP1 	

22 	
J 	

(2.19) 
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where B' is some average field (either external or induced by magnetic ordering) and 

li/ym  the rms of the field distribution, then the static relaxation function go(t), 

(assuming that B' = 0) is given by 

g0 (t) =JdBp(B)G(t) 
	

(2.20) 

12 
= —+—(1 AY) exp( l AY) 
33 

which is termed the Static Kubo-Toyabe Function 

2.3.4.1 Generation of muons: pulsed vs. direct current beams 

The ISIS facility at the Rutherford Appleton Laboratory and the LMU facility at the 

Paul Scherrer Institute (PSI) in Switzerland, directly complement each other, allowing 

the experimentalist to probe a large range of relaxation times. In the case of ISIS 

pulses of muons are generated by the focussing of a proton beam onto a graphite 

target, set at 450  to the direction of the beam. A single pulse muon beam is generated 

with a full width at half height maximum (fwhm) of 80ns, an energy of 3.2meV and 

intensity of 4x10 5  muons s'. Such a burst of muons starts the multistop 'clock' when 

it is detected in front of the sample; positrons subsequently emitted are then detected 

by an array of scintillation counters in the forward and backward banks. In the case of 

the MuSR instrument there are 2 sets of 16 scintillators giving 32 detectors in all. A 

constant background is achieved amounting to something of the order of 10 of the 

counts in the first bins of the polarisation rate versus time histogram, obtained using a 

multiple channel analyser. Time resolution is limited by the pulse width, /S, since this 

uncertainty is manifested in the timing which starts each time the first muons are 

incident upon the detector. In practice this means that any time dependence of the 
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i.tSR signal which is on a scale comparable with, or faster than, the pulse width will be 

averaged out. 

In the case of the PSI facility the proton beam is continuous. In order to determine a 

muon decay event, detection of a positron/electron is required within a time period 

specified as the data gate, typically of lOps duration. Thus a 'good' decay event sees 

a coincidence of a positron/electron signal with this data gate. If a muon is stopped by 

the sample then there will be a coincident signal from the detectors in front of the 

sample, but no signal in the detectors behind the sample, this being termed the Pstop 

signal. In order to determine the number of events, as a function of the time the 

muons spend in the target before decay, a clock is started by the fltop  signal and 

stopped by the 'good' decay event signal. Allowance is also made for second muon 

events, such as a stopped muon which follows a previously stopped muon within the 

time interval of the data gate, and such events are removed from the detected muon 

signal. However the rate versus time histogram generated in such experiments, will 

still contain a time independent background, brought about by accidental start-stop 

events, such as background radiation simulating u t,,p and positron/electron signals. 

The limits to experimental work performed at the LMTJ facility are two fold. In order 

to determine a frequency of precession to any great precision there should be at least 

one complete oscillation within the data gate. In practice, for a lOp.s data gate, the 

lowest accessible frequency is 100kHz equivalent to a field of around 7G. The highest 

accessible frequencies are dependent upon the intrinsic time resolution of the 

detection electronics, relating to the time taken for light incident upon the scintillators 
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to pass to the photo-tubes, and the transit time within the photo-tubes to the 

processing electronics. 

2.3.5 Mössbauer Spectroscopy 

Mossbauer spectroscopy uses gamma ray emission resulting from radioactive decay to 

determine the microscopic environment around a given magnetic ion [6]. If the simple 

case of a gaseous atom/molecule emitting a quanta of energy E is considered, then 

the emission has a momentum associated with it equal to E Ic. Conservation of 

momentum thus dictates that the emitter will recoil with momentum PA such that 

PA =MVR = - Er/c 	 (2.21) 

where Mis the mass of the emitter and VR the recoil velocity. 

The recoil energy ER of the emitter is then given by 

ER=Mv2/=P2/2M=E/2Me2 	 (2.22) R 	A 

In the case of gamma emission the energy of the emitted rays is high and so the recoil 

velocity of a normal atom or molecule is significant. The energy of the emitted gamma 

rays, E7, comes only from nuclear decay from an excited to a ground state and must 

therefore also provide the recoil energy. Thus the relationship 

E7  =Ef  —ER 	 (2.23) 

holds, where E is the nuclear transition energy. Thermal motion of the emitter leads 

to Doppler broadening of the emitted radiation. 

It is clear that for MOssbauer to be feasible the following conditions must be met. 

. The energy of the nuclear transition involved is large enough to give useful 

gamma radiation of energies in the range 10-150 W. 
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• The dominant decay process must be that of excited to ground state with gamma 

emission. 

• The lifetime of the excited state must be sufficiently long to avoid a large 

uncertainty in the value of the nuclear transition energy, lifetimes in the range 1-

100ns are suitable. 

• The excited state emitter must have a precursor which is long lived and easy to 

handle. 

The ground state of the isotope used as source must be stable, either as a high 

natural abundance isotope or capable of easy enrichment. 

• The source should also have a high absorption cross section. 

2.3.5.1 Experimental set up 

A typical set-up for such experiments is shown schematically below. 

y-radiation 

Counter 
Moving source 

Sample 

Figure 2.5 Schematic diagram showing the arrangement in a typical Mossbauer 

experiment 

Such a set-up utilises the Doppler effect. The source and absorber are moved relative 

to each other with a controlled (measured) relative velocity, absorption occurring 
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when the energy of the modulated photons is equal to E1  for the absorber. What is 

recorded during an experiment is thus a plot of the intensity of the radiation absorbed 

as a function of relative velocity. 

A significant amount of information regarding the nature of the ground and excited 

states in a given sample can be extracted from such experiments. Notably there will be 

a change in the radius of the excited state relative to the ground state (denoted AR), 

which is related to the radius of the ground state R, by the expression 

8 = (e /5)(Ze2R2)(I\R/R)[Iws(abs)12 —IW(source)I2] 	(2.24) 

where 8 is termed the isomer shft and is the change in electrostatic energy on decay 

of the nuclei, Z is the atomic number, e the electronic charge, Co the permittivity of 

free space and I is the s-electron waveflinctions at nuclei in the source and 

absorber respectively. 

The value of 8 is dependent upon the electron density at the nucleus and so is most 

sensitive to changes in the s-electron orbital occupancy, though changes in p and d 

orbitals will also influence the s-electron density through screening. It should be noted 

that the value of zlR/R is entirely nucleus dependent and so can take a value which is 

either positive or negative. 

Nuclei with S> 1/2 have a quadrupole moment and so their energy is affected by any 

electric field gradient (efg) at the nucleus. In MOssbauer transitions there is a 

quadrupole moment associated with either, or both, the upper and lower states of the 

nucleus under study and hence there is a splitting of the emission/absorption, unless 

the efg at the nucleus is zero. 



Chapter 2 Characterisation Techniques 	 33 

m1  = ± 3/2 

1, 3/2 

m1 =±1/2  

Ig =1/2 

Figure 2.6 Quadrupolar splitting as illustratedfor the 57Fe nucleus 

The above figure illustrates the quadrupolar splitting which occurs in the case of the 

57Fe nucleus. Whilst the ground state (designated g) is unaffected since it does not 

possess a quadrupole moment, the excited state (designated e) is split into a doublet. 

Selection rules are such that Am j  = 0, ±1. The splitting between the two energy levels 

is designated the quadrupole splitting, and is related, not only to the nuclear 

quadrupole moment Q, but also the principal value of the efg tensor and a quantity i, 

a measure of the departure of the efg from axial symmetry. 

Any applied field, of strength B, will affect the energy levels Em of any nucleus with S 

> 0. Such energy levels are given by the expression 

Em  =- 1u8/I•m 1  =—g1uBm J 	 (2.25) 

where g = 1u/I,uN and pv a nuclear magneton, whilst m1  is the projection along z of the 

magnetic quantum number of the nucleus with values I, (I-i), (1-2) .......... -(I-i), -I. 

Thus the nuclear energy levels are split into (21+]) levels separated in energy by uBfl. 
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2.3.6 Neutron Diffraction 

Investigations of the structure of condensed matter are aided by the fundamental 

properties of neutrons, most notably that their wavelength is comparable to the 

separation of nuclei in a crystal and that their change in energy due to inelastic 

processes is frequently of the same order of magnitude as their initial energy. This 

combined with charge neutrality and a spin magnetic moment of S = 1/2 make 

neutrons powerful probes of both crystallographic and magnetic unit cells [7]. 

In the case of X-ray diffraction, scattering of incident X-ray radiation occurs from 

electron density at an atomic site, and so is not particularly sensitive to lighter 

elements, in the presence of heavier ones. Neutron diffraction however, involves the 

scattering of neutrons from the nuclei of particular elements, and so is more sensitive 

to lighter elements since each element, and indeed each isotope, has a different 

characteristic scattering length, which does not increase steeply with atomic number. 

In a neutron scattering experiment what is measured are quantities known as 

scattering cross-sections. An illustration of the idea of such a cross-section is shown 

below. 

d 
Incident 

neutron beam 

Energy E 	
Scattered beam 

E' 

Sample 

Figure 2.7 A neutron beam is scattered by a small sample into solid angle dli 
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The incoming neutron beam is incident upon the sample, with energy E, and is then 

scattered into an angle dQ with energy E' If the incident flux is Jo  neutrons(area) 1 s' 

then the number of neutrons per second scattered, o, into such a solid angle dQ is 

given by 

I dQ$ ----dE' = I ,, 
dc 	

(2.26) 

where 	= the partial differential cross section. If an integration over solid angle 

is then performed the following result is obtained 

I0J -Ldn=I0 o-
d) (2.27) 

The total cross section a, is therefore composed of the scattering cross section o and 

the absorption cross section o (the number of neutrons absorbed by the target per 

second) as defined by the simple relation 

at = aa+o 
	

(2.28) 

The scattering cross section from a single fixed nucleus is given by 4th 2  where b is 

the scattering length, typically of the order of 1 Othi, this quantity being dependent 

upon both the chemical nature of the atom and relative orientation of the spins of the 

nucleus and neutron respectively. The value of b can be real or complex depending 

upon the nucleus in question. In the case of those nuclei where b is complex, 

scattering is a resonance phenomenon associated with the formation of a compound 

nucleus consisting of the original nucleus and neutron, which is close in energy to an 

excited state. Such nuclei (e.g. 157Gd, "3Cd) strongly absorb neutrons. In the majority 

of cases however, such a compound nucleus is not formed close to an excited state 
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and resonance is insignificant with respect to the energy of the incident neutrons. If 

the spin state I of the nucleus is non-zero, then the neutron-nucleus system will have a 

spin of 1±1/2 and there will be two values of the scattering length, whilst in the case 

where I = 0 there will be simply be a single scattering length. The values of such 

scattering lengths cannot be calculated exactly, and so are determined experimentally. 

The table below illustrates the large differences in scattering lengths between different 

isotopes, in this case hydrogen and deuterium. 

Nucleus Combined spin b/fm 

'H 	1 	 10.85 

0 	 -47.50 

3/2 	 9.53 

1/2 	 0.98 

Table 2.1 Values of scattering lengths for the nuclides hydrogen and deuterium 

Hence different isotopes have different scattering lengths, and the scattering length 

can vary from site to site even for sites entirely occupied by atoms of the same 

element. 

In the case of purely nuclear scattering, summation over all nuclear spin states gives a 

scattering cross section as 

2 
d2cr3 	k(2l1b exp(i)I2) (5(E —E. +E—E) 	(2.29) 
d)dE' k 



Chapter 2 Characterisation Techniques 	 37 

where ii is the scattering vector defined by ii = k - k' (the incident and final 

momenta of the neutron being given by hk and h/c' respectively), R is the position 

of atomj, b the scattering length of the atoms, 2 the initial spin state of the scatterer, 

Ex  and E2, the initial and final energies of the target respectively, and E and E' the 

initial and final energies of the neutrons respectively. 

The matrix element squared term can be written as 

<2'I.b1 exp(iic.R,)I2> =b1b,F,F, * 

	

17 	 (2.30) 

(since b is independent of the quantum state 2 of the scattering system). It is assumed 

that the value of b is real and F3 = (2'Iexp(ii.1)J2) 

Thus if nuclear spins are assumed to have random orientations then the terms b3  and b1  

can be replaced with an average value b, (b 2  in the special case where J = 1 and 

hence bb1 = bi) and 

	

b1bJF,FJ = ()2 FF* + p_ 	 (2.31) 

where the first term on the right hand side represents coherent events and the second 

incoherent events. These also have associated cross sections and so the scattering 

cross section (as) can be separated into coherent (o) and incoherent (o) parts as 

given by 

a=o + cy, 	 (2.32) 
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These scattering cross sections can then be used to construct a nuclear correlation 

function. If a scattering system is composed of N nuclei of scattering length b then the 

scattering from the set of states 12) to IA') is described by the expression 

d2a _k 
—Nb 2 S(k,w) 	 (2.33) 

dK)dE' - 

where 

I 	 12 

	

S(k,w) = N' 	(2'Iexp(iic.R1)I2) 8(E, —E A  +hw) 	(2.34) 
A 	A' 	j 

S(i, a) is the scattering function, pa  is the probability of the scatterer being in an 

initial state 2 and the energy transfer from neutron to scatterer is given by 

ha) = E - E'. The time dependence of the scattering function can be written as 

	

S(,w) = (hN)' 	f exp(iwr)d x (exp(—ii.R,(0))exp(iik 1  (r))) (2.35) 
ft 

This expression describes the scattering cross section as the temporal Fourier 

transform of the correlation function between the position vector of the e atom at 

time zero and thefl  atom at time 

2.3.6.1 Magnetic scattering 

Neutrons can also give information as to the magnetic ordering within particular 

materials since incident neutrons are scattered by the magnetic moments associated 

with the electronic distribution on each atom. The magnetic spin of an atom is a result 

of the distribution of electronic moments, and so the actual number of neutrons which 

will pass through to the detector depends on the quantity 
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q()Sf 
Mc 2 

where 4 is the magnetic interaction vector, e is the electronic charge, y the magnetic 

moment of the neutron, m the mass of the electron, c is the velocity of light, S the spin 

quantum number and  the atomic form factor. The atomic form factor, f, reflects the 

fact that as 0 becomes non-zero, the net amplitude of scattering falls away, since 

neutrons will follow different paths depending on which area of the atoms they are 

scattered from. 

In this case it is the interaction of the neutron magnetic moment fin with a local 

magnetic field B which is of interest. If an electron at position R has a momentum 

5 and a magnetic moment ofp e , the interaction potential V with the neutron is given 

by the expression V= - p, 7 .B where 

B= ! - r(curl 1 )  2fiB pXR' 

hj 	

(2.36) 

the first term describes the field resulting from the electronic spin and the latter term 

describes the field due to orbital motion. 

The resulting expression for the magnetic scattering cross section is then given by 

d2cr 	 -. 	2 

dadE' - 
	 8(E2  —EA  +E—E') 	(2.37) 

where r0  is defined by the relation r = 
41r 4mn, 

QP  by the relation Q 
P 

= 	I ic I 2  exp(iIi)[1 x (s x k) + !_(p, x 
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Jie  by the relation Pe = 

and I-lB  is the Bohr magneton, S the Pauli spin operator for an electron, me the mass 

of an electron, 1 the number of scattering electrons in the system and Q the 

projection of Q onto the plane perpendicular to the scattering vector. It should also be 

noted that Q5 is related to the Fourier transform of the magnetisation density M(r) at 

position r by the relation 2—,,. 	 /,;.7::F%,4_ - M(ic) where M(ic) = JM(r)cxp(i)dr. This 

magnetisation arises from both electronic spin and orbital motion, whilst the 

component of magnetisation perpendicular to the scattering vector k gives the 

neutron scattering through its Fourier transform. 

In the case of spin-only scattering of unpolarised neutrons, the cross section for 

scattering from initial state l2)  to final state I 2 ') is given by 

	

d2cr k' 	 - 2)(5 
 _ap)(2IQa'I2')X(2'IQBI2)8( — E t, +E—E') 	(2.38) 

dcldE' 	k 

where 'a is the direction cosine of k along the a axis. 

Assuming that the magnetic density has distinct parts corresponding to each atomic 

sitej at position R then the magnetisation can be written as 

M(R) = M(R +t) ) 	 (2.39) 

where r1  is the vector within the atomic position centred upon Rj . This can then be 

combined with equation (2.34) to relate the scattering directly to the magnetisation 

density as given by 
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2PBQ = JM(R + )exp(iiJ 1 )exp(iiii)dF (2.40) 

Thus each volume element c/F, where M(r) # 0, has vector Fj , and hence an 

integration over all atomic sites can be performed. A simple case is where the 

magnetisation vector is in the same direction throughout the atomic site, a likely 

occurrence if the atom has no orbital angular momentum, in which case the spin only 

magnetisation is 

	

Mj  = 2pBgj = JM(RJ  + F)df. 	 (2.41) 

whereM3  is the net magnetic moment and S the spin at site] centred at 1? 

This in turn leads to an expression for the Fourier transformf,) of the atomic 

magnetisation density 

	

fi (10 
JAk1  +.)exp(iiJ)a 	

(2.42) 

This is analogous to the atomic form factor used in describing X-ray scattering, and is 

termed the magnetic form factor. 

Thus the magnetic cross section is small for large scattering vectors and the spin only 

magnetisation is given by 

= 	 (2.43) 

and the cross section for spin only scattering by 

= (Yr 	[(8fl - 12a12 6 ) exp(ik.(R - R,)) x (2 I Sjaf (k)J 2')(2' ISJPJJ  (')I 2)] 
ji 

x5(E . —E A.+E—E) 	 (2.44) 

Since Si is observable then there must be a Hermitian operator with S11 = Sia 
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As with nuclear scattering it is possible to define a magnetic scattering correlation 

function. If an assembly of N identical atoms with form factor f() is considered then 

d 2  kN 2 

dcldE' 
— jOro) V()I2(8ai 	aKp)S(1,C)) 	 (2.45) 
 ap 

where 

S (i, a)) = (27N) 1  exp(ii.(R 1  - I?,)) x (2 S ia  2 'X2 '15jp  I 2)8(E - 	+ hw) 
ii 

If the atomic positions are assumed to be fixed, S" °  (W, w) may be expressed in terms 

of the time dependent spin correlation (S ia  (0)S3  (v)) as 

S °  (, a) = (21rN) 	exp(i.( - 	x Jexp(ian)(S,a  (0)S, ())d 	(2.46) 

This can be expressed using the function C with all atoms equivalent, atomj having 

position vector Ô and atom / position vector R, thus 

afl  S afl (k, w) = 	1, w) = (2r)' exp(ikJ)jexp(iwr)(S 6  (0)S (.r))dz (2.47) 

Neutron scattering can thus provide an experimental probe of dynamic scaling as 

discussed in a later section. 

2.3.6.2 Elastic scattering 

In the case of the magnetic scattering function then in the paramagnetic state all spin 

correlations will tend to zero at long times i.e. 

:co 
(Sc, (0)SA,  (r)) = 0 	 (2.48) 

However in the ordered magnetic state the opposite is true, and spin correlations will 

remain finite at long times i.e. 
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Km ~S'5. 	 R (0)S..fi (i)) #  0 	 (2.49) 

If the correlation function is then split into a term corresponding to 'r = cc and a 

remainder, then 

  S  	 ) 	 (2.50)(S 0S T) = ( 	 ) I
Oa 

 

where the prime indicates the difference fl'flCtiOfl S (r) - S- (cc). The equation can 

then be expressed as 

Jexp(iw)(S 5  (0)S  (cc))dr = 22r8(w)(s (0)S (cc)) 	 (2.51) 

Within this scattering is the zero energy transfer scattering termed elastic scattering, 

which can be expressed as 

S (i,a) = 8(w) exp(ii.R)(S  (0)S (cc)) 	 (2.52)
fi  

Since such magnetic ordering is effectively infinite in spatial extent then, in a 

crystalline lattice, the sum over R will give delta functions at magnetic reciprocal 

lattice points, this being termed Bragg scattering. it is important to note that in the 

static approximation the differential scattering gives the spin correlations at 'r = 0 

whilst elastic scattering gives spin correlations over infinite times. Such differential 

scattering gives both delta function Bragg scattering from long range order at 

magnetic reciprocal lattice points and diffuse scattering from short range order, whilst 

elastic scattering is simply the Bragg scattering part of the differential scattering. 
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2.3.6.3 Measurement of static correlation functions 

If an integration over all a of the magnetic correlation function is performed, with the 

scattering vector K fixed, then the only variable is the 5 function and 

	

fS(E A  —E +hw)dw=h' 	 (2.53) 

Thus 

JS(K,w)da = N' exp(irc.(R _R j ))(S ja Sjp ) = exp(iK.R)(S oa SRp ) 	 (2.54) 

Excepting the cases where K 1S a reciprocal lattice point, the latter function then gives 

the static correlation function C(K,t,h) as 

	

C'(K,t,h) = JS ° (K, co) do) 
	

(2.55) 

Hence there are two methods to measure the static correlation function, either by 

derivation of the function by integration over co of the measured magnetic scattering 

function, or secondly by measuring all neutrons scattered into solid angle dw without 

regard to energy. What is then observed can be written as 

dor 	 2  - N(j'r0)JdEklf(K)2(5 - 	 (2.56) 
A2 	kh 

The integral involves the variables k r, co which vary with E' as given by 

	

EP=h 	 E'=E—hco 	Kk — k' 	(2.57) 
2m 

with the direction of k' fixed. 
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In general this is impossible to evaluate exactly, though if the weight of S (K, w) is 

at low frequency such that ho) <<Ethen an approximation is achieved by keeping k' 

and K constant; thus I'i = Jkl and 

daN _()2 f(K)2(8 
- 1 a 1 p)C"°  (K,t,h) 	(2.58) 

A2 h 	 afi 

which enables the spin correlation function C to be measured in the static 

approximation. 

The latter method is advantageous since it is easier to measure the differential cross 

section. However the disadvantage is in being unable to determine how good the 

approximation truly is. 

2.3.6.4 Nuclear elastic scattering 

In section 2.3.6.2 it was shown how the magnetic scattering of neutrons from an 

ordered state included an elastic scattering term arising from correlations which were 

infinite over time and distance. However in the paramagnetic state such correlations 

are zero, and there is no elastic scattering term in the cross section. An analogous 

situation occurs in the case of nuclear scattering, crystalline order giving rise to 

atomic position correlations over infinite times and distances. As was noted previously 

Bragg scattering is the term used to describe scattering from correlations over both 

infinite times and distances. It involves a partial differential cross section containing 

the term 

ö(a) = 	- ) 	 (2.59) 



Chapter 2 Characterisation Techniques 	 46 

Thus scattering is zero unless both co = 0 and rc = , where co is defined as per 

equation (2.53). Since co = 0 equation (2.53) shows that 

E = E'and hence = ikli 
and for the occurrence of Bragg scattering k, k' and k must form a triangle in 

reciprocal space as shown in figure 2.8 below. 

• (7• 

Figure 2.8 The geometry of Bragg scattering. Bragg scattering will occur for afixed 

incident wavevector k only when a reciprocal lattice point lies on the circle as 

shown 

As can be seen from this diagram, if 0 is the angle through which the neutron is 

scattered, then 

g = 2k sin(Ø / 2) 	 (2.60) 

which is Bragg's Law. In real space the neutron wavelength, 2, and the spacing of 

planes in the crystal, d, are related to k and g by the equations k = 	and g = 

whilst the Bragg angle is defined as 9= cu /2 hence equation (2.60) becomes 

2=2dsin0 	 (2.61) 

which is the more recognisable form of Bragg's Law. 
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Whilst Bragg's Law determines the condition for scattering, the scattering intensity is 

governed by the nature of the differential cross section. In the case of magnetic elastic 

scattering for spin only magnetism this quantity is defined as 

dci2 N(2r)3  
= (o) 	 - x (1— k:ak p  )F: 	(k)F(k) 	(2.62) 

where Fa  (k) is termed the magnetic structure factor as given by 

	

Fa  () = Sjaff () exp(iY,.) exp(—W3.) 	 (2.63) 

All quantities have been defined previously excepting the term exp(-W) which is the 

Debye-Waller factor, a term which allows for the fact that any given atom will vibrate 

about its lattice site. The sum overj is performed over all magnetic atoms within the 

magnetic unit cell. 

Similarly in the case of nuclear Bragg scattering 

dci N(21r)3 	
8(1—)IF(1)I2 	 (2.64) 

A 2 	UO  

where F(k) is termed the nuclear structure factor as given by the equation 

F(i) = 	exp(iii,)exp(—W,.) 	 (2.65) 

wherein this case the sum over j is taken over all the atoms (at positions F )within the 

unit cell. 

Measurement of such structure factors allows the determination of both nuclear and 

magnetic structures. 
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2.3.6.5 Inelastic neutron scattering 

The work presented in the previous section considered the case of elastic scattering 

and hence did not concern itself with the energy of the incident or exiting neutrons. 

Inelastic scattering is important in determining the nature of elementary excitations, 

both phonons (lattice vibrations) and magnons (magnetic excitations also known as 

spin waves). In the case of such scattering it is the energy imparted to, or received 

from, the atoms in the crystal which is of  interest, in determining the dispersion 

relation of the phonons or magnons. The energy distribution of coherently scattered 

neutrons in a given direction, with either emission or absorption of a quantum of 

atomic/magnetic excitation contains maxima corresponding to simultaneous 

satisfaction of the quantum conditions of momentum and energy transfer. Analysis of 

the energy of the scattered neutrons therefore allows determination of such maxima. 

The initial and final neutron energies, respectively E1  and E2, are linked through the 

equation 

(2.66) 

where 6k  is the energy of the crystal excitation. In terms of momentum 

(2.67) 

where pj  and P2  are the initial and final neutron momenta, G is the reciprocal lattice 

vector representing Bragg scattering as outlined in section 2.3.6.4 and k the wave 

vector of crystal excitation. Combination of equations (2.66) and (2.67) gives 

— (Pl
2  —p)=±c, 	 (2.68) 

2m 

In a typical experiment with a given reciprocal lattice point as origin it is possible to 

trace out variations in the crystal momentum in chosen directions in reciprocal space. 
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At any given scattering angle the spectrometer is set so as to receive scattered 

neutrons in a given direction, and analysis of the energies of such neutrons determines 

the neutron energy at which the above equations are satisfied. 

Such work is performed on a triple axis spectrometer as depicted in the schematic 

diagram below. 

Neutron source (reactor) 

Sample 

Figure 2.9 Schematic diagram of a triple axis spectrometer. Incoming neutrons from 

the reactor are scattered through an angle 20m  by the monochromator (axis 1) and 

are then incident upon the sample (axis 2). Neutrons emerging from the sample 

having been scattered through an angle 20s  then pass through an analyser crystal 

(axis 3) where they are scattered by an angle 2 OA  before finally being analysed by a 

detector. 

It is therefore possible not only to determine the wavelength of the incident neutrons 

(by adjustment of the position of the monochromator) but also the emergent neutron 

wavelength and direction (by positioning of the sample) and the energy of the 

scattered neutrons by positioning of the analyser crystal. 
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There are two modes of operation which are generally termed 'constant-q' or 

'constant-E' scanning modes. In 'constant-q' mode the initial and final neutron 

momenta are fixed (and hence the wave vector q) and the energy varied in order to 

look for the maximum count at the optimum neutron energy, whilst in 'constant-E' 

mode the energy of the exiting neutrons is fixed and the wavevector varied. 

2.3.6.6 Spin wave dispersion 

If the simple case of a collinear ferromagnet is considered, then all the moments are 

aligned, and will precess in phase about the axis of the internal field. An excitation can 

consist of the reversal of one spin as illustrated below 

Figure 2.10 Illustration of an excitation in a co/linear ferromagnet by reversal of 

spin direction (blue spin) 

However since all the spins are linked to their nearest neighbours by an exchange 

energy there is an energy penalty in performing such a reversal. To reduce the energy 

of such an excitation the reversal is shared throughout the spin array as a canting of 

spins as illustrated below 
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Figure 2.11 illustration of the creation of a spinwave in a co/linear ferromagnet 

showing the spins (a) in perspective and (b) in plane view displaying one wavelength 

Thus the excitation is propagated throughout the lattice as a spin wave, the moments 

having a constant difference in the phase of their precession, 1w, where a is the lattice 

constant, 2 ;iv'lc is the wavelength and k is the wave quantum number. Such spin waves 

are analogous to phonons, and propagate by means of sinusoidal variation in the x or 

y components of the moments. Classically, a series of N spins of magnitude S with 

nearest neighbour spins coupled by the Heisenberg interaction can be described by 

H = —2JI *p p+1 	 (2.69) 

where f is the exchange integral and hS the angular momentum of the spin at site p. 

The exchange energy of the ground state is then given by 

U0  =-2NJS 2 
	

(2.70) 

and the energy of the first excited state, corresponding to reversal of one spin as 

shown above, by 

U1 =U0 +8JS2 	 (2.71) 

However if the spins are allowed to share the reversal, as in figure 2.11 then the 

energy of the excitation is lowered. The magnetic moment at site p can be written as 

S 	 5 

1, 
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= gJuB S, and the exchange energy is given by 

- 	. [(-2J / 	)(g_1 + 5p+i)] 	 (2.72) 

The rate of change of angular momentum hS is equal to the torque which acts on 

the spin, i.e. h dS--- = 	x B,, which in terms of cartesian co-ordinates can be written 
dt 

as 

dSX 
-- 	 z(SY =(2J/h)[S(S_1  +S 	_S +1) 	p p-i +S 1 )] 	(2.73) + 
dt 

	

dS 	dSZ 
and in a similar fashion for -a- and —f-. Assuming that S ' ,  S <<S and taking 

	

dt 	dt 

S z = S gives the set of equations 

dSX 
Y 	Y ' 	 (2.74a) -- = (2JS/h)(2 S - S, _5 

p+I/ 
di 

dS' 
---f- =(2J5/h)(2S - S 1  - S) 	 (2.74b) 
dt 

dSZ 
_LØ 	 (2.74c) 
di 

The desired solutions of these equations are of the form 

S =uexp[i(pka—wt)] 	; 	S =vexp[i(pka—wt)] 	(2.75) 

where u and v are constants, p an integer and a the lattice constant. Solution of 2.75 

for the case v = -iu, which describes circular precession of each spin about the z axis, 

gives the final result 

hw = 4JS(1 - coska) 	 (2.76) 
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It can be shown [8] that in the case of a ferromagnet the energy of such spin waves, 

E, in the limit ka << 1, is related to the wave number k by the relation 

E=hwDk 2 
	

(2.77) 

where D is termed the stiffness constant. 

A similar derivation can be performed in the case of an antiferromagnet, though in this 

case two sublattices A and B are defined such that spins with even indices 2p lie on 

subiattice A with spin up (S = 5), and spins with odd indices 2p+1 lie on sublattice B 

with spin down (S = -5). In this case the form of 2.74 for A becomes 

d 2p 
- S 	- S" ' 	(2.78a) 

di 
= (2JS/h)(-2 s2 	v 

2p-1 	2p+1 / 

dS" 2p 
x _x 

di 
= (2JS/h)(-2 s2 	2p-1 - S 1 ) 	 (2.78b) 

and for the B sublattice 

dSX 
2p+1 - 

(2.JS/h)(2S1 	2p + sy +S Y ) 	 (2.78c) 
di - 

d ki2p+1 
_(2JS/h)(2S'+S ±S + ) 	(2.78d) 

di - 	 2p+1 	2 p 

Forming S+ = S + iS then requires solutions of the form 

s2p = u exp[(ipka - Mot)] S+ = v exp[(ipka - icot)] (2.79) 
2 p+ 1  

which leads to the result that 

CO 2  =w(1—cos 2 ka) 
	

(2.80) 

and hence 

w =w sin ka 
	

(2.81) 

Thus in this case, in the limit ka<<1 the dispersion relation is linear in k 
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E=hw=Dk 	 (2.82) 

Hence a plot of energy versus wavenumber can reveal something of the nature of the 

excitations in a particular system, and allows the strength of the exchange to be 

determined. 

2.3.6.7 Polarised neutrons 

As has been illustrated in the preceding sections, the scattering of neutrons from 

magnetic materials depends upon the relative orientation of the moments of the 

neutrons and scatterer. The case above considers an unpolarised incident neutron 

beam, and such experiments have been shown to be capable of providing a large 

amount of information regarding the nature of magnetic order in systems of study. 

However it is also possible to perform experiments probing the nature of the 

orientation of moments within a sample, by use of a polarised incident neutron beam. 

The use of polarised neutrons relies upon the fact that the spin axis of incident 

neutrons can be defined by application of a magnetic field such that two components 

of scattering, parallel (spin up) and anti-parallel (spin down) to the direction of the 

applied field are defined. If an experimental set-up is then achieved such that the 

nuclear and spin-up components of one particular Bragg peak of a chosen scatterer 

cancel each other out, then what is left is a uniquely polarised single spin state beam. 

This is often achieved through the use of the (I 11) reflection from a single crystal of 

the Heusler alloy Cu2MnAl. Another method used to maintain a single spin state beam 

is the use of supermirrors. Reflection of neutrons at the surface of a solid magnetised 

mirror ensures only neutrons of one spin state are transmitted. One other item also 

used in polarised spectrometers are 3  H spin filters. Such filters act so as to be opaque 
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to one spin state and transparent to another thus allowing creation of a single spin 

state beam with no loss of intensity of the outgoing beam. A combination of 

supermirrors and 3  H spin filters are used in combination to great effect on the D7 

diffuse scattering spectrometer at the Institut Laue-Langevin (ILL) as will be shown 

in Chapter 5. 

Consideration of the spin state of the scattered neutrons requires the introduction of 

spin statc cross-sections so as to be able to distinguish between the spin up' and spin 

down' states. The four possible spin state cross sections are u -* u v -> v u -> v 

v -> u, where u denotes the spin 'up' state and v the spin 'down' state. The former 

two processes involve no change in spin state and so are termed non spin flip 

processes, whilst the later two involve a change in spin state and so are termed spin 

flip processes. The scattering cross section as given in equation 2.29 must then be 

modified so as to read 

(da 

dck1E'J 
= - (f exp(i.k)kr2) 

2 

8(EA  — E +ho)) 	(2.83) 

where a and a' are the initial and final spin states of the neutron, being either u or v, 

and the operator b3  satisfies the conditions that 

= b+) 	and 	il-) = b -  1-) 	(2.84) 

Equation 2.31 shows that coherent nuclear scattering is proportional to b 2 , whilst 

incoherent scattering is proportional to b 2  - (b) 2 . From this it can be shown [9] that 

in the case of coherent scattering there is no change in neutron spin state during the 

scattering process, whilst in the case of incoherent scattering there are both non spin 

flip and spin flip processes. 
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In the case of magnetic scattering the scattering cross section is defined by equation 

(2.37) and the cross section for non spin flip processes, i.e. u -+ u and v -+ v, can then 

be described using the equation 

(d2 '\ 

	

Idc~dE'J 
= 	) 2  —(2hIQ I I2) 2 8(Ea  —E +hw) 	(2.85) 

Which in turn allows determination of the non spin flip (nsf) scattering cross section 

as aiven hv 
'- .7 

(do" 	1 2 

	

= —Qr) N{gF(,)}2 exp(-2W)S(S + 1)(1 — i) 	 (2.86) 

Similarly, in the case of spin flip scattering the scattering cross section is described by 

(da) 
 

	

= (jq 
)2 N{gF(i)}2 exp(-2W)S(S + 1)(1 + ,) 	(2.87) 

In both cases the z axis is defined as the direction of P, the polarisation of the 

incident neutrons. In the case of P I i then the value of i = 1, and the scattering is 

entirely spin flip. If P J.. rc then k z  = 0 and the scattering cross sections for spin flip 

and non spin flip are equal. Use of these cross sections in polarisation measurements 

allow the separation of paramagnetic scattering from other sources of diffuse 

scattering (such as multiple Bragg scattering or incoherent scattering due to isotope 

disorder), since only paramagnetic and nuclear spin scattering give rise to spin flip 

processes. They are distinguishable by measurement of the spin-flip scattering cross 

section with P parallel and then perpendicular to i. Whilst the nuclear spin 

scattering is unchanged in both settings, the paramagnetic scattering changes 

according to the equations given above. 
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To summarise both coherent nuclear scattering and isotope-disorder scattering are 

non-spin-flip scattering processes. Nuclear spin-disorder scattering parallel to the 

polarisation direction will also give rise to non-spin-flip scattering, whilst that 

perpendicular to the polarisation direction will give rise to spin-flip scattering. If the 

neutron polarisation lies along the scattering vector then all the magnetic scattering is 

spin-flip scattering. 

Summary 

This Chapter has outlined the means by which both the chemical composition and 

magnetic properties of a given sample may be determined. Of great importance are the 

various probes of magnetic behaviour and a summary of the timescales accessible 

through these techniques is shown below. 

neutron i 
mössbauer i 

I 	 'pSR 
i ac susceptibility 

remanence 

2 	0 	-2 	-4 -6 -8 -10 -12 

log,. (relaxation time/s) 
Figure 2.12 Illustration of the accessible timescales available through the use of the 

various techniques outlined above 
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An overview of the theory regarding both elastic and inelastic neutron scattering 

measurements has been given, and this provides a framework from which the 

experimental work described in subsequent chapters will be described. The next 

Chapter introduces the nature of critical phenomena and how this applies in the 

specific case of the kagome lattice antiferromagnet. 
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Chapter 3 Critical Phenomena and the Kagome Lattice 

Heisenberg Antiferromagnet 

3.1 Introduction 

Many of the phenomena considered in this thesis involve physical transitions between 

different states, and it is in light of this that a brief overview of the nature of phase 

transitions, and in particular critical phase transitions, is given here. More extensive 

reviews are given elsewhere [1]. If a general system with three phases (gas, liquid and 

solid) is considered then a typical pressure-temperature phase diagram is shown 

below. 

I 	critical 
I 	point 

SOLID 	I 	I 
I  Ll 

7 c, I 
ChI 

VAPOUR 

Temperature T 

Figure 3.1 Pressure-temperature diagram for a typical gas-liquid-solid system. At 

the critical point the gas and liquid phases become indistinguishable 

The lines mark boundaries between the different phases, with coexistence of two 

phases e.g. liquid and gas possible along such boundary lines. What is of greater 

interest however is the fact that the phase boundary between liquid and gas dies out at 
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a point termed the critical point, this being the point at which liquid and gas become 

indistinguishable. Thus it is possible to 'round' the critical point, and so pass from 

liquid to gas without experiencing any discontinuous change in properties. 

To describe this behaviour in terms of the energy of the system it is appropriate to 

consider the Gibbs Free Energy function G(P, T). On crossing the phase boundary, the 

free energies of the two phases need not be equivalent, i.e. there is no constraint upon 

the values of 
w 

 and 	, and any differences in these partial derivatives will result 
t3P 	aT 

in a discontinuity in the first derivative of G, this therefore being termed a first order 

transition. Since by definition 

a2  	 aHI 
C = — T--i- 	 and 	C, 

= -j 	
(3.1) 

then H must be discontinuous at the phase transition point and latent heat is involved 

in the transition. 

A critical phase transition is considered as any phase transition which passes through 

a critical point. In such transitions short-lived microregions of one phase in another 

are found, and as the critical point is approached the size of these regions tends to 

infinity. This can be illustrated by use of the following example. Consider a 

macroscopic volume V, split into a number of microscopic cells of volume v, the latter 

being of the order of the constituent molecules. Each cell also possesses a magnetic 

moment, which points upward if it is at the centre of a molecule, and downward in all 

other cases. At temperatures such that T>>T c  there is rapid and random 'flipping' of 

magnetic moments from one orientation to the other. As the system is cooled towards 

T 'droplets' of correlated spins appear, which grow in size as the critical temperature 



Chapter 3 Critical Phenomena and the Kagome Lattice 	 62 

is approached. A point is reached where these correlated regions are of a size which 

allows the observation of so called critical scattering. Such correlations are illustrated 

below in figure 3.2. 

It should be borne in mind that the system does not become filly ordered at Tc in the 

sense that all the moments are aligned parallel to one another - this may only occur at 

T = 0. Rather, at Tc  the net order is zero, and so the cartoon illustrates a small region 

of the whole system. 

Figure 3.2 Cartoon of system approaching critical point with spins denoted as up 

(grey) or down (white). At T> > Tc  there are few correlations between spins (top 

diagram). As T approaches Tc  from above the correlations between spins grows 

(middle diagram) before at T = Tc  the correlations become large 
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To summarise, there are three properties common to all critical phase transitions. 

Symmetry is broken at the critical point as represented by an order parameter i 

which is zero for T> Tc  and positive non-zero below this temperature. In the case 

of ferromagnetism the order parameter follows the degree of magnetisation. Such 

a critical point also has a dimensionality D (equivalent to the degrees of freedom) 

which has a large bearing on the properties of phase transitions. 

. Close to the critical point there are fluctuating microregions of both phases 

involved. The linear extent of these regions is described using the correlation 

length which tends to infinity as the critical point is approached. 

. The response time of the system tends to infinity as Tc is approached, manifested 

as a critical slowing down. 

3.2 Ginzberg - Landau Theory (Mean field theory) 

The most widespread method of treating and describing critical properties is 

(3inzberg-Landau (G-L) theory. The underlying assumption within this theory is that 

thermodynamic energy functions can be expanded as a Taylor series near the critical 

point. This holds for interactions of infinitely long range, and for systems with four or 

more dimensions. However this will break down as the critical point is reached since 

in this region all interactions are short range. Nonetheless the theory is useful as a 

simple treatment of continuous phase transitions. 

In considering the phase transition from a ferromagnetic to paramagnetic state, an 

appropriate order parameter (ii) is that of magnetisation(M) and the pertinent energy 

function is the Helmholtz free energy, F(T, 17), as given by the expression 
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F(T, i) = F0(1) + a2(7) ij + a4(7) + 	 (3.2) 

Then at any given temperature equilibrium is achieved at a point where: 

aFj - 
0 	

ä2 FI 
and 	 I >0 	(3.3) 

—a17 I T 	 a77 

Applying this to the Taylor expansion, and allowing for the change of sign in a2(T) at 

the critical temperature, gives the result that, for T > T, the free energy has a 

minimum at i = , whilst below T it has minima at ij = ±[co(Tc - T)/ 2u 4(T)] 1 ". The 

calculated magnetic specific heat CH (i.e. at constant field), is then given by 

2 GI 
CH=:_T8T2 	 (3.4) 

where G(T,H) is the Gibbs Free Energy and G = F –HM. 

For small applied fields of magnitude H, substitution for  and F yields 

d 2 F 
C 	T 	° 	 (T>Tc) 	(3.5a) 

dT 

d 2 F a02  
dT 

C =–T ° 
2a 	

(T < Tc) 	 (3.5b) 

Thus, neglecting any temperature dependence in the ct 4(T) term, the specific heat will 

have a downward discontinuity of a02  / 2a4  at Tc (where a 2(T) = [T-Tc] ao). 

Calculation of the magnetic susceptibility using G-L theory yields 

a2  F 
XT 

= 3M2 
. = 2a 2  (T) + 12 2 a4 (T) 

(3.6) 

For T>Tc 	1=0 and 	XT = 	
1 	

(3.7)
2a0(T–T) 

which is of course the Curie-Weiss Law with the Curie constant C given by (2a0)' 
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3.3 Critical Exponents 

Whilst G-L theory is able to predict the nature of continuous phase transitions in 

ferroelectrics and type I superconductors, it fails to accurately predict the nature of 

transitions in other materials where short-ranged interactions predominate. In an 

attempt to describe such interactions, and the behaviour of such systems in the vicinity 

of the critical point, so called 'critical exponents' are defined, often in conjunction 

with so called 'reduced variables'. For example in the region T T the temperature 

dependence of the magnetic susceptibility, XT,  (in small fields) is given by the 

expression 

ZT =ar7 (T>T) 
	

(3.8) 

where the reduced temperature t can be defined as t 
= T —T 

, and the indices a and y 

are termed critical exponents. The relationship between such critical exponents can 

also prove a useful tool in the description of phase transitions. For example, in using 

magnetic susceptibility as an order parameter, from thermodynamic arguments it can 

be shown that 

(a' 
XT (CH _cM 	M J 	 (3.9) 

aT 

In zero field and just below Tc it is to be expected that 

XT 	 CH 	 -I  
T IH 

=: 	A(_t)_(a'+r') >_B(__t)2 C 	 (3.10) 

where A and B are positive constants. Sufficiently close to Tc then 

In A - (a' + y') In(—/) ~! In B + 2(fl - 1) In(—t) 	 (3.11) 



Chapter 3 Critical Phenomena and the Kagome Lattice 	 66 

In the limit as the critical temperature is approached from below, In(-t) -+ -. Hence 

the mA and mB terms can be dropped and the expression becomes 

—(a'+y'):!~ 2(fi-1) 	 a+2,5+y' ~!2 	 (3.12) 

The latter expression is known as the Rushbrooke Inequality 

In the case of G-L theory a' =  0 6= 0.5 and r' =  1 hence the inequality becomes an 

equality. 

In the few experimental cases where critical exponents may be calculated with any 

great accuracy, similar features are observed. This leads to a hypothesis that there are 

universal parameters governing the nature of such critical phase transitions, i.e. for 

continuous phase transitions the critical exponents are predicted to be the same 

regardless of either the nature of the microscopic interactions present, or indeed the 

crystal structure. Whilst this is a very wide generalisation, it does appear to be a useful 

working hypothesis, the nature of which is outlined in a little more detail below. 

3.4 Universality 

The hypothesis of universality states that for a continuous phase transition the static 

critical exponents depend only on the following factors. 

. The dimensionality of the system d. 

. The dimensionality of the order parameter D (simple cases are where it is equal to 

the number of dimensions in which the order parameter is allowed to vary). 

. Whether forces are short or long range. 

This thus allows the use of a simple theoretical model for any particular universality 

class (i.e. given values of D and d combined with a given ranges of forces). If a 
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solution to the critical properties of that model can be found then it is applicable to all 

models within the universality class. Since magnetic models afford a wide range of 

model systems with which to test theories, it is of benefit to define four standard 

models in addition to Ginzberg-Landau theory as outlined below. 

Ising Model 

The Ising model corresponds to the case where the dimensionality of the order 

parameter. D = 1. The exchange Hamiitoniau is then given by 

H = _• çz çz 
d 	k) 

n 	I 

(3.13) 

where S is the z component of the spin on site at n, J, the exchange parameter 

coupling spins on sites at n and n+i, and i the nearest neighbour vector. The prime on 

the second sum indicates that it is restricted such that each pair of interacting spins is 

only summed once. The order parameter for a ferromagnet, where the value of the 

exchange parameter J> 0 is given by the summation I Sz and so is one dimensional 

in nature. This model can be applied to Ising magnets, liquid-glass transitions, 

ordering in alloys and mixing in liquids. 

X-Y Model 

The X-Y model applies to the case of D = 2; the exchange Hamiltonian is then given 

by 

H'J. (SSx +S'S' 
fl fl+ 	 +1 ) 	 (3.14) 

1'  

n 	I 

In this case the spins have two components (x and y) and the order parameter is the 

vector sum of these spins and is therefore two dimensional. Such a model can be 

applied to 'easy plane' magnets and superfluidity in liquid 4He. 
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Heisenberg Model 

In this case D = 3 and the exchange Hamiltonian is given by 

H =— 	Ji  (SXSX +S'S +SZSZ .' 	(3.15) v n n+I 	n n+i 	fl 	fl-fl' 

n 	i 

Thus individual spins are three dimensional vectors and the model applies to isotropic 

magnetic materials. 

Spherical Model 

In this case D = oo and assumes that any spin S, has an infinite number of dimensions. 

Whilst there are no known experimental systems for which this model is valid, it has 

the attraction of being solvable exactly. 

3.5 Static Correlation Functions 

As described in section 3.1 in the region close to the critical transition point there is a 

build up of blocks of correlated spins, due to the influence of short range interactions. 

The extent of such correlated regions will increase around the transition point and 

give rise to critical scattering. To describe such scattering so called 'correlation 

functions' are used, the spin-spin correlation function describing the probability of 

finding a spin with the same sign within a unit volume at a distance R, having 

measured from a spin at R = 0 . Since the scattering properties of a material depend 

upon such correlation functions, it is important to consider how critical scattering can 

be used to measure the correlation function within the critical region. 

If there are spins S of dimensionality D lying on a lattice with sites R in d dimensions 

then the spin correlation function C(R,t,h) is given by 

C(R,t,h) = (S O .S R
) —(So).(SR) = ((S 0  —(SO)).(SR —(SR))) 	(3.16) 
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where t is the reduced temperature as defined previously, h = gpH / kBT and He is 

the effective field between cells. It should be noted that the function is averaged over 

all points of origin 0. 

If there are L lattice sites and a is the lattice parameter then if the size of a correlated 

block of spins is iLa (where 1 is simply a length scale factor) this gives 

C(R,i,h) =((90 - ( 0)) . R -(§R))) 	 (3.17) 

where the tilde, -, refers to such blocks of spins and R = l'R 

The exceptional nature of critical behaviour can be evidenced by the fact that the 

Hamiltonian is assumed to be the same, independent of the size of 1, hence for N 

blocks of size L, and NT" blocks of size 1L then 

C(R,t,h) = 1 2  _d)C( , T, 1) = 12(x-d' C(I-'R,Iyt,lxh) 
	

(3.18) 

where the reduced field h scales as Ii = Ph on increasing the size of the blocks of 

spins from L to 1L. 

This can be solved in the general case of zero field to give 

C(R,1,0) = RI2 d) f(IRI/4) 	 (3.19) 

where is the correlation length. At the critical point this can be expressed as 

C(R,0,0) R 2 " 	 (3.20) 

where q is the pair correlation function critical exponent. Thus 

2(x-d)=2-d-17 	and (2-n)v=y 	 (3.21) 

where d is the dimensionality, y the zero field isothermal susceptibility critical 

exponent and v the correlation length critical exponent. Further details are given 

elsewhere [2]. 
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3.6 Critical Dynamics 

In the proceeding sections the static properties of any particular system were 

considered, in terms of the spatial correlations between spins. However it is possible 

to extend the application of universality to dynamic parameters, since close to any 

critical point dynamic processes slow down, and at the critical point itself response 

times tend to infinity. Whilst such divergences follow similar power laws to the static 

case, the dynamic case is considerably more diffleuli  to describe. A ftmdamentai 

requirement is to adapt the correlation function derived in section 2.5, so as to include 

the variable r for time, and in doing so the time dependence of the correlation 

function is then given by 

C(q,t, v) = 	[(s0  (0).S R  (z-)) - (s0  )(SR)] 	(3.22) 

This is calculated in the case where h = 0 and it is assumed that the average value of 

(S R ) is time independent, whilst SR(v)  gives the value of S on site R at time v. 

The Fourier transform of this with respect to time gives the frequency as a variable 

and the resultant function is split into both a static and dynamic part as defined by 

C(q,t,co) = C(q,t)F(q,t,w)d(w) 	 (3.23) 
static 	dynamic 

where F(q, t, w) is a spectral weight function normalised such that 

JF(q,t,w)dco =1 
	

(3.24) 

It thus expresses the frequency dependence of the correlation with the wavevector q 

at a given temperature t. The final expression in equation (3.18) is written as 

co
d(co) =exp(—ha/3) 	

(3.25) 
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and in the critical region Ihwfl I <<1 hence d(o) is a constant, (hfi) 

Thus in the case of a Heisenberg antiferromagnet at small wavevectors q (T <<Ic) 

there are spin wave excitations in the x-y plane with frequency given by 

hw(q,t) = c(t)q 	=> 	hqzf( qt) = c(t)q 	(3.26) 

where w is the characteristic frequency of a block of spins, c(t) is the spinwave 

stiffness term, z a scaling factor and v the correlation length critical exponent. 

It can then be shown that [2] 

c(t) - t" 	(T <Tc) 	 (3.27) 

and theory predicts a critical slowing down of spin wave energy such that 

C(t) t012 and hence z = 1.5 	 (3.28) 

3.7 Dilution of magnetic lattice sites 

The focus of much of the preceding three sections has been the desire to describe 

regions of correlated spins close to the critical point. Such correlated regions are also 

important in the case of dilution which, in this context, describes the situation where 

magnetic atoms are replaced by non-magnetic ones in a crystal lattice. As the 

concentration, p, of magnetic sites is increased so long range order should appear at a 

percolation threshold (pc) where there is an exchange pathway over the infinite 

lattice. This will correspond to a percolation concentration of magnetic atoms. There 

will however still be a sharp critical phase transition where p > p, since close to the 

critical point Tc,  there will be large regions of size and so if is large enough then 

the randomness will be averaged out. If the critical exponent of the specific heat a < 0 

for the undiluted system, then the dilute systems will have the same critical exponents. 
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Near to the percolation point the lattice consists of long chains of interacting spins 

with occasional nodes from which three or more chains emanate. The existence of 

such chains suggests that the thermal properties will be similar to those of a 1D 

system and so the correlation length is then given by 

- p, T) = p - p, 1 -"' f(i,(p - 	 (3.29) 

where 	is the correlation length of a 1D system at temperature I and v the 

correlation length critical exponent. 

V = OUT 	 rp = q$yr 	 lip = 17r 	 (3.30) 

For Ising and 1D Heisenberg systems 0 = 1 but for 2 and 3D Heisenberg systems it is 

difficult to determine its value. 

At p <Pc the correlation length grows as the critical point is approached and the limit 

to the size of this is equal to the size of a percolation cluster, or indeed the correlation 

length of a 1D chain and is given by the expression: 

[(p - p, T)]' = A(p - p)UP + BUT 	 (3.31) 

3.8 Introduction to low dimensional magnetism 

In previous sections the nature of the description of phase transitions has been 

reviewed, and the usefulness of magnetism, in providing experimental probes with 

which to interrogate the fundamental properties of a given system, has been 

illustrated. Low dimensional magnetic systems are therefore of great use in verifying 

such theories, since they allow investigation of how co-operative phenomena are 

affected both by reduced dimensionality, and indeed the symmetry of the interaction 

Hamiltonian. A working definition of a low dimensional system is provided by de 
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Jongh: 'In general a system can be described as of restricted dimensionality d if it is 

infinite only in one or two spatial directions' [3]. This definition comprises isolated 

chains or layers, as well as fibres or thin films of finite thickness, and thus incorporates 

the kagome lattice as a 2D magnetic system, as will be elaborated upon in due course. 

Whilst it is of interest to follow the critical behaviour of such a lattice, it is 

complicated by the fact that the geometry of the lattice prevents spin order being 

conveyed unambiguously as in the ease of a conventional Néei state. This leads to the 

concept of spinfrusfration which is considered in the next section. 

3.9 Magnetism and Frustration 

The origin of the term 'frustration' in relation to magnetic systems is not entirely 

clear, though it is often attributed to Anderson [4]. It can be considered as arising 

from competition between different terms in any given Hamiltonian, resulting in the 

system being unable to simultaneously minimise each term in such a Hamiltonian, for a 

given spin configuration. Such 'competition' can arise from either geometrical 

constraints related to the symmetry of any given lattice, or from direct competition 

between nearest neighbour (NN), or indeed next nearest neighbour (NNN) 

interactions. This concept can be illustrated in two cases as shown in Fig 4.2. In case 

(a) if two spins are placed on the triangular plaquette with antiferromagnetic nearest 

neighbour coupling, then it is impossible for a third spin to couple 

antiferromagnetically to the other spins. A compromise is achieved, with a 1200  array 

as shown in (b), so as to minimise the exchange energy. A further illustration is given 

in (c) for the case of NN coupled spins on a square plaquette. All the spins can be 

coupled antiferromagnetically, in the case of the 'loop' of four spins. However if a 
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random ferromagnetic bond is introduced then one of the spins is required to couple 

both ferro and antiferromagnetically to its nearest neighbours and is unable to do so, 

thus leading to spin frustration. This is what happens when the cuprate La 2Cu04  is 

diluted with dopants such as Sr [5]. 

(b) 

UO FM 

AF 	 FM 

(c) 

Figure 3.3 (a) Triangular plaquette showing the ambiguity of the third spin in its 

attempt to couple ant ferromagn etically to both of its nearest neighbours; (b) 

Compensating situation with canted spins; (c) frustration on a square lattice as 

introduction of a ferromagnetic bond (1M) results in an inability of the fourth spin 

(green) to couple both ferromagnetically and ant ferromagn etically (AF) to its 

nearest neighbours 
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Whilst strongly geometrically frustrated systems can be obtained, in principle, through 

fine tuning antiferromagnetic/ferromagnetic NN interactions, in practice control of 

such interactions is difficult. A more common approach is to select those systems with 

NN short ranged antiferromagnetic coupling on lattices composed of triangular 

plaquettes, which exhibit 'topological' frustration. Since deviation from the Curie-

Weiss Law, and hence of i/Xdc  from linearity, occurs at lower temperatures than 

would be expected for ihe 'normal system, determination of the Curie Weiss 

constant, OCW, can be carried out accurately and so an empirical measure of frustration 

can be defined using the ratio 

f GCW 

TC 

(3.32) 

Since in the case of an unfrustrated 3-D system both quantities, 9CW and T, are 

identical then the condition for frustration must be that the value of f > 1[6]. 

Materials such as MnS and FeO, with face-centred-cubic (fcc) lattices, have a value of 

f = 3 and so are moderately frustrated, whilst materials with  >10 are those which 

exhibit strong geometric frustration (SGF)[6]. It is important at this point to highlight 

the difference between those systems which exhibit SGF and those of low 

dimensionality. For example in ID, entropy prevents long range order (LRO) 

regardless of spin dimensionality, whilst in 2D only Ising systems support LRO, and in 

both cases the critical temperature Tc may be suppressed, being proportional to J the 

interaction between chains or planes for 1D and 2D systems respectively. A key 

difference between low dimensional and SGF systems is the build up of correlations 

well above the molecular field Tc  seen in the former. Furthermore, whilst low 
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dimensional systems gain entropy by a rarefication of spin density the opposite is true 

for SGF systems. 

Manifestations of such triangular or indeed, more widely speaking, of frustrated 

lattices, include systems such as the pyrochiore and kagome lattice materials. In the 

former, tetrahedra of M0 4  fragments are linked together, and frustration arises as 

spins at the vertices of such tetrahedra interact with each other. In the Kagome lattice 

triangular plaquettes pack together, with vertex sharing, to produce layers of metal 

ions which form a 'Star of David' motif. The lattice takes its name from a form of 

Japanese basket weaving and is illustrated below along with its 3D analogue the 

pyrochlore lattice. 

Figure 3.4 illustration of the Kagome lattice (left) and its 3D analogue the 

pyrochiore lattice (right) 

3.10 Spin Glasses 

Having defined the term frustration by the use of a few simple examples it is now 

pertinent to look at real experimental systems in which spin frustration plays a role in 
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determining the nature of the magnetism exhibited by such compounds. One large 

group of systems which exhibit spin frustration are the so called 'spin glasses' a 

working definition of which can be given as follows: [7] 'A random mixed interacting 

magnetic system characterised by a random, yet co-operative freezing of spins at a 

well defined temperature TI  below which a highly irreversible, metastable frozen 

state occurs without the usual long range spatial magnetic order'. It transpires that 

frustration is a necessary condition for a system to exhibit spin glass behaviour, 

though there must also be a large degree of randomness, for example in site 

occupation within the lattice, or in the nature of bond interactions. Experimental 

examples of such systems include canonical spin glasses such as Cu 1  Mn and Au 1 .. 

Fe where a non-magnetic metallic host is doped with magnetic impurities, and 

EuSr1S where dilution of one of the sub-lattices with a magnetic species in place of 

a non-magnetic ion is performed. In other words to dope an insulator/semi-conductor 

with a magnetic species. 

The properties of such spin glasses can be elucidated using a broad range of 

techniques. 

Susceptibility - In general the form of dc susceptibility as a function of 

temperature shows linear Curie-Weiss behaviour over a broad temperature range, 

until a large deviation at lower temperature at a point Tf . This value of Tf  may be 

smeared out, even in only a modest applied field. A divergence in the zero field 

cooled / field cooled measurements in the vicinity of T1  is also seen. In the absence 

of a field and on field warming the behaviour seen is reversible, whereas in the 

case of zero field cooling and field warming the behaviour seen is irreversible. In 

the case of canonical spin glasses a deviation temperature is also seen where the 
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effective moment begins to rise, this being indicative of the onset of ferromagnetic 

clusters in a paramagnetic background. 

In the case of ac susceptibility a cusp is generally seen in the region of T f, though 

this is often rounded off if the driving frequency co is changed, and its position is 

frequency dependent. This frequency dependence is more pronounced in the case 

of an insulating spin glass, which is a good distinguishing probe between canonical 

i:i.-... 
aiiu piit ia iirc utiaVD.iU1. 

In spin glasses a sudden onset of the imaginary term "(T) near to Tf  is seen, and a 

peak in '(w) corresponds to a maximum in the slope i.e. 

(333) 

This imaginary component shows that relaxation processes are influencing the 

measurement and, by decoupling the spins from the lattice, cause absorption. Such 

effects are not normally seen at magnetic transition points, other than in the case, 

for example, of a ferromagnet, where hysteresis arises. Such measurements give 

insight into low frequency/intermediate (10 -1  - 10-'s) relaxation times. 

Specific Heat - There is very little change in the specific heat, and certainly no 

distinct sharp maximum, possibly relating to a freezing out of the systematic 

entropy in short range order at T>  T. 

Resistivity - The critical behaviour of any conventional system is normally 

reflected in the derivative d(zlp)/dT, where zip is the change in resistivity of the 

material, consequently in the case of metallic spin glasses, negligible change in 

d(zlp)/dT is seen at T1 There is little correlation with Tf, rather a broad maximum 
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at T < T1  The reason for this is the absence of a periodically ordered state, and 

hence of any long range spatial correlation function. 

. Polarised neutron techniques such as XYZ 3-directional analysis [8] allow 

determination of the extent of diffuse scattering brought about by any short range 

correlations. This is turn can be modelled to give an idea of the size of correlation 

lengths in such order. Neutron spin echo measurements can also be used to 

dctcrmine the motion of spins and the distribution of relaxation times, and hence 

to determine the extent to which moments are frozen as the system is cooled 

through T1  Such measurements may be complemented by muon spin relaxation 

experiments. 

MOssbauer spectroscopy can give an indication of the local nature of the magnetic 

state. For example if a local field is present then hyperfine field splitting of the 17  Fe 

nuclear spin will be induced leading to a six line pattern, as opposed to a single 

emission line in the absence of any internal field. The amount of such splitting 

along with the intensity ratios of the emission lines give valuable information as to 

the nature of the magnetic state of the sample. Decay processes have an intrinsic 

lifetime of 10-7  s hence if any spin freezing occurs on a longer timescale than 

this, then hyperfine splitting will occur. 

3.11 Spin glass Models 

As larger numbers of experimental spin glass systems were discovered, so theorists 

became increasingly interested in modelling such systems. One immediate problem 

was the lack of long range order in such systems, and so a difficulty in determining a 

suitable order parameter with which one could describe the behaviour of the system 
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close to Ti-. Improved theoretical models related an order parameter to temporal 

correlations and a summary of such models is provided in Appendix A. 

3.12 Theory of the Kagome Lattice 

The frustration evident in the Kagome lattice has one simple consequence namely an 

highly degenerate ground state. The absence of long range order in such systems 

1i. 	t 	 1+ t 	1 	-+ 	1 	 to 	using ...' .....i:_._ 
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parameters. Instead the chirality of such degeneracy can be used as an order 

parameter, since the 'handedness' of spins around any individual plaquette cannot be 

conveyed by a single spin alone. Such a chirality parameter can be described using the 

expression 

K = 2 '3-J91  X + S2  X 53  + S3  x 	 (3.34) 

This chirality parameter thus has two possible values, ic = ±1, where the positive value 

denotes handedness in a clockwise direction. This then defines a fundamental 

difference between the triangular and kagome lattices, since in the triangular lattice, 

with edge sharing plaquettes, chirality is unambiguously propagated throughout the 

lattice, whereas in the case of the kagome lattice chirality information cannot be 

passed on since only one spin is shared between plaquettes. There are a large number 

of degenerate states which are contenders for the spin ground state, but two of 

particular note are the q = 0 and q = Y3xV3 states, which possess long range spin 

order and therefore can be described using chirality as an order parameter. These 

states are labelled as q = 0 and q = -v/3x -v/3 so as to denote the fact that in the former 

case the magnetic lattice parameters and structural lattice parameters are identical, 
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whilst in the latter the magnetic lattice parameters are /3 times larger than those of 

the structural unit cell. In the q = 0 state there are three sub-lattices corresponding to 

a ferromagnetic chirality, whilst in the q = V3x1/3 state there are nine sub-lattices and 

an antiferromagnetic distribution of chirality. These two configurations are depicted 

below. 

Figure 3.5 Two possible ground state configurations of the Kagome lattice. The 

diagram on the left represents the q = 0 configuration, the diagram on the right the 

q = i/3x/3 configuration 

It is widely accepted that the Kagome antiferromagnet with nearest neighbour 

exchange does not have a Mel ordered ground state at T = 0: A considerable amount 

of work [9] has shown that the system has an unconventional ground state, though its 

nature is still a matter of debate. 

One possible picture is that of a spin nematic ground state where there is no ordering 

of the sub-lattices, though spins are aligned along randomly chosen spin axes. 

However order is only short-ranged and there is no infinite spin-spin correlation 

length. Ordering thus occurs, in an analogous way to that found in nematically 

ordered liquid crystal phases. Within any such nematic phase there may well be 
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additional weak preferences for states biased along a particular wavevector e.g. that 

corresponding to the 113x'/3 state, but no long range correlations develop. Work by 

Chalker et a! [10] suggests that there is a tendency towards 1/3xY'3 type nematic 

order, and calculation of the susceptibility shows a divergence as T -p 0 suggesting 

that the critical temperature of the system is T = 0. 

Alternatively the ground state could be considered as some form of spin fluid, a 

quantum ground state where there is no long range order or indeed symmetry 

breaking. Spin pairs, termed 'singlet' pairs, in a variety of configurations contribute to 

this ground state, such that the individual q = 0 and q = /3xi/3 states are inadequate 

to fully describe the ground state, though they do represent the low lying excitations 

very well. 

Though the exact nature of the ground state is unclear, simulations suggest that 

coplanar configurations have lower zero-point energies than non-coplanar ones [11]. 

Whilst non-planar fluctuations cost little or no energy in terms of individual spins, 

considerable energy barriers to collective non-planar motion are created, which are 

enhanced by any spin anisotropy present. The degeneracy of such a ground state can 

be lifted by, for example, thermal or quantum fluctuations, or even by interaction with 

further neighbours, a process known as 'order by disorder', which may lead to the 

onset of long range order. Thermal selection will favour coplanar ground states, since 

there are a larger number of zero energy modes in comparison with non-coplanar 

states, thus giving the system access to a wider energy surface in configurational 

space. Work by Harris and Berlinsky [12] considers the nature of any quantum effects 

on such systems. Calculations for both the q = 0 and q = i/3xi13 structures, show 

that, for nearest neighbour interactions only, the linear spin wave spectra (LSWS) for 
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the two ordered states are identical and each exhibits a zero energy dispersionless 

mode, identified as a zero energy local excitation of the spins, with alternating signs 

around any hexagon. If further interactions J2  and J3  are considered then the q = 0 

structure is stabilised for J2  - J3> 0 and the q = 1/3x1/3 structure for J2  - J3  < 0. 

3.13 Experimental frustrated systems 

T n an attempt to verify a variety of theoretical models much experimental work has 

focussed on the layered magnetoplumbite isomorph SrCrGai2019 (SCGO(x)) where 

S = 3/2 Heisenberg spins sit at the vertices of a kagome lattice coupled by strong 

antiferromagnetic exchange (Curie-Weiss constant Ocw = -500K). Such materials 

show spin glass behaviour with a freezing point in the region of 5K depending upon 

the value of x. Muon spin relaxation measurements [13] show a progressive slowing 

down of spin fluctuations as SCGO(x) is cooled from well above T. Whilst neutron 

studies show short range correlations of" (ca. twice the Cr-Cr separation) specific 

heat measurements reveal an unusual T 2  dependence below Tf, conventionally 

associated with long range 2D magnetic order. A wealth of experimental evidence has 

been accumulated on this system [14], however it is not an ideal manifestation of a 

simple Kagome lattice since some of the Cr3  ions sit in two different triangular 

lattices between the kagome layers, hence the structure is best described as layers of 

corner sharing tetrahedra (consisting of two kagome layers with an intervening 

triangular layer) separated by triangular layers of spins bound in singlets. 

Another kagome lattice system is that of Na 2Mn3Cl8  [15]. In this case layers of d 5  

2+  ions with an 6Aig  ground state sit interleaved with layers of sodium chloride 
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layers, the manganese ions being separated by a distance of 3.728A. Such geometry 

leads to a Kagome lattice of Mn spins with a distance between the Mn layers of spins 

of around 7A and an almost complete coverage of magnetic sites on the lattice. The 

crystal structure is illustrated below with the Kagome layers indicated. 

0 

0 
0 	

0 ( 
	

4 

L0 100- 
 - 

Figure 3.6 Crystal structure of Na2Mn3C18  with Kagome layers of Mn ions (purple 

ions) indicated, with interleaved layers of Na ions (grey) and Cl ions (green) 

Whilst this would appear to be an attractive system to study there are several 

problems difficulties associated with it. Firstly it is very difficult to ensure phase purity 

of the product, since the compound is very hygroscopic and will readily decompose 

into other sodium and manganese containing phases. Secondly the very low freezing 

temperature of this system makes it difficult to study since standard cryogenic 

equipment cannot reliably reach sufficiently low temperatures. 



Chapter 3 Critical Phenomena and the Kagome Lattice 	 85 

3.14 Jarosite family 

A more faithful representation of the simple kagome lattice is provided by the jarosite 

series of minerals AFe3(SO4)2(OH)6  (where A is typically Na, K, Rb, Cs, H 30, D30) 

and isomorphic families where Fe 3+  is exchanged for other trivalent metal ions such as 

Cror Ga3 . In such compounds the metal ions form a Kagome lattice with 

hydroxide and sulphate groups linking such planes of ions together. In all there are 

four super, cxchange pathways per magnetic ion. The crystal structure, which indexes 

with space group R 3m, is shown below in figure 3.7. 

F1 
	 It 

Figure 3.7 Crystal structure of the jarosite family of minerals with Kagome layers 

indicated by yellow links 
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All of the magnetic salts, with the exception of the hydronium and deuteronium salts, 

show some degree of long-range magnetic order with Née! temperatures of the order 

of 50K, as evidenced by a distinct cusp in the dc susceptibility Xdc.  Such 

measurements reveal no significant divergence in the field-cooled and zero-field-

cooled behaviour, whilst the temperature dependence of the inverse susceptibility is 

seen to be linear in the region 150 - 3 50K, with values of the Weiss constant 6cw, 

determined using the Curie-Weiss Law, of the order of —700K. Neutron powder 

diffraction studies show evidence for additional Bragg peaks below the respective 

transition temperatures T f  and these have been indexed in all cases on a magnetic cell 

with an in-plane spin structure corresponding to the q = 0 array depicted in figure 4.6, 

with a doubling of the c-axis relative to the nuclear cell. In addition to the long range 

order seen, there is also a considerable amount of diffuse scattering attributed to short 

range two dimensional order within the kagome planes. 

The behaviour of the hydroniurn/deuteronium salt is unique to the family of jarosites 

[16-21]. In this case powder diffraction measurements show no evidence of long 

range order down to a temperature of 0.4K. Furthermore dc susceptibility 

measurements show a cusp at temperatures of the order of 15K and a divergence in 

the field cooled/zero field cooled measurements indicative of spin freezing and a spin 

glass transition. The reasons behind this are not immediately apparent since the crystal 

structure of the hydromum salt is identical to that of the other members of the jarosite 

family, and there are no obvious differences in the exchange geometry between the 

Fe3  ions. The only observable difference between the hydronium/deuteronium salts 

and the other members of the family is in the coverage of the lattice. Whilst jarosites 

are generally prone to loss of Fe 3  during precipitation, the loss is less significant in 
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the case of the hydronium/deuteronium salts and may be as low as 3%, in comparison 

to that of the other materials where losses are generally of the order of 5-20% [17]. 

Thus it would appear that 'dilution' of the lattice, by reduction in the coverage of the 

Fe 31  lattice, leads to the onset of long range order. Such an 'order by dilution' 

phenomenon [18] can be illustrated by doping of the pure hydronium salt with a small 

impurity level of aluminium (ca. 3%). Recent neutron powder diffraction studies of 

the doped deuteronium salt D3O)Fe3..Al(SO4)2(OD)6 (with x = 0.03) show evidence 

for magnetic long range order at 1.4K, whilst dc susceptibility measurements show an 

enhanced value of Tf , in comparison to that of the undoped sample, of 25K. The 

lattice coverage in this case was 89±3%. This is a surprising result, since current 

theoretical models would suggest that dilution of the lattice should lead to a reduction 

in the magnetic transition temperature. Indeed work performed on the analogous 

hydronium chromium system showed a reduction in the value of T f  on doping of the 

parent compound. Such results suggest that there is an extremely sensitive balance 

between exchange forces in the kagome system. Doping of the lattice, either in the 

form of the introduction of diamagnetic ions, or indeed with simple vacancies, 

unbalances these forces in a way which favours long range order, suggesting that 

nearest neighbour and even next nearest neighbour interactions are of importance. 

3.14 Summary 

This chapter has attempted to give a flavour of the extraordinary nature of the 

Kagome lattice, and how this might be described theoretically in the context of critical 

behaviour. In Chapters 4 and 5 experimental work will be presented which has 

attempted to probe further, both the nature of the magnetic order in the 
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KFe3(SO4)2(OH)6  system, and the spin fluctuations in the (H 30)Fe3(SO4)2(OH')6  

system. 
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Chapter 4 Single crystal studies of KFe 3(SO4)2(OH)6  

4.1 Single crystal diffraction: D10 instrument ILL 

4.1.1 Introduction 

As outlined in the previous Chapter there is a large difference in behaviour between 

the potassium and hydronium jarosite salts. To understand these differences it is 

necessary to identify the leading terms in the Hamiltonian, and in particular both the 

strength of exchange J and the nature of the exchange pathways in both systems. 

Whilst both magnetic susceptibility and neutron scattering measurements have been 

performed on powdered jarosite samples [1], such data can only provide an indirect 

probe of the strength of exchange in these materials. Furthermore, in most cases, it is 

not possible to determine the nature of the magnetic structure unambiguously from 

powder diffraction measurements, since information is lost regarding the orientation 

of moments along the crystallographic axes, as outlined in section 2.2.1. Single crystal 

studies are therefore of great importance since they allow an unambiguous 

determination of the magnetic structure as well as providing information as to the 

nature of low lying magnetic excitations and are a more direct probe of the magnitude 

of J. In addition, the nature of any critical scattering in the region close to TN can be 

monitored more effectively, affording the possibility of extracting information 

regarding critical fluctuations in any given magnetic system with a greater degree of 

accuracy. 
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4.1.2 Growth ofjarosite single crystals 

Preparation of powdered jarosite samples requires careful attention to both 

temperature and pH in order to maximise the yield of product and, more importantly, 

to ensure phase purity of product. Excessive temperature (>180°C) or too basic a 

solution will result in the formation of an amorphous iron hydroxysulfate 

Fe4(OH) 10 SO4  [2]. Studies have been performed to determine the nature of species 

present in solution [3], suggesting that at low temperature the dominant species are 

FeSO4  and FeOH2 . As the temperature of reaction rises so too does the 

concentration of Fe(OH) 2 , as equilibrium shifts to the hydroxy species, and it is this 

unit which is believed to form the fundamental chemical building block [2]. Such 

hydrolysis reactions result in the release of protons, and a corresponding drop in pH 

which retards further product formation, giving rise to crystallites of product which 

are typically of the order of 1 O 1um across. Such conditions mitigate against formation 

of large single crystals, of a suitable size to perform either elastic or inelastic neutron 

scattering measurements. Whilst formation of large single crystals has not proved 

possible under laboratory conditions or indeed on laboratory timescales, nature 

provides rich sources of jarosites in areas such as Greenland, Spain or the United 

States. A search through a number of mineral collections unearthed a natural single 

crystal ofjarosite measuring 5mm3  and of mass 15mg, originating from Eureka, Utah. 

The sample is pictured below, with a matchstick and five pence piece as a point of 

comparison. A sketch of the crystal showing the relevant faces is also shown below. 

EDAX (energy dispersive X-ray analysis) measurements showed that the crystal was 

in fact the potassium salt KFe 3(SO4)(OH)6, though it was not possible to determine 

the potassium coverage of the lattice using these results. 
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0-I I 

001 

Figure 4.1 Photograph of the single crystal ofpotassium jarosite with five pence 

piece as comparison (left). Sketch of the crystal andface orientations (right) 

Measurement of the dc susceptibility response of the crystal was performed using a 

SQUID magnetometer, with a field of 5000G applied both perpendicular and parallel 

to the c-axis. The results are shown below in figure 4.2. 

The data show behaviour broadly in keeping with that expected of this sample. A 

maximum in the first derivative dX/dT is seen in both the parallel and perpendicular 

signals at 65K with a minimum at 61K. The sharp response of the parallel signal close 

to this maximum is indicative of the onset of critical fluctuations as 3D ordering takes 

place. Below TN the parallel signal is greater than that of the perpendicular signal, 

since small spin fluctuations out of the a-h plane continue on cooling. 
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Figure 4.2 Plot of molar susceptibility versus temperature with afield of 5000G 

applied both parallel('red triangles) and perpeiidicular (black circles) to the c-axis 

4.1.3 Single crystal diffraction 

In order to determine the quality of the crystal, along with its crystallographic and 

magnetic unit cells, measurements were performed using the four circle, triple axis 

diffractometer Dl 0 at the Institut Laue-Langevin in Grenoble France. The instrument 

may be used either with or without energy analysis of the beam scattered from the 

sample, as illustrated below in figure 4.3. 

In two axis mode both the monochromator and sample positions may be rotated, 

whilst the Eulerian cradle allows tilting of the sample in a further two directions. In 

triple axis mode, whilst the monochromator and sample positions may be rotated as 

before, the introduction of an analyser, which allows energy resolution of the exiting 

neutrons, creates a third axis of rotation. Use of the triple axis set-up therefore allows 

for the possibility of examining excitations within the sample, and the Dl 0 instrument 

was chosen to perform the experiment since it affords very fine momentum resolution 

of exiting neutrons. Its suitability in this case was enhanced by the high incident flux 
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affordable on the instrument, as well as the inherently low background, highly 

important in the case of such a small crystal containing a large amount of hydrogen. 

I!quid 14eli.Jn 
Dewar 

ainp1e Tablel 

Figure 4.3 Layout of the DI 0 Single crystal diffractometer showing the two possible 

modes of operation 

Initially the instrument was configured in triple axis mode with an incident wavelength 

of 2.36A, and the analyser crystal aligned so as to measure the elastic scattering i.e. 

with the neutron energy change AE = 0. Preliminary measurements verified the 

position of the magnetic reflections (1 0 5/2), (11 3/2) and (1 0 11/2), and a series of 

scans were then performed to follow the intensity of these reflections as a function of 

temperature on warming from the base temperature of 20K. 

The configuration was then changed by removal of the analyser crystal, to two-axis 

mode and omega-two theta scans performed of the reflections (h,k,l), (h,k,1+1/2), 

(h,k,l-I. 2) and (-h,k,!) = 3ii both at 20K and 62.8K. The wavelength settings were 
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then changed so as to have an incident wavelength of 1.26A, and further omega-two 

theta scans performed in two-axis mode, of the reflections (h,k,1) and (—h,k,1) = 311 at 

20K. Finally the position of the analyser was fixed and a number of q scans performed 

to attempt to probe the nature of any diffuse magnetic scattering present. 

The 275 nuclear reflections measured at 20K at a wavelength of 1.26 A, were used in 

a least squares refinement to determine atomic positions within the unit cell based on 

the space group R3m (Space group No.167, International Tables for 

Crystallography: Volume A). The refined atomic positions are shown below in table 

4.1. 

Atom type x y z uiso'A 2  fractional 

occupancy 

Fe 0.16667 -0.16667 -0.16667 0 0.99431 

S 0 0 0.30963 0.3059 1 

01 0 0 0.39436 0 0.91106 

02 0.2228 -0.2228 -0.05346 0.56192 1.00249 

03 0.1273 -0.1273 0.13545 0.74862 1.0649 

K 0 0 0 0.14487 0.84518 

1-14 0.19725 -0.19725 0.11182 1.82172 1 

= 0.053 x2 = 7.65 

Table 4.1 Refined atomic positions derived from nuclear reflections obtained at 

wavelength of 1.26A at T = 20K in space group R 3m 
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Refinement of the combined reflections from data sets taken with both the 1.26 and 

2.36A wavelengths gives an improvement in the goodness of fit with revised 

parameters as given in table 4.2 [4]. 

Atom type 	x 	y 	 z 	 uiso/A 2 	fractional 

occupancy 

Fe 0.16667 -0.16667 -0.16667 0 0.95462 

S 0 0 0.31021 0.36610 1 

01 0 0 0.39464 0 1 

02 0.22339 -0.22339 -0.05353 0.67993 1 

03 0.12738 -0.12738 0.13543 0.65420 1 

K 0 0 0 0.35200 0.84518 

H4 0.19670 -0.19670 0.11178 1.89361 1 

R=0.055 =11.5 

Table 4.2 Refined atomic positions from combined 344 reflections from both 

wavelengths of 1.26 and 2.36 A at 20K in space group R 3m 

To determine the nature of the magnetic unit cell the magnetic reflections measured at 

20K and 2.39 A were used to refine the magnetic unit cell, using the SFLSQ routine 

within CCSL (Cambridge Crystallography Subroutine Library). With the nuclear 

structure defined as above with unit cell parameters a = b = 7.3000A and c = 

17.1270A and angles a = 8 = 900 y = 1200 , a magnetic least squares refinement was 

carried out on the data taken at 20K. Conflicting symmetry operators meant that a 

satisfactory refinement was only achieved by lowering the nuclear symmetry so as to 
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have three Fe sites in the unit cell at (1/6 1/2 5/6), (1/2 1/2 1/2) and (5/6 1/6 1/6) with 

a 1200  spin arrangement. Two parameters, a common moment and the angle in the 

plane of the spins relative to the other two layers in the unit cell, were then refined. 

This gave a moment of 4.03UB at each Fe site and angles q$ (angle of one spin relative 

to the a axis) of-60, 90 and 120°. 

4.1.4 Critical exponents 

In order to determine the magnetisation critical exponent /3, the intensity of the 

magnetic reflections (1 0 5/2), (11 3/2) and (1 0 11/2) was measured as a function of 

temperature in the range 20-64K. At temperatures well below TN the scattering seen 

will be purely Bragg scattering and so will have a Gaussian lineshape associated with 

it, whilst in the region close to TN, critical scattering will introduce an additional 

Lorentzian component to the lineshape. Ordinarily therefore, fitting of the individual 

reflections would involve a combination of Gaussian and Lorentzian functions, with 

the proportion of the Lorentzian component allowed to increase as T -* TN. 

However, in this case, measurement of the individual reflections revealed that the 

crystal was split, making modelling of the Lorentzian component of scattering very 

difficult. Therefore all the analysis performed involved the fitting of individual 

reflections to solely a Gaussian function. An example of the fitting performed is 

shown for the data sets collected at 20K in the figure below. 
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Figure 4.4 Measured reflections at 20K with fit to Gaussian peakshape. The data are 

denoted by the crosses (+) and the fit by the solid black lines 

The temperature dependence of the integrated intensity of the three reflections, 

normalised to 100,000 monitor counts is shown below. 
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Figure 4.5 Plots of integrated intensity vs. temperature for the magnetic reflections 

(1 0 1112) (top), (1 0 512) (middle) and (1 1 3/2) (bottom) 

A rapidly increasing decline in the integrated intensity is seen as the magnetic 

transition temperature is approached from below. Whilst an accurate description of 

the temperature dependence of the integrated intensity, and hence the sublattice 

magnetisation, requires a polynomial expression of several orders, in practice the first 

term will dominate the expansion. If the reduced variable t, the reduced temperature, 

is defined using the relation 

.E700 

525 

350 

175 

(I 

t=TN_T 	 (4.1) 
TN 
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then the magnetisation, M, is proportional to the exponent /3 i.e. 

McxItI ° 
	

(4.2) 

Since the intensity is also related to the square of the magnetisation it can therefore be 

approximated by the expression 

i=iotI)2 	 (4.3) 

Hence taking logs of both sides gives the result that 

lnI=1n10  +2fllntI) 	 (4.4) 

Thus in the region T TN a plot of lnI against ln(ItI)  gives a straight line of gradient 

2/3. In practice not only will there be an uncertainty in the value of TN,  but there will 

also be a background term to subtract from the integrated intensity. The situation is 

further complicated in this particular case since there are two transition points, TN1 

and TN2,  as shown schematically in the diagram below. 

T.mp.rn..1( 

Figure 4.6 Schematic plot of integrated intensity versus temperature in the case of 

KFe3(504)2(OH)6 showing the two transition temperatures TN!  and TN2 

In the region as T -+ IN1 on cooling, there will be a considerable contribution to the 

integrated intensity from critical scattering, however the quality of the data does not 

allow a rigorous determination of this contribution. As a consequence, only a single 
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value of TN was abstracted from the data. This value, as well as that of the 

background correction term, were both varied manually in order to determine the 

value of the exponent 8 in the region close to TN. The resulting 'best fits' in the case 

of each reflection are shown in the figure below. 
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Figure 4.7 Plot of log I vs. log t for the magnetic reflections (1 1 3/2) culled 

squares), (1 0 512) (open circles) and (1 0 1112) (open triangles) with least squares 

linear fits (black lines) and TN set at 62.2K 

The values of the gradients obtained via a least squares linear fitting routine, and the 

average value for the critical exponent 8 is shown in the table below. This average 

value of /3 = 0.325±0.010 is indicative of 3D behaviour and thus reflects the onset of 

magnetic ordering at TN. Theoretical predictions [5] suggest that the value of 8 will 

take the value 0.31 if the system exhibits 3D Ising behaviour, 0.33 if it exhibits 3D X- 

Y behaviour and 0.35 in the case of 3D Heisenberg behaviour. The experimentally 
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determined value of /3 is therefore consistent with either 3D X-Y or 3D Heisenberg 

behaviour. 

Reflection 	Gradient (= 2) 

(11 3/2) 0.646±0.015 0.323±0.008 

(105/2) 0.657±0.011 0.328±0.006 

(1011/2) 0.647±0.012 0.324±0.006 

Average 0.650±0.022 0.325±0.010 

Table 4.3 Values of the critical exponent /3 determinedfrom the datasets obtained 

from the (1 0 512), (1 0 1112) and (1 1 3/2) reflections respectively 

At temperatures well below TN the spin fluctuations in the system will be 2D in 

character. However as T approaches TN (T - 5/6TN), there will be both 2D and 3D 

spin fluctuations as interplanar exchange terms begin to influence the Hamiltonian. In 

cases where the value of 8 in this 'intermediate' region have been determined for 

experimental systems, there is close agreement with theoretical work by Bramwell and 

Holdsworth [6] which suggests that 8 will take a universal value of 37r2/128 0.23. It 

was therefore of interest to try and determine whether such a crossover region 

between values of/3 of 0.23 and 0.33, exists in the present sample. To this end, fitting 

of the data obtained over the temperature range of 20-56K was performed in a similar 

manner to that described above. The results obtained are shown in figure 4.8 below. 
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Figure 4.8 Plot of log I vs. log Ifor the magnetic reflections (1 1 3.2) (filled 

squares,), (1 0 5/2) ('open circles) and (1 0 11 2) (open triangles) with least squares 

linearfits (black lines) and TN set at 62.2K 

The values of the gradients obtained via a least squares linear fitting routine, and the 

average value for the critical exponent 13 is shown in table 4.4 below. 

Reflection Gradient (= 2) 

(11 3/2) 0.449±0.012 0.225±0.006 

(105/2) 0.421±0.017 0.210±0.009 

(1 0 11/2) 0.460±0.012 0.230±0.006 

Average 0.443±0.024 0.222±0.012 

Table 4.4 Values of the critical exponent /3 determined from the datasets obtained 

from the (1 0 512), (1 0 11/2) and (1 1 3/2) reflections respectively ,  
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This result demonstrates a clear crossover region of 56-57K at which the system 

ceases to behave in a 2D fashion and exhibits 3D behaviour. These values are 

consistent with the Bramwell-Holdsworth model which proposes the existence of an 

intermediate region at temperatures just below TN where both 2D and 3D spin 

fluctuations exist. The value of /3 = 0.222 obtained in this study illustrates that the 

system is non-Ising and is compatible with both 2D X-Y or 2D planar Heisenberg 

behaviour. It is also consistent with theoretical work which proposes that a coplanar 

structure is energetically most favourable at lower temperatures [7], and that thermal 

fluctuations facilitate the onset of 3D exchange close to TN. It should be noted that 

this is the first single crystal experimental determination of critical exponents for a 

member of the jarosite family. 

4.2 CRYOPAD on the 1N20 instrument 

4.2.1 Introduction 

The onset of long range antiferromagnetic order can be seen by the appearance of 

additional reflections in neutron powder diffraction patterns collected below the Néel 

temperature of the material in question. However, since the incident beam consists of 

unpolarised neutrons, that is to say the orientation of neutron moments is completely 

random, it is not possible to extract any information from the scattered beam 

regarding the components of spins within the sample, along all three principal axes. 

However in the case of a polarised neutron instrument, as outlined in Chapter 2, the 

incident neutrons are polarised such that >95% of the moments are aligned along a 

particular axis, often that perpendicular to the direction of propagation. Analysis of 



Chapter 4 Single crystal studies 	 106 

the exiting neutron beam thus affords information not only regarding the magnitude of 

magnetic moments within a sample, but also their direction. In an attempt to 

unambiguously determine the nature of the magnetic structure in potassium jarosite, 

work was performed using the CRYOPAD unit on the triple axis spectrometer I1'420 

at the ILL, Grenoble. 

4.2.2 CRYOPAD 

In a conventional polarised neutron spectrometer set-up, incident neutrons are 

polarised along a given direction with the aid of an applied guide field. Whilst this 

allows for an efficient polarisation of this beam, it also means a loss of information 

regarding the sample spin array, since such spins will precess and depolarise about any 

such field. Thus information along the axis perpendicular to that of the applied field is 

always lost. The difference in the case of the CRYOPAD arrangement [8] is that the 

sample is shielded from the applied guide field and so the field at the sample is 

effectively zero, thus allowing full 3-dimensional analysis of the sample spin 

polarisation, rather than the 3-directional analysis generally performed, measuring 

simply the ratio of non-spin flip to spin flip as outlined in Chapter 2. The CRYOPAD 

arrangement is illustrated schematically below in figure 4.9. 

If the incident beam is polarised such that all the moments are perpendicular to the 

direction of propagation, then the transverse guide fields on either side of the sample 

produce a polarisation vector at an angle O n  (fL) to the vertical. The 

superconducting solenoid coils surrounding the sample are calibrated such that they 

give rise to a precession angle of On (qL). 
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Figure 4.9 Schematic diagram of the CRYOPAD unit 

For a given set of values for G and Øj the corresponding values of °out and out  can be 

determined by maximising the flipping ratio measured at the analyser. The transmitted 

polarisation Pc can be written as 

PS  = P'+Pcos(- 0 ) 	 (4.5) 

where x is dependent upon either 9 or Ø (the subscript s referring to the sample) and 

o, P and P are constants dependent upon the polarisation direction. If q is set to 

zero and O. then varied (where X = O.) the value of Pis zero, and there are two angles 

at which P = 0. These two angles may be determined by measuring the transmitted 

polarisation for two orthogonal reflections (i.e. with 0, 1 = 0,2+ 900); the value of Os is 

then set to position 00  to determine the maximum in P, (perpendicular to the zero 

point) and the equivalent procedure carried out in order to determine 0,. The 

amplitude of the scattered polarisation is measured under the conditions that 0, = Oo 
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and q = o. Blume's equations [9] may then be used to calculate the scattering 

polarisation from the incident polarisation, the amplitude of the polarisation either 

being of the same magnitude of greater than scattering from any pure spin state 

(though its direction will generally be altered). Any depolarisation of the scattered 

beam is therefore indicative of the presence of different magnetic domains within the 

sample. 

4.2.3 Experimental 

In an attempt to determine the magnetic ground state of KFe 3(SO4)2(OH)6  the single 

crystal sample was mounted in an ILL 'Orange' cryostat along with the CRYOPAD 

unit on the 1N20 polarised neutron triple axis spectrometer at the [LL, Grenoble. The 

crystal was initially mounted with Kwikfil ®  on an aluminium pin, with the a*b*  plane 

in the scattering plane, and a sheath of cadmium to protect the sample in the event of 

the glue failing. A series of scans were then performed measuring pairs of reflections, 

for example the (0 0 6) and (0 0 6) , and analysis carried out as outlined above. 

Further measurements were performed with the crystal re-orientated such that the c *  

axis lay in the scattering plane. 

Analysis of the data [10] collected showed that, at 10K, the magnetic structure adopts 

a q = 0 structure with no component of the moment along the c axis. Such a planar 

structure concurs with that suggested by previous workers [7], though it is the first 

time that it has been verified experimentally. 
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4.3 Spin wave dispersion measurements 

4.3.1. 1N8 experiment 

It is clear from theoretical work by several authors [I I] that the nature of the low 

lying excitations are extremely important in determining both the nature of the 

groundstate and the behaviour of kagome systems. Such models predict that the spin 

wave dispersion relation s. (k) for a kagome lattice with nearest-neighbour exchange 

is given by 

= JSj2[sin2 q1  + sin 2  q2 (q1  - q2 )] 	 (4.6) 

where J is the exchange constant, S is the magnitude of the spin and qi and q2 

describe the magnitude of the wavevector in the x and y directions respectively, as 

defined below. 

Figure 4.10 Definition of axes as per reference [10] 

At the zone boundary this expression yields an energy of 2.JS. Whilst the value of S in 

the case of the jarosites is 5/2, the value of .1 can be estimated from the magnetic 

susceptibility data available. The high temperature susceptibility Xo  is given by 

1 

= (T+4113) 	
(4.7) 

where J = JS(S +1), and comparison with the Curie-Weiss Law shows that 

4.7  = 10c, . Thus in the case of S = 5/2 
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.-JS(S+l) 	 (4.8) 

-12J 

The value of 10c,, I is estimated to be 600K from dc susceptibility measurements [12] 

which gives a value for .1 of 50K. Conversion of this value into energy units and 

substitution into (4.8) gives a value for the zone boundary energy of 20meV, 

suggesting that the dispersion curve seen will rise steeply from the zone centre. 

In an attempt to probe the dispersion relation for excitations in the system 

KFe3(SO4)2(OH)6  the single crystal sample was mounted on the triple axis 1N8 

spectrometer at the ILL in Grenoble. The instrument is located on the hot source and 

so affords a large range of energies and momentum transfers, as well as high flux at 

the sample. The wide range of momentum transfers (3-25meV) was important since it 

afforded the widest energy range with which to probe the predicted steep dispersion 

curve. Measurements were performed with the crystal orientated so that the a*b* 

plane lay in the scattering plane, and a series of scans performed at both constant q, 

with the sample orientation fixed and the analyser crystal rotating, and constant E, 

with the analyser crystal fixed and the sample rotating. A typical q scan is shown 

below in figure 4.11. An example of a constant E scan is shown below in figure 4.12. 

As both plots indicate, the data collected are very noisy with a large inherent 

background, making the determination of the nature of any dispersion present very 

difficult. Scans performed at room temperature showed a large rising background, 

making it impossible to perform a subtraction from the lower temperature data, in 

order to determine the magnetic origin or otherwise of the data obtained. 
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4.3.2 TAS-6 spectrometer Riso National Laboratory, Denmark 

As highlighted in the previous section the nature of the background on the 1N8 

instrument made it very difficult to assess the nature of any dispersion present. In an 

attempt to reduce this background further the crystal was mounted on the triple axis 

TAS-6 instrument at the Risø National Laboratory in Denmark. Whilst the energy 

transfer range of the TAS-6 instrument is smaller than that of 1N8, of the order of 2 - 

18meV (reflecting the fact that the instrument sits on a cold source), the background 

is significantly lower than that of 1N8. This is a result of two factors, relating to the 

nature of the monochromator and analyser, both recently upgraded on the instrument 

[13]. The use of a sapphire filter at the end of the beam guide, gives a transmission of 

>80% for first order neutrons, whilst reducing that of higher order neutrons to the 

order of 1 4,  resulting in a large reduction in the number of fast neutrons reaching the 

monochromator. Furthermore the compact monochromator, in combination with 

improved shielding material, reduces the amount of radiation scattered from the 

monochromator in the direction of the scattered neutron beam. A redesigned analyser 

has seven pyrolytic graphite vanes, rather than the conventional single flat plate, 

allowing focussing of each individual vane onto the micro-strip area detector. Such 

horizontal focussing, allows monochromatic focussing without the need for the 

sample-analyser and analyser-detector distances to be equal, leading to a factor five 

increase in detected intensity. The ability to horizontally focus the detected neutrons 

gives an improved E resolution, in comparison to conventional triple axis machines. 

Initially the sample was mounted on a M4 aluminium pin in an orientation such that 

the a*_b*  plane lay in the scattering plane. A series of constant energy scans, as 

described above for the case of the 1N8 work, were then performed at energy 
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transfers of 3,4.5 and 6 meV, close to the zone centre. The scan performed at a 

constant energy of 3meV is shown below. 
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Figure 4.13 Plot of intensity vs. OH at an energy transfer of 3me V (scan taken at 

10K) 

Despite the large reduction in background counts, as can be seen by the large error 

bars, it remains difficult to discern the nature of any dispersion present. Further scans 

were performed, this time in constant q mode, scanning both at the zone centre and 

close to it. A scan performed at q = (-1,-1,-1.5) is shown below. 
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Figure 4.14 Constant q scan peijormed at the zone centre ('-1 , -1,-I. 5) at 10K 

Whilst the error bars are again significant in this case the presence of an excitation at 

around 2meV is certainly possible. Such a feature is of much lower energy than that 

predicted for the zone boundary energy and so may well be phononic in character, or 

indeed a magnetic mode of the main acoustic branch, reflected about the zone 

boundary. However cryogenic problems meant that it was not possible to perform 

further scans at higher temperature to determine whether such an excitation was 

phononic in character, within the time allocated for the experiment. 
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4.4 Summary 

Despite the size of the crystal of potassium jarosite available, a large amount of 

information has been gleaned regarding the nature of the magnetic ground state in this 

system. The work performed using the Dl 0 instrument has allowed determination, not 

only of the crystallographic and magnetic unit cells, but insight into the behaviour of 

the system as it approaches the transition temperature. Whilst it would be expected to 

show a crossover from 2D to 3D behaviour as the transition temperature is 

approached it would appear, from the sub-lattice magnetisation scans performed, that 

this is not the case. Instead the system remains rigorously 2D in nature, with the 

dominant exchange pathways in the kagome planes, even close to the Ned 

temperature. This may also reflect the fact that, as evidenced in the dc susceptibility, 

there are in fact two transition points and, despite the greatly reduced intensity of 

reflections above 60K, the limit of the scans performed may well be in the 

intermediate region between the two transition points. It was to be hoped that 

CRYOPAD could be used to determine the intermediate structure, however this 

proved impossible. 

The result from the CRYOPAD experiment is the first conclusive demonstration of 

the coplanar nature of the magnetic ground state, which is of great significance in light 

of previous theoretical predictions regarding the nature of the magnetic ground state. 

It is consistent with the determined value of the critical exponent of magnetisation, /3, 

which is indicative of 2D X-Y or 2D planar Heisenberg behaviour. 

As far as the excitations are concerned neither of the triple axis experiments produced 

any significant results regarding the nature of any spin wave dispersion. The 

combination of the size of the crystal, considerable hydrogen content and background 
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from the glue used to secure the crystal on the pin, meant that the errors associated 

with each measurement made them indeterminate. Impractical scan times would be 

required to try and boost the signal to noise ratio sufficiently to make the scans 

meaningful. The constant q scan shown in figure 4.12 gives the suggestion of an 

excitation present at an energy transfer of 2meV, though further investigation of the 

nature of this excitation, in particular by warming to see whether it is of magnetic 

origin was not possible. 

Future experiments require larger crystals of jarosite samples, either natural or 

laboratory grown, in order to learn more about the nature of the excitations present in 

such materials. 
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Chapter 5 Deuteronium Iron Jarosite:S=5/2 

5.1 Introduction 

In the previous Chapter, a number of experiments were described, with the aim of 

investigating the nature of a single crystal sample of KFe 3(SO4)2(OH)6, both in terms 

of its crystallography and magnetism. Whilst the hydronium salt 

(H30)Fe3(SO4)2(OH)6  possesses similar crystallographic properties, the nature of the 

magnetism seen in this compound is in complete contrast to that of the potassium salt. 

Neutron powder diffraction measurements show no evidence of long range order at 

all temperatures down to 2K. Instead a spin glass freezing transition is seen, as 

evidenced by a cusp in the dc susceptibility at around 13K, and also through a T 2  

dependence in the specific heat [1]. Such a system, whilst displaying no three 

dimensional long range order, will however exhibit short-range two dimensional order 

with correlated regions of co-operative spins. Previous experimental work on 

hydronium samples [1-2] has shown the existence of such short range order, as 

evidenced by diffuse scattering, the shape of which can be modelled using a Warren 

function [3]. This function allows a determination of the length scale of the correlated 

regions, the breadth of the peak being proportional to the size of such regions. The 

observed diffuse scattering is a very weak feature, in relation to nuclear Bragg 

scattering, and so is difficult to assess with any precision from conventional powder 

diffraction data. What was proposed therefore was to look at the nature of this diffuse 

scattering in more detail, using polarisation analysis as available on the D7 

spectrometer at the ILL in Grenoble [4]. This instrument allows determination of the 
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various components of scattering, by monitoring the effect of moments within the 

sample on the polarised incident neutrons. The ratio of spin-flipped to non-spin 

flipped neutrons emerging from the sample along all three directions (xyz) is 

measured, which in turn allows a determination of the magnetic contribution to 

scattering over a wide Q range  ( 0.25 :!~ Q :!~ 4A) 

Whilst the size of the correlated regions is important in determining the nature of 

dynamic scattering on the approach to T f, it is also of interest to determine the degree 

of spin fluctuations as the system is cooled towards T = 0. A conventional picture of a 

spin glass involves blocks of correlated spins gradually freezing out, as the sample is 

cooled, with continued fluctuations within such blocks of spins down to very low 

temperatures. Muon spin relaxation studies [1,5] suggest that the hydronium system is 

still dynamic down to temperatures of 2K, though the timescale of such measurements 

is such that very fast fluctuations will not be seen by the implanted muon before it 

decays. Neutron spin echo measurements, as described in detail later in this Chapter, 

provide a complementary technique to muon studies, as well as affording the chance 

to look at faster fluctuations on a timescale down to the order of nanoseconds. 

Previous measurements on the strongly frustrated antiferromagnet SCGO(x), 

suggested that the system was frozen, at least on the instrumental timescale, below a 

temperature of 2K [6]. It was therefore proposed to look at a sample of deuteronium 

iron jarosite on the neutron spin-echo spectrometer IN 11 at the ILL, in order to 

assess the nature of spin freezing in this system. 
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5.2. XYZ 3-directional polarisation analysis 

In order to probe the spatial extent of correlated spins in the hydronium iron jarosite 

system, experimental work was performed on the D7 spectrometer at the ILL. The 

D7 instrument uses a polarised incident neutron beam, that is to say that a guide field 

is applied to the incident beam in order to orientate the direction of polarisation of the 

neutrons along the axis of the applied field, usually in the z direction (perpendicular to 

the beam propagation direction). A beam polarisation of better than 90% is achieved 

through the use of supermirrors. Any scattering of the neutrons by magnetic moments 

in the sample will result in a 'spin-flip' or change in the polarisation direction of the 

neutron beam and such changes can be monitored by the use of further supermirrors 

aligned in front of the detector banks. The instrumental set-up is shown below. 

Uapohd White 

U- 
- bffiamchromatk 

Ne,ilron Beam 

NrnfroiisPo1ar 
by Supermirrur 

Frhls 

by FIiper 

by Superutfrrues 

Figure 5.1 Schematic lay out of the D7 spectrometer. For the case of XYZ 3- 

directional polarisation the chopper is removed 
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Mezei ,r flippers in the vicinity of the sample flip the incident polarised neutron beam 

by 7r12 and, following scattering from the sample, by a further -7r12; this allows a 

determination of the nature of spin-flip and non-spin flip scattering. Since spin-flip 

scattering can only occur as a result of interaction with magnetic moments the ratio of 

incident (non-spin flip) to detected (spin-flip) neutrons determines the magnitude of 

any magnetic scattering which takes place. Calibrations using both vanadium (a 

coherent scatterer) and quartz (a non-magnetic scatterer) samples allows further 

separation of the detected signal into coherent and incoherent, non-magnetic and 

magnetic scattering. A deuterated rather than protonated sample was used in the 

experiment since the large incoherent component to scattering from protonated 

samples would mask the weak diffuse scattering from the sample. 

5.3 D7 Measurements 

5.3.1 Sample preparation 

Batches of (D 30)Fe3(504)2(OD)6 were prepared by dissolving stoichiometric amounts 

of Fe2(504)3 .xH20 (Putratronic, 99.999%) in D 20 with gentle heating, the solvent 

then being removed by rotary evaporation. The resulting paste was then redissolved in 

D20 and heated in a PTFE lined Parr bomb at 120°C in a precision oven for 48 hours. 

The precipitate obtained was scraped off the walls of the bomb and filtered under 

suction in a glove bag filled with dry nitrogen, so as to avoid deuterium-hydrogen 

exchange. The product was then dried overnight in a vacuum oven at 120°C. 

To determine the phase purity of the sample, each batch was loaded into an airtight 

sample holder and X-ray diffraction patterns taken over a range of 101200 in two 

theta. Rietveld refinement of the data using GSAS confirmed the samples were single 
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phase with space group R 3m. Samples were also loaded into gelatine capsules and 

dc-susceptibility measurements performed. Each sample revealed a sharp cusp at 

13.8K and a divergence in the zero field cooled and field cooled behaviour in line with 

previous measurements [1,2]. A sample of KFe 3(SO4)2(OD)6  was also prepared. In 

this case K2 SO4  (2.88g) and Fe2(SO4)3 .5H20 (23.68g) were dissolved in lOOmI of 

D20. The solvent was then removed by rotary evaporation and the remaining solid 

redissolved in lOOmI of D20, with addition of 0.49g of D2 SO4.This solution was then 

transferred to a stainless steel bomb with PTFE lining and the bomb placed into a 

precision furnace at 140±0.5°C for 24 hours. The resultant dark yellow precipitate 

was filtered off under nitrogen, washed with D 20 and dried thoroughly in a vacuum 

oven. Sample characterisation was carried out as described for the case of the 

deuteronium sample, results being in line with that seen previously. 

5.3.2 D7 Experimental 

The sample of(D30)Fe3(504)2(OD)6  (10.8g) in an annular vanadium can was loaded 

into an ILL 'Orange' cryostat and cooled to a base temperature of 2K. Scans were 

then performed at a series of temperatures below and above the freezing transition. 

The sample of KFe 3(SO4)2(OD)6  (10.5g) was then loaded into a similar cylindrical 

vanadium can and a series of scans performed both below and above the magnetic 

transition temperature of ca. 65K. 

The calculated magnetic component of scattering at each temperature is plotted as a 

function of Q  (where  Q = 27r/d in A- ) in the figure below. 
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Figure 5.2 Plots of magnetic scattering cross section vs. Q as measured for the 

sample D30,Fe3(SO4)2(OD) 6  a! (1)2K, (ii) 12K, (iii)20K, (iv)50K, (y) 70K, (vi) 100K, 

(vii) 140K and (viii)250K respectively 
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As can be seen at 2K the magnetic scattering is diffuse, with a 'Warren-like' function 

centred about Ca. 1.1 A. As the sample is warmed through T f  (= 13.8K) so the diffuse 

scattering broadens considerably, and the Warren function is progressively lost, 

though the amount of diffuse scattering is significant up to a temperature of 100K. 

Whilst the major feature in the data is seen at around 1. lÀ, there would also appear to 

be a smaller feature at around 2A. However it is of very much lower intensity than the 

scattering seen at 1.1 A and may well be an artefact of the vanadium calibration 

performed, and so will not be considered in this study. Data collected at higher Q, in 

the range 2.5 - 4k' were not of a comparable quality to allow the two datasets to be 

combined and so attention was focussed solely on the lower Q data as shown above. 

In an effort to determine the spatial extent of the spin correlations, fitting of the data 

to a Warren function [3] was performed, as defined by 

\1/2 
s2O) L 

2(sin 9)3!2 	 J 
F(a).[J(20)]2 	(5.1) 

where 

(2/ L 
a=' 	I(sin 9— sin 9o ) 	 (5.2) 

A) 

and 

10 

F(a) = f exp[_(x 2  —a) 2 ]dx 	 (5.3) 

where L is the spin correlation length, A the wavelength, K a scaling constant, m the 

multiplicity of the reflection, Fhk the two-dimensional structure factor for the spin 

array, [J(2 0)  the magnetic form factor and Oo the peak centre. 
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In each case the data were edited so as to consider only the region below 2A, to avoid 

a spurious weighting to the data, and fitting performed via a least squares method, 

with five iterations, with a fixed peak centre of 1.1 7A and varying background, peak 

intensity and peak width. The position of the peak centre was determined from fitting 

to the 2K dataset, with manual iteration to find the best fit. The fitted parameters and 

associated errors are listed in the table below. 

T/K Background! Intensity! Correlation length Reduced y 

barns(str.fmu) 1  barns(str.fmu' iA 
2 0.29±0.04 1.50±0.06 11.47±0.28 1.55 

12 0.25±0.05 1.57±0.07 10.84±0.31 1.31 

20 0.37±0.04 1.44±0.05 10.70±0.30 1.64 

50 0.34±0.03 1.20±0.05 9.82±0.30 1.13 

70 0.35±0.04 1.03±0.05 9.46±0.33 0.99 

100 0.42±0.03 0.67±0.05 9.51±0.49 1.14 

140 0.35± 0.05 0.63± 0.07 7.54± 0.34 1.09 

250 0.37±0.07 0.46±0.09 7.13±0.43 1.14 

Table 5.1 Results of fitting Warren function to data taken from (D 30)Fe3 'SO4,.) 2 'OD)6 

as a function of temperature in the range 2 - 250K 

The temperature dependence of the spin correlation length is shown in figure 5.3 

below. The relation between the size of the correlation length () and temperature (1) 

of the sample is seen to be of the form 	TX, but it is not possible from this data to 

determine the value of x with any degree of accuracy. Recent work [7] suggests that 

the correlation length will diverge as T" 2  but much more extended studies would be 

required to verify whether this relationship holds in this case. As can be seen, spin 

correlations of the order of 7A at 250K rise to a value of the order of ii A at 2K. The 

former is of the order of the distance between opposing ions within an individual 

hexagon of Fe spins, whilst the latter coincides with the furthest distance between 
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points on an individual kagome 'star'. These two distances are shown in figure 5.4 

below. 
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Figure 5.4 Illustration of the distances within a kagome star. Distance A (blue) is of 

the order of 7A, whilst distance B(black) is of the order of] IA 

Thus the data suggests that as the system is cooled towards T f  there is a build up of 

spin correlations such that collective motion of spins extends from individual 
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hexagons of spins to complete kagome 'stars'. This is consistent with the idea of 

blocks of 'islands' of spins where a degree of order is frozen in as the sample is 

cooled, such islands existing within a matrix where there are still considerable spin 

fluctuations even at low temperatures. Such fluctuations will persist since there is no 

energy cost in facile motion of blocks of spins within the framework of the lattice. It is 

also in agreement with the predicted behaviour of 2D layered magnetic systems where 

the in-plane spin-spin correlation length is expected to fall away on warming through 

Tf. 

In the case of the potassium salt, the observed magnetic scattering cross-sections are 

shown below. 
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The data were treated as per the deuteronium salt, with least-squares fitting 

performed with a fixed peak centre of 1.13 A,  determined in a similar fashion to that 

described above, and varying background, peak width and intensity. The results are 

given in the table below. 

TIK Background! Intensity! Correlation length Reduced -ç 
barns(str.fmu)_ 1  barns(str.fmu)' /A 

2 0.13+0.05 0.32±0.06 9.33±1.12 2,18 

40 0.24±0.03 0.40±0.04 11.44±1.01 1.60 

60 0.30±0.03 0.92±0.04 11.39±0.45 1.22 

70 0.41±0.04 0.99±0.06 10.67±0.64 1.39 

90 0.49±0.06 0.97±0.07 10.31±0.51 1.04 

110 0.57±0,06 0.810.07 10.16±0.60 1.38 

130 0.62±0.05 0.68±0.06 11.10±0.78 1.01 

160 0.89±0.05 0.25±0.06 10.86±2.08 1.31 
190 0.82±0.05 0.28±0.06 11,05±1,87 0.92 

245 0.49±0,06 - 	 0.97±0.07 10,31±0.51 1.04 

Table 5.2 Results offiuting Warren function to data taken from KFe 3(SO4)2(OD)6 as 

a function of temperature in the range 2 245K 

The data obtained at the highest temperature of 245K was taken in half the time of all 

other measurements, and so will be ignored in the proceeding discussion. The 

temperature dependence of the spin correlation length is very different from that of 

the deuteronium case. For the potassium salt there is a rise in correlation length on 

warming the sample through TN and correlations persist all the way up to 245K with 

little change in size, if the error bars associated with the fitted values are taken into 

account. Thus even at high temperatures there are large regions of correlated spins of 

size comparable to that of an individual kagorne 'star'. Such persistent correlated 

regions are of interest since this is in complete contrast to the behaviour expected of a 

conventional 2D magnet, where correlations should decrease on warming through TN. 
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What is strange in this case is that the intensity of the diffuse feature falls on warming, 

and its breadth increases, consistent with a reduction in the number of correlated 

regions, and their size. Thus it may be that the values obtained are simply an artefact 

of the fitting routine. However if the fitted values are believed then it can be shown to 

be consistent with the work of Harris [8] which suggests that the higher temperature 

susceptibility behaviour is non Curie-Weiss in a temperature regime between 150 and 

350K. It may therefore be the case that the temperature independence of the 

correlation length reflects the fact that correlated regions persist over a very wide 

temperature regime. 

5.4 Neutron Spin Echo: Introduction 

The neutron spin echo technique relies on the fact that a neutron which experiences an 

applied magnetic field will precess about that field with a frequency known as the 

Larmor frequency. If a field, H0, is applied parallel to the z-axis, and an incident 

neutron beam initially polarised along this axis is then 'flipped' so as to be polarised 

along the x-axis, then Larmor precession will occur such that the angle of precession 

is described by 

(5.4) 

where the Larmor frequency y. = 29.2 MI-IzT, i' is the neutron velocity, and / the 

distance travelled by the neutron. Though the neutron beam depolarises as a result of 
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this precession, if a reverse field, H1 , is applied then the neutrons will precess in the 

opposite direction, until at the point where 

Ho0 = H1 !1 

	 (5.5) 

(lo  being the distance neutrons travel in applied field H0, Ij  the distance travelled in 

applied field H1 .) the beam will be fully polarised in the x direction once more. Such a 

recovery of polarisation is known as a spin echo [9]. Such spin echo signals give a 

measure of the function I(k, r) which is related to the neutron scattering function 

S(i,(9) by the expression 

I(i,r) = h$S(i, co ) cos[(w — 0 )r]da) 	 (5.6) 

where tzw 0  is the mean energy transfer on scattering and v is a time constant. Provided 

that the energy transfer tzw 0  is small compared with the energy, E, of the neutron 

then 	
ho (5.7) 
2E 

The range of values of z -  is of the order of 10 - 10s, achieved by varying the 

applied fields H0  and H1 , giving correlation functions in reciprocal space on similar 

time scales. Thus the amplitude of the paramagnetic neutron spin echo (NSE) 

measured at a time I gives a direct measure of the real part of the intermediate 

scattering law Sm(Q, I) for fluctuations of wavevector Q [:10-13]. 

5.5 Experimental 

5.5.1 Sample preparation 

The sample prepared in the previous section for the work performed on the D7 

instrument was also used for the experiment on [Ni 1. 
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5.5.2 Spin echo experimental 

The sample of (D3 0)Fe3(SO4)(OD) 6  (1 Og) was loaded into an annular aluminium 

sample can, placed in an ILL 'Orange' cryostat on the polarised neutron spectrometer 

IN  1 at ILL and the wavelength set at 5.7A. For all measurements, Q was fixed at 

1.35 A-1 , which is as close as possible to the maximum in S(Q) for the magnetic 

diffuse scattering, whilst avoiding any significant contribution from nuclear Bragg 

scattering. The normalised instrument resolution function was determined using a 

quartz sample as a calibrant and the NSE signal measured for values oft ranging from 

9.7 to 870ps, and temperatures from the base experimental temperature of 1.5K to 

60K. 

5.5.3. Results 

The results obtained are shown in figure 5.6, for temperatures spanning the freezing 

transition temperature T1  (as determined by dc susceptibility measurements). Data 

taken at temperatures above 20K have not been included since the experimental time 

available meant that only poor quality statistics were obtained. 

Despite the poor signal to noise ratio the data suggests that the system is dynamic at 

20K, on a time scale of the order of 1 OOps, and gradually freezes as it is cooled, until 

at 2K the value of Sm(Q, 1) tends to Sm(Q, t=O) indicating that all moments are frozen 

on time scales up to 870ps. This freezing transition is present in a slightly different 

form in figure 5.7 below. In this case the NSE amplitude is displayed, for values of I 

equal to 87 and 870ps respectively, as the sample was cooled over a range of 60K 

down to 1.5K. 
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Figure 5.6 Time dependence of the NSE amplitude, normalised to the magnetic 

structure factor Sm('Q, i - i) and corrected for the instrumental resolution, as the 

sample is cooled through the freezing transition. The various temperatures are 

denoted by filled circles (1.5K), filled squares (2K) filled triangles, (10K), open 

triangles (15K) and open circles (20K), and the line through the 20K data set shows 

the least-square fit of an exponential decay to the data. 
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Figure 5.7 Temperature dependence of the NSE amplitude, corrected for the 

instrumental resolution measured with quartz, for delay times of 87 Ps ('open circles) 

and 870ps (closed circles). 
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The gradual freezing transition suggested by these measurements is consistent with 

that seen in 'conventional' spin glass systems, where a broad distribution of relaxation 

times is seen spanning a temperature range from well below to well above Tf. For such 

glassy systems, the short-time component is generally found to adopt a Kohlrausch 

'stretched' exponential form [10,11] as given by 

S(Q,t)/S(Q,0) = exp(—(//r)) 8 	 (5.8) 

where r is the macroscopic relaxation time and 6 reflects the trajectory the system 

takes through phase space in its attempt to overcome a succession of energy barriers. 

Whilst the data obtained are not of sufficient quality to determine the values of both r 

and /1 unambiguously in an unconstrained fit, the data obtained at 20K was fitted 

using a simple exponential (with /3=1), yielding a value of r= 15±1ps. 

5.6 Summary 

The diffuse scattering results obtained are in broad agreement with previous 

theoretical predictions [14]. Monte Carlo simulations show a broad feature centred at 

around I. lÀ, with further order scattering at larger Q. The data obtained show such a 

feature at 1.1 A, but it is not possible to make a definitive statement about the higher 

Q data obtained due to the poor statistics. Whilst analysis using a Warren function 

allows a handle on the nature of correlations in these systems, it is clearly a 

simplification since there is, at least in principle, diffuse scattering associated with all 

the reflections pertinent to the kagome planes. 

The results of both the diffuse scattering work on the D7 instrument and the spin echo 

work on the [Nil spectrometer allow a fuller description of the nature of the 
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hydro(deutero)nium salt to be made. The results from the work on D7 highlight the 

differences between the parent mineral potassium jarosite and its hydronium analogue. 

In the case of the latter, regions of correlated spins grow as the sample is cooled 

towards T = 0, with a spin correlation length corresponding to an individual kagome 

'star' developing at T = 2K. This is consistent with the behaviour of other 2D layered 

systems. The spin echo results however show that the freezing of moments is much 

slower than would be expected in the case of conventional behaviour, with spin 

fluctuations persisting below Tf. It is only at 2K that all the spins appear frozen on a 

timescale of 870ps. This suggests that whilst there may be fluctuations at this 

temperature any such fluctuations do not involve large blocks of spins. It also fits in 

with the picture of a non-ergodic free energy landscape where the system becomes 

stuck in an energy 'valley' where there are insufficiently large spin fluctuations to 

allow the system to explore further in configurational space. 

In the case of the potassium salt however there appears to be only a small temperature 

dependence in the spin correlation length, this increasing slightly as the sample is 

warmed through TN. Thus even at warm temperatures there are regions of correlated 

spins and these remain down to low temperatures. Further measurements are needed 

in order to determine both the validity of the present results, and also whether such 

spin correlations will eventually fall away at higher temperatures. It is also of interest 

to monitor whether the reduction in the intensity of the diffuse scattering on cooling 

towards 2K is mirrored by the rise in the intensity of Bragg scattering, and thus how 

much spin disorder remains at low temperatures. It is still unclear why there are such 

differences between the potassium and hydronium salts. 
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Chapter 6 Further jarosite systems 

6.1 Neutron powder diffraction studies 

The nature of the magnetic exchange exhibited in the family of jarosites has been 

shown to be very complex [1]. The different competing exchange pathways make it 

difficult to unravel exactly which interactions dominate the exchange Hamiltonian at 

any given point. Whilst the value and nature of .J will dominate the Hamiltonian at 

high and low temperatures, that of J'and Y' may well become significant in the region 

of TN.  Clearly, substitution of the A cation can be seen to radically change the 

magnetic properties of a given material as evidenced by the vastly different behaviour 

of the K and H30 iron salts [Chapters 4,5]. Whilst this 'order by disorder' effect 

may be explained in terms of a reduction in the coverage of magnetic sites in the 

lattice appearing to lead to long-range order, it is also of importance to consider the 

very subtle balance between both nearest-neighbour and next-nearest neighbour 

exchange pathways. The figure below illustrates the various exchange pathways 

surrounding an individual iron atom. Within the kagome planes an iron atom (I) may 

interact with second (3) and third (4) nearest neighbours through hydrogen-bonded 

interactions via hydroxy and sulfate groups; superexchange with nearest neighbours 

(2) through a covalent bond [0(1)] is also possible. Exchange with an atom (5) in a 

neighbouring plane through hydrogen-bonded interactions involving the sulfate group 

is also possible. 
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Figure 61 Local exchange pathways surrounding an individual iron atom in the 

jarosite structure. 

It is clear that there is a very fine balance between the various exchange pathways, 

both in the kagome planes and between such planes. Interlayer exchange via the 

linking sulfate groups may proceed in three different ways which are illustrated below. 

J ,  

;,T: 	: 	
: T 

Figure 6.2 Illustration ?f the possible interlayer urther neighbour exchange 

interactions 
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Thus J' J" and I" denote the first, second and third neighbour exchange interactions 

ranked according to the shortest through space distance between iron atoms. 

However it should be borne in mind that it is the nature of the bonds through which 

such interactions take place, rather than the through space distance, that is of 

importance. In an attempt to investigate the influence of interlayer exchange via the 

linking SO4  groups, upon the magnetic properties of the system, samples of 

composition KFe3(SO4)2(OD)6, KFe3(Cr04)2(OH)6 and KFe3 (Se04)2(OH)6 were 

prepared for study on the D20 powder diffractometer at the ILL. The multidetector 

installed at the time allowed very high resolution, and optimised geometry meant a 

large flux, and thus short counting times for these samples. 

6.2 Sample preparation 

6.2.1 Synthesis of KFe3(Cr04) 2(OH)6 

K2CrO4  (3.88g) and Fe(NO.9H20 (808g) were dissolved in lOOmi of H 20. The 

solution was stirred for 16 hours at 100°C. The resulting precipitate was filtered off, 

washed with distilled water and dried thoroughly at 120°C in a vacuum oven. The 

product (3.17g) was a fine orange powder. 

6.2.2 Synthesis of KFC3(Se04)2(OH)6 

K2SeO4  (3.33g) and Fe(NO3)3.9H20 (30.3g) were dissolved in 100m1 of D20. The 

solvent was then removed by rotary evaporation and the remaining solid redissolved 

in lOOmI of D20. This solution was then transferred to a stainless steel bomb with 

PTFE lining and the bomb placed into a precision furnace at 140±0.5°C for 24 hours. 
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The resultant yellow precipitate was filtered off under nitrogen, washed with D 20 and 

dried thoroughly in a vacuum oven. 

6.2.3 Synthesis of KFe 3(S042(OD)6  

K2 SO4  (2.88g) and Fe 2(SO4)3 .5H20 (23.68g) were dissolved in lOOml of D 20. The 

solvent was then removed by rotary evaporation and the remaining solid redissolved 

in 100m] of D20, with addition of 0.49g of D2 SO4.This solution was then transferred 

to a stainless steel bomb with PTFE lining and the bomb placed into a precision 

furnace at 140±0.5°C for 24 hours. The resultant yellow-green precipitate was filtered 

off under nitrogen, washed with D 20 and dried thoroughly in a vacuum oven. 

6.3 Sample Characterisation 

Powder X-ray diffraction patterns of each sample were taken using a Philips PW 1730 

XRD (40mV,3OrnA Cu source [wavelength Kc 1  I.541A, K0`2 1.544A]) details of 

which are given elsewhere [2]. Structural refinement of these data using the GSAS 

software package gave a good agreement with the R 3m space group previously seen 

in other jarosite samples [2]. The refined lattice parameters and atom positions are 

summarised in Appendix B. 

6.4 Magnetic susceptibility measurements 

Susceptibility data were taken using a dc SQUID magnetometer (Quantum Design). 

In the case of the KFe 3(SO4)2(OD)6 sample (93.6mg) data were taken over a 

temperature range of 6 - 350K in an applied field of 10000G. The resulting -T plot 

shows a distinct cusp at 65K with a broader maximum seen at 56K [2]. The sample of 
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KFe3(Cr04)2(OH)6  (15.1mg) was run in a similar fashion, the results of which are 

shown below in figure 6.3. The figure also contains plots of both the inverse 

susceptibility versus temperature and the effective moment versus temperature. In the 

case of the KFe 3(Se0 4)2(OH)6 (5.0mg) the data obtained is shown in figure 6.4 below. 

Similar plots are shown to those of the Cr sample. In the case of the sulfate and 

selenate salts measurements were performed on cooling both in zero field and in a 

field of I 000G, a difference between the two being indicative of some degree of spin 

glass behaviour. 
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Figure 6.3 dc susceptibility data for the KFe 3('Cr04)2(OH)6 sample. Plots of molar 

susceptibility versus temperature (lower graph), inverse susceptibility versus 
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Figure 6.4 dc susceptibility data for the KFe3(Se0 4)2(OH) 6  sample. Plots of molar 

susceptibility versus temperature (lower graph), inverse susceptibility versus 

temperature (middle graph) and effective moment versus temperature (upper graph) 

are shown. 

An estimate of the value of the Curie-Weiss theta Ocw was obtained from the plot of 

inverse susceptibility versus temperature for each salt over a temperature range of 

150-300K. These values, along with the values of the Curie constant C and the 

effective moment (C = ff2/9), are summarised in the table below. 
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Sample 	Curie Weiss 	Curie constant 	Effective 

constant 	C/emu K mol-1 	moment 

O/K 	 ff/P-B 

KFe3(SO4)2(OH)6 	-850±103 	6.7±2.1 	7.8±1.2 

KFe3(Cr04)2(OH)6 	-1000±354 	5.0±2.9 	6.7±1.3 

KFe3(Se04)2(OH)6 	-805±251 	5.6±2.7 	 7.1±1.5 

Table 6.1 Values of Curie Weiss theta and effective moment for the samples 

KFe3(X0 4)2(OH)6 (X = S, Cr, Se) 

6.5 Neutron powder diffraction measurements 

The samples of composition KFe 3(X04)2(OH)6 (where X = SO4,Se04 and Cr0 4) were 

taken to the ILL and mounted in vanadium sample cans on the D20 two-axis powder 

diffiactometer. Variable temperature diffraction patterns were taken over a 

temperature range of 2-160K. In the case of KFe3(SO4)2(OH)6  new magnetic 

reflections are seen to develop at around 68K as the magnetic moments begin to 

freeze, with minima in the value of dI/dT corresponding to the transition temperatures 

seen in the susceptibility data at 56 and 65K. A plot of the integrated intensity of the 

magnetic Bragg peak at 40.8° 29 against temperature, and the first derivative dIJdT 

against temperature is shown below in figure 6.5. 

In the case of the KFe 3(Cr04)2(OH)6  sample the onset of magnetic Bragg peaks is 

seen at around 70K with a minimum in dI/dT at 63K; a plot of integrated Bragg peak 

intensity versus temperature is shown in figure 6.6 below. 
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Figure 6.6 Plot of integrated intensity versus temperature for the magnetic Bragg 

peak at 38.00  two theta from the sample KFe3('Cr04)2(OH)6 
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In the case of the KFe 3(Se04)2(OH)6  sample similar features are seen to that of the 

susceptibility data, with minima in the first derivative of the integrated intensity 

corresponding to the two transition points seen at 58K and 65K. A plot of the 

integrated intensity versus temperature for the magnetic Bragg peak at 29.8° is shown 

below. 
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Figure 6.7 Plot of integrated intensity versus temperature for the magnetic Bragg 

peak at 29. 8 0  two theta from the sample KFe 3(Se04)2(OH)6 

6.5.1 Structure refinements 

The least squares refined unit cell parameters for the three compounds at high 

temperature are shown in Appendix B. In all cases the difivaction patterns indexed as 

single phase samples with the space group R 3 m (International Tables for 

Crystallography Volume A No. 166). In the case of the selenate, inclusion of H 30 

units resulted in an unstable refinement and so these were removed. Hence the refined 

atomic positions includes only the 0-H groups present within the unit cell. The 

fractional occupancies of the potassium and H 30 ions in the other two refinements 
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were manually varied until a best fit was achieved. In all cases the thermal occupancy 

parameters for all the oxygen ions in the unit cell were constrained so as to be of the 

same value. The parameters obtained are in agreement with expectation, based on the 

size of the X0 4  group. Thus the largest inter-planar distance is seen in the case of the 

selenate, which is followed by the chromate and finally the sulfate. 

A summary of the lattice constants obtained, along with the estimated value of the 

Curie Weiss theta (as shown in table 6.1) are shown in the table below. 

Sample 	 a IA 	c IA 	Ocw I K 

KFe3(SO4)2(OH)6 	7.23832(29) 	16.98603(89) 	850±103 

KFe3(Cr04)2(OH)6 	7.36018(24) 	17.21445(10) 	-1000±354 

KFe3(Se04)2(OH)6 	7.32966(29) 	17.33983(12) 	-805+251 

Table 6.2 Refined lattice parameters and estimated Curie Weiss theta values for the 

series KFe3(X0 4)2(OH)6 (X = S,Cr,Se) 

These values suggest that there is little correlation between the strength of exchange 

and the size of the unit cell, since there is very little difference in the magnitude of 9cw 

on changing the linking group from sulfate to selenate. Furthermore the dc 

susceptibility behaviour is very similar with two transition temperatures at around 56K 

and 65K respectively, and zero field cooled field cooled divergence indicative of spin 

glass behaviour. This is an interesting result. It would suggest that in-plane exchange 

dominates the magnetic interactions at all temperatures other than very close to the 

freezing transition points where there is a crossover to 3D behaviour (as seen in the 
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single crystal results presented in Chapter 4). This does not really concur with the fact 

that the jarosites behave as Heisenberg magnetic systems, since by definition this 

requires a component of spin along all three principal axes and so the Hamiltonian 

should be influenced by the interlayer exchange. However the value of 9CW is a very 

blunt tool in closely examining the balance of exchange pathways since it is directly 

proportional to J1 z 1 S where z, is the number of nearest neighbours for a given 

exchange J1, hence it will always be dominated by the magnitude of .J. 

From the D7 measurements in the previous Chapter, in the case of the potassium salt 

very little temperature dependence in the size of the spin-spin correlation length was 

seen. If this behaviour is mirrored in the case of the selenate salt then it would suggest 

that spin-spin correlation exist even at high temperatures and that such planar 

correlations dominate the magnetism of the system, until close to TN when interplanar 

correlations grow rapidly. Such correlations concur with previous work by Harris et 

al [3] which predict that the susceptibility behaviour will only obey Curie-Weiss 

behaviour in a temperature regime above 350K. Below this, there are significant 

correlations between ions and the inverse susceptibility will intercept with the 

temperature axis at 2JS(S+1)/k rather than the value of -(413k)JS(S+1) as predicted 

by mean field theory. 

In summary it is not easy to determine why there are such similarities between the two 

systems, without the aid of detailed spin wave dispersion measurements. Either in 

both systems the dominant exchange pathways lie in the kagome planes and 

interplanar exchange only becomes significant in the region of TN, or it may be that 



Chapter 6 Further jarosite systems 	 149 

the balance of exchange forces in the two systems is such that they look identical with 

respect to their Curie-Weiss behavour. 

The behaviour of the chromate salt is in stark contrast to that of the sulfate and 

selenate salts. While the estimated value of Ocw indicates that the system is 

antiferromagnetic, a weak parasitic canting of moments leads to a ferromagnetic 

component to the dc susceptibility signal. Such behaviour has been seen before [4] 

and attributed to a Dzyaloshinsky-Moriya (DM) interaction. Such an exchange 

interaction arises when there is antisymmetric exchange between two spins such that 

the spins no longer lie anti-parallel to each other. Weak ferromagnetism will arise 

from antiferromagnetically aligned spins on two sublattices, which are equivalent in 

number but not exactly aligned anti-parallel. It is important to note that such an effect 

cannot occur if magnetic moments in a unit cell are related by a centre of symmetry. 

Thus the magnetic and nuclear unit cells must be of the same size. Whilst in the case 

of the chromate the variable temperature diffiaction patterns obtained show that the 

nuclear and magnetic unit cells are identical in size, it is not clear why this should be 

the case, in contrast to the doubled c-axis magnetic cells seen in the case of the sulfate 

and selenate salts. Further high resolution diffraction studies are required to 

investigate the orientation of the X0 4  groups between layers, since it likely that the X-

o bond lengths and bond angles may well influence the nature of the magnetic 

behaviour seen. 

The low temperature refinements were also subject to Rietveld analysis. In the case of 

the sulfate and selenate salts refinements were attempted with a second phase 

containing the Fe moments defined within the space group P 3 with the length of the 
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c-axis doubled with respect to that of the nuclear unit cell. The positions of the Fe 

atoms and orientation of moments used in the refinements are shown below. 

atomic positions 	 magnetic moments 

Atom x y z MX m m 

Fe 0.5 0.5 0.75 -0.8333 0.5 0 

Fe 0.6667 0.8333 0.4167 0.8333 0.5 0 

Fe 0.8333 0.6667 0.0833 0 -1 0 

Table 6.3 Atomic positions and orientation of magnetic moments in magnetic unit 

cell of space group P 3 

In the case of the chromate salt refinement was attempted with a magnetic unit cell of 

the same size as the nuclear cell with the Fe moments defined within the space group 

P3. The position of the iron atoms in the cell and the orientation of magnetic moments 

are given in the table below. 

atomic positions magnetic moments 

Atom x 	y 	z mx 	m5  m 

Fe 0.5 	0.5 	0.5 -0.8333 	0.5 0 

Fe 0.6667 	0.8333 	0.75 0.8333 	-0.5 0 

Fe 0.8333 	0.6667 	0.1667 0 	1 0 

Table 6.4 Atomic positions and magnetic moments defined within the space group P3 

for the magnetic unit cell of KFe 3(Cr04)2(OH)6 

The results of these three refinements are shown in Appendix B. 
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6.6 (D30)Cr3(SO4)2(OD)6 Cr Jarosite 

6.6.1 D1B Neutron Diffraction studies 

Whilst it is possible to synthesise a wide range of jarosites with Fe 3  as the magnetic 

ion, the large size of the moment associated with this ion (S = 5/2) also carries with it 

a large exchange energy. Since frustration in these systems arises as a result of 

competition between a variety of exchange pathways, it is desirable to synthesise 

further jarosite analogues with magnetic ions of lower spin, thereby weakening 

exchange interactions and so gaining some insight into which exchange terms 

dominate in any particular system. A reduction in the classical spin also increases the 

likelihood of quantum fluctuations and so would also provide an experimental probe 

of theoretical models regarding the nature of such fluctuations on the kagome lattice 

[5]. With this in mind a sample of deuterated chromium jarosite was prepared with a 

view to performing neutron powder diffraction measurements. 

6.6.1.2 Sample preparation 

Batches of (D 30)Cr3(SO4)2(OD)6 were prepared in a similar fashion to that described 

for the iron analogues in the previous Chapter. The starting material Cr 2(SO4)3 .xH20 

was dissolved in D20 with gentle heating, the solvent then being removed by rotary 

evaporation. The resulting solid was then redissolved in D 20 and heated in a PTFE 

lined Parr bomb at 240°C in a muffle furnace for 48 hours. The resultant green 

powder was examined for phase purity by use of powder XRD and dc susceptibility 

measurements. The XRD measurements showed the samples to be single phase, and 

indexing of the pattern on a R 3m unit cell proved successful. The dc susceptibility 
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measurements [6] show a broad feature in the inverse susceptibility at T - 40K, and a 

further point of inflexion at 2.2K in agreement with previous results [7]. 

6.6.1.3 D1B Neutron powder diffraction studies 

Powder diffraction data were collected from 1.2g of sample using the D1B two axis 

diflhactometer at the ILL, Grenoble. The sample was loaded into a thin walled copper 

sample can and inserted into an ILL dilution fridge, using a mixture of 3  H and 4He 

and capable of temperatures down to around 1 OmK. A series of diffraction patterns 

were then taken at temperatures of 30mK, 600mK, 2K, 5K and 10K. The diffraction 

patterns obtained at 30niK and 10K are shown below, normalised to 100000 monitor 

counts. 
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Figure 68 Diffraction patterns obtained at 2K (red pattern top) and 10K (black 

pattern bottom) 

The full series of diffraction patterns is shown below. 
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Figure 6.9 Full diffraction patterns obtained at (reading top to bottom) 

J OK, 5K,2K, 600mK and 30mK all normalised to 100000 monitor counts 

Previous work [7] suggested the presence of a ferromagnetic transition at 2.2K, as 

evidenced by dc susceptibility data and neutron diffraction data showing additional 

weak magnetic Bragg reflections at 1.2K. 

To examine the possibility of the presence of magnetic Bragg peaks difference plots 

between the low temperature and higher temperature datasets collected on D1B were 

created. These are shown below. 



Chapter 6 Further jarosite systems 	 154 

30 

15 

0 

-15 

-30 

30 
C 

15 
0 

0 

-15 

-30 

30 

'-• 15 

-15 
w 

-30 

30 

15 

0 

-15 

-30 

10K 

5K 

2K 

10 20 30 40 50 60 70 80 

20/degrees 

Figure 6.10 Difference plots created from the diffraction patterns taken. Plots shown 

(from top to bottom) are (3OmK —10K), (3OmK - 5K), (3OmK —2K) and (3OmK-

600mK) subtracted ckitasets 

As can be seen there is little evidence for the existence of additional magnetic Bragg 

peaks from any of the difference plots shown above. Further difference plots with the 

pattern obtained at 2K used as the baseline are shown below. 
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Figure 6.11 Difference plots of the (2K-5K) (lower) and (2K-i OK) (upper) datasets 

normalised to 100,000 monitor counts 

Similarly to those created using the 30mK dataset as a basis set there is no evidence to 

support the notion of additional magnetic reflections being present. However there 

would appear to be a degree of small angle scattering present in the difference plots in 

all cases other than those at 2K. Such a feature, at low angles, is indicative of the 

presence of short range ferromagnetic correlations, suggesting that there is a build up 

of such correlations at higher temperatures which fall away as T approaches 2K and 

then reappear at temperatures below 600mK. This is therefore indicative of a change 

in the nature of the magnetic unit cell, despite the absence of any observable long 

range order. 
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Previous powder neutron diffraction measurements [8] on the KCr 3(SO4)2(OD)6  

system showed evidence of magnetic Bragg peaks below 1.8K, though these were of 

weaker intensity than expected, suggesting that only a proportion of the moments 

were frozen into a long range ordered (q = 0) state. It would appear that the 

deuteronium salt shows an even greater degree of spin fluctuations than the potassium 

salt, since no evidence of long range order is seen in the diffiaction data. However 

neither is there evidence of a large amount of diffuse scattering, indicative of in-plane 

spin-spin correlations, in contrast to the iron jarosites. Nonetheless, these results 

would seem to suggest that there is a similarity in the behaviour of the iron and 

chromium analogues, in that there is no evidence of long range order in either system. 

There should not be a significant difference in the concentration of chromium in this 

sample compared to the previous sample measured since, if the 'order by disorder' 

model is believed then a low concentration of chromium in the sample will lead to 

evidence of long range order and this is not seen in this case even at the lowest 

measured temperature of 1 OOmK. It is clear that low temperature susceptibility 

measurements, in the range 1 OmK- 1.8K, are required to fully assess the nature of any 

ordering, or indeed freezing transition. 

6.6.2 D2B Neutron diffraction data 

In order to study the crystallographic unit cell in more detail the same sample as run 

on D1B was loaded into a cylindrical vanadium can (2.2g). The can was then loaded 

into an ILL Orange cryostat and cooled to 15K where a diffraction pattern was 

obtained over a period of 10 hours. The sample was then warmed to 130K and a 
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pattern obtained over a similar length of time. The data obtained is shown in 

Appendix B, whilst the resulting lattice parameters and atomic positions as 

determined from Rietveld refinement of the data-sets performed using OSAS are 

shown below. 

Atom x y z frac uiso/A 2  site 
symmetry 

Cr 0.16667(0) -0.16667(0) -0.16667(0) 1.00(0) 0.00914(25) 2/M(110) 
S 0(0) 0(0) 0.3063(10) 1.00(0) 0.00143(27) 3M(100) 

01 0(0) 0(0) 0.3918(4) 1.00(0) 0.00411(18) 3M(100) 
02 0.22093(32) -0.22093(32) -0.05760(22) 1.00(0) 0.00508(11) M(1 10) 
03 0.12697(32) -0.12697(32) 0.13706(28) 1.00(0) 0.00109(3) M(110) 
04 0(0) 0(0) 0.0126(13) 0.50(0) 0.01061(4) 3M(100) 
Dl -0.0637(16) 0.0637(16) -0.0410(16) 0.50(0) 0.18907(13) M(110) 
D2 0.1973(7) -0.1973(7) 0.1064(6) 1.00(0) 0.01126(4) M(110) 

a = b = 7.22604(12) A c = 17.03497(45) A a = /1 = 900 y= 120° Volume = 770.323(22) A 3  
= 5.548R,= 0.0541 

Table 6.5 Refined atomic positions and lattice parameters obtainedfrom D2B data 

taken on the sample ('D30,)c'r3('SO4)2(0h) 6  at 130K 

This is in agreement with other jarosite samples, though the value of? could not be 

reduced below a value of 5.5. Previous refinements [7], encountered similar problems 

in indexing the unit cell on a R 3m space group, and an extensive investigation of 

alternative space groups was performed concluding with the monoclinic space group 

Cm. However subsequent diffraction measurements taken at the ESRF synchrotron 

source [9] do not show any evidence for this distortion. 
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6.7 Muon spin relaxation measurements: (H 30)Cr3(SO4)2(OH)6  

From the neutron diffraction measurements performed above it is clearly of interest to 

study the nature of spin fluctuations in the chromium salts. However the deuteronium 

chromium salt is difficult to make in large yield, and so in order to prepare sufficient 

sample for muon measurements, the hydronium salt was prepared. 

6.7.1 Sample preparation 

Chromium (Ill) sulfate Cr 2(SO4)3 .xH20 (Alfa, reagent grade) (9g) was dissolved up in 

30m1 of H20 with gentle heating, and the solvent then removed with rotary 

evaporation. The resulting paste was redissolved in 30m1 of H 20 and transferred to a 

PTFE-lined Parr bomb which was placed in a muffle furnace at 240°C for 48 hours 

The resultant pale green product (H 30)Cr3(SO4)2(OH)6 (0.5g) was scraped off the 

walls of the liner and filtered under suction, with two washings of distilled water, 

before being dried overnight in a vacuum oven. 

6.7.2 Sample characterisation 

Phase purity was verified using a combination of powder X-ray diffraction and dc 

SQUID susceptibility measurements. The resultant diffraction pattern obtained is 

shown below. Indexing of the diffraction pattern on a R —3 m with starting parameters 

as given in previous work proved successful [7]. 



Chapter 6 Further jarosite systems 	 159 

3500 

3000  

25(3) 

2000 
>, 

40 
1500 

C 

low 

500 

010 	20 	30 	40 	50 	60 	70 

28I 

Figure 6.12 X-ray diffraction  pattem obtainedfrom the sample 

(H30)Cr3(SO4)2(OH)6 

In the case of dc susceptibility measurements no evidence for the onset of a freezing 

transition was seen down to the lowest temperature of 1.7K achievable using the 

SQUID magnetometer. A plot of both dc susceptibility versus temperature and 

inverse susceptibility versus temperature are shown below, as well as the temperature 

dependence of the effective moment in Bohr magnetons. Fitting of the high 

temperature linear region of the molar susceptibility (150-300K) gives a value of C of 

2.08±0.19 emu K mof' Cr - ' and 9cw of-54.6±12.4 K. 
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Figure 6.13 Plot of molar susceptibility versus temperature (top), inverse molar 

susceptibility versus temperature (middle) and effective moment versus temperature 

(bottom) obtainedfor the sample (H 30)Cr3(SO4)2(OH)6 

6.7.3 Muon spin relaxation studies 

To further elucidate the nature of spin freezing in this system muon spin relaxation 

studies were performed at the LMU facility at PSI in Switzerland. The sample was 

made into a pellet using a Grasespec® pellet die of 13mm in diameter and mounted 

on a silver plate secured with some silver tape. This was then mounted into the 

3HetHe dilution fridge on the LTF instrument and cooled to I OOmK. A series of 
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scans were performed in the temperature range lOOmK - 10K, i.e. both with the 

mixture in and out, with an applied longitudinal field of 100G. The field dependence 

of the muon depolarisation signal was further investigated by the application of a 

series of longitudinal fields of up to 25,000G and a plot of the muon signal vs. time on 

application of zero and 25000G is shown below. 
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Figure 6.14 Polarisation signal P(t) vs. time (us) obtained in applied longitudinal 

field of OG (red data) and 25000G (black data) 

Fitting of the data obtained was performed using the Minfit software package [10]. 

Initially fitting was performed simultaneously to the forward and backward 

histograms, over the full data range, with a combination of Gaussian (6.1) and 

exponential (6.2) functions as given below. 

	

G, (I) = b + Nexp(—t/ r)[1 + a0  exp(—a 2 t 2  /2)] 	 (6.1) 

G, (t) = b+ Nexp(—tIr)[l +a0  exp(—At)] 	 (6.2) 

where b is a background term, N is the number of muon events, I is the time in us, r is 

the muon lifetime (2.1 9 1us), ao is the muon asymmetry and a and 2 are the muon 

relaxation constants for the Gaussian and Lorentzian functions respectively. The 
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resulting values of sigma (the static Gaussian component) and lambda (the fluctuating 

lorentzian component) are shown below as a function of temperature. 

6.5 

6.0 

5.5 

5.0 

4.5 

4.0 

3.5 

3.0 
a 2.5 

2.0 

1.5 

1.0 

0.5 

0.0 

-0.5 

S... 

• 	 I 
I 

I I 	• 	I 	• 	I 	• 	I 	• 	I • 	I 	• 

1.75 

1.50 

1.25 

1,00 

0.75 
a 

0.50 

0.25 

0.00 

-0.25 

0 	1 	2 	3 	4 	5 	6 	7 	8 	9 	10 	11 

T/K 

Figure 6.15 Plot of fitted parameters for the values of signia(us')(black squares) 

and lambda/('s') (red circles) over temperature range of lOOmK - 10K 

From this plot it would seem that there is a magnetic ordering transition at around 

1.5K, though it is not clear why there would be such a difference between the 

maximum in the values of both sigma and lambda. In order to try and verify this 

freezing temperature further fitting of the data was performed with a stretched 

exponential function with the exponent fi allowed to vary from an initial value of I. If 

the sample exhibits spin glass behaviour then the stretched exponential model should 

break down around T f  on cooling from above. Fitting to the forward histogram only 

showed a breakdown in the stretched exponential model around 1 .5K suggesting that 

Tf  is in the region 1.3-1.7K. In the work of Lee eta! [8] on the potassium chromium 
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salt, diffraction measurements showed that only approximately 67% of the moments 

were frozen in the low temperature magnetic state. Thus the difference in the peak in 

the values of lambda and sigma may reflect the fact that a portion of the moments 

freeze at around 1.5K whilst there remain dynamic fluctuations even at very low 

temperatures. 

Low temperature dc susceptibility measurements are planned in order to determine 

the existence or otherwise of a freezing transition. 

6.8 Summary 

This Chapter has considered the nature of a number of analogues of the parent 

mineral KFe3(SO4)2(OH)6 . Substitution of the SO4  group with a Se04  group sees an 

increase in the size of the unit cell, as determined by powder neutron diffraction 

measurements. However little variation in the magnetic behaviour of these systems is 

observed. It is not clear why these two systems should exhibit such similar behaviour. 

Substitution with Cr0 4  leads to a 'parasitic' ferromagnetic component to the 

susceptibility signal, which can be explained in terms of a DM interaction arising due 

to spin canting. It is still a matter of debate as to what influence the Cr0 4  group exerts 

on the nature of the exchange pathways in the system to cause such an effect. 

Powder neutron diffraction measurements on a sample of (D 30)Cr3(SO4)2(OD)6 show 

no evidence of long range order, in contrast to previous measurements, and further 

low temperature susceptibility and heat capacity measurements are required to verify 

the existence of any magnetic transition. 

Muon spin relaxation measurements performed at the LMU facility in Switzerland on 

the compound (H30)Cr3(SO4)2(OH)6 show evidence for a degree of spin freezing at a 
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temperature of the order of 1.5K, though there appear to be spin fluctuations at 

temperatures as low as 300niK. Further measurements are required in order to fully 

understand the nature of the magnetic behaviour in this system. 
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Chapter 7 Lanthanum Manganites 

7.1 Introduction 

The systems Ln1..MMn03 (where Ln is a rare earth ion - commonly La,Pr - and M is 

a divalent ion such as Ba2 , Ca2  or Sr), were first investigated in the 1950's [1-

7].The remarkable electronic and magnetic properties of such systems, in particular 

the large fall in resistance in moderate applied magnetic fields, has seen a resurgence 

in interest in recent years [8-15]. The parent compound LaMn0 3  is an 

antiferromagnetic insulator [5,16], however on doping with a divalent ion M the 

system rapidly becomes metallic and ferromagnet. What is even more remarkable is 

that these materials show large negative magnetoresistance, that is their resistance 

drops in the presence of an applied magnetic field. Interest from a technological 

viewpoint has centred on such ideas as exploitation of the rapid variation in resistivity 

in the region of Tc, through use as a bolometer [17]. The negative magnetoresistance 

has potential use in devices such as magnetic sensors, magnetoresistive read heads and 

magnetoresistive random access memory. From a more fundamental point of view 

such systems offer the chance to examine the merits of collective electron theories and 

to try and improve and enhance the understanding of such strongly correlated 

electronic systems. 
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7.2 Magnetoresistance 

The magnetoresistance MR of a material can be defined using the expression 

MR= R(H)—R(0) 

R(H) 
	

(7.1) 

where R(H) is the resistance of the material in an applied field H and R(0) its 

resistance in zero field. Whilst in most materials this effect is negligible, in the case of 

Ln 1 MMn03 compounds there is a huge drop in resistance on application of 

magnetic fields of the order of 51. This effect is already utilised in computing disks 

through the use of permalloy, an iron nickel alloy, which shows a 20% fall in 

resistance on application of a field. Such a large fall has been dubbed Giant 

Magnetoresistance or GMR, and is seen in a variety of other metallic multilayered 

systems [18]. In the system Ln i MMnO3, and indeed Ln2Mn207  type materials, the 

effect is even more pronounced, spanning several decades in resistance and has been 

dubbed 'Colossal MagnetoResi stance or CMR to distinguish it from that seen in 

magnetic multilayers. It should be noted that the underlying mechanism responsible 

for the magnetoresi stance is different in the two series of compounds. In the case of 

metallic multilayers, layers of magnetic ions are stacked with non-magnetic layers 

between them, the electrical resistance of the resultant 'superlattice' is then readily 

controlled by an applied magnetic field which causes alignment of the magnetic 

moments within these layers. In the CMIR materials however, both bulk and film 

samples exhibit negative magnetoresistance, exchange interactions between 

manganese ions being created by hole doping with Mn 
41  ions. 
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7.3 The Perovskite Structure 

The cubic perovskite structure is a common one in solid state science and can be 

described generically as ABX 3 , where A and 1? are cations and X an anion, the ideal 

structure being of space group I'm3m as illustrated below. 

Fw 

Figure 7.1 the cubic perovskile structure/or composition ABA 

This may also be viewed in terms of the B cations being surrounded by octahedra of X 

anions, with A cations filling in the holes as shown in figure 7.2. 

o 

e 

Figure 7.2 cubic perovskite structure showing fiX 6  octahedra 
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The stability of the ideal ABX3  structure, i.e. of the space group Pm3m, is linked to 

that of the BX unit. If the radius of the B ion, rB,  is less than 0.51 A, in the case of 

oxides, the B ion is no longer stable in an octahedral environment, and a tetrahedral 

site occupancy becomes more stable. A large A cation will generally stabilise a given 

BX unit, since the BX unit will be distorted so as to optimise the A-X bond length. 

However if the distortion of the BX3  unit is too great then other space groups will 

become more competitive. The tolerance limits on such distortions are defined by the 

Goldschmidt ratio / given by 

(rA + r) '= 
.j5J(r +r) 	

(7.2) 

where r.1  is the radius of the A cation, r1, the radius of the B ion and r -  the radius of 

the anion, all in Angstroms. 

In the case of a cubic structure, I = 1, and the perovskite structure is stable within the 

limits 0.75 <t < 1.00. The other critical factor is the stability of the A and B ions in 

twelve-fold and six-fold co-ordination sites respectively. In the case of oxides, this 

means that the radius of the A ion must be greater than 0.90 A, and the radius of the B 

ion greater than 0.51 A. In the region 0.75 < t < 0.90 co-operative buckling of 

octahedra will occur, resulting in an enlarged unit cell, whilst in the region 0.90 <t < 

1.00, no such buckling occurs but a small rhombohedral distortion is possible. In the 

former case an 0 - orthorhombic distortion occurs where the co-operative buckling of 

octahedra, relative to each other, leads to the so called GdFeO structure with space 

group Phnm: this is what occurs as the parent compound LaMnO 3  is progressively 

doped with Ca ions [14], and is shown in figure 7.3 below. 
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Figure 7.3 0-orthorhombic distortion illustratedfor the case of GdFeO 3  [191 

This distortion, where a < c142 <b (a, h, c being the unit cell parameters), should not 

be confused with the so called 0 '-orthorhombic distortion, an alternative modification 

where c/42 < a < h, which arises as a result of a large Jahn-Teller effect. The Jahn-

Teller theorem states that in the case of a polyatomic molecule with a degenerate 

electronic configuration, stability is achieved by a distortion of the local symmetry so 

as to lift such a degeneracy. The Mn 3  3 d 4 ion, in an octahedral ligand field, has a 

ground state electronic configuration t2g3eg', with term symbol 5E. It is this orbital 

degeneracy of the 12g  set which is lifted by localised distortions to tetragonal symmetry 

at the Mn 3,  sites, in accordance with the Jahn-Teller theorem, as illustrated for 

LaMn03  in figure 7.4 below. 
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ffk1 
Figure 7.4 O'-orthorhombic distortion illustrated for the case of LaMn() . Small 

black spheres are Mn, grey spheres La and while spheres 0 [20] 

If the energy involved in such distortions is large enough to override the thermal 

energy of lattice vibrations, then long-range order of the tetragonal distortions can 

occur, leading to ordering of the d 2 	orbitals. Even when the energy associated 

with the Jahn-Teller distortion is insufficient to override lattice vibrations it will 

favour those vibrational modes of the 02  ion that preserve tetragonal symmetry 

around each cation site. In general electrostatic forces maintain short-range 

correlation between Mn 4  ions, hence these ions are rarely nearest neighbours and 

only electronic order is involved in lattice distortions [20]. 

7.4 Metal-Insulator Transitions 

The conducting properties of a particular material are dependent on several complex 

and often competing or inter-related factors. Conventional theory with regard to the 
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electronic structure of transition metal oxides states that the conduction bands created 

by atomic orbital overlap can be considered to be primarily metal-like in character. 

Thus if the metal ions have no d electrons then the conduction band is empty and 

separated by a substantial gap from the valence band, and the material is an insulator. 

However as the d band becomes partially filled with electrons the compound displays 

increasingly metallic properties A simple count of d electrons can therefore give a 

qualitative picture of the likely conducting properties of a material. For example Ti 

(IV) has electron configuration 3d °  therefore has no electrons in the d band and hence 

Ti02  is an insulator. However Ti 20 and V02 have one electron per metal atom in the 

d band and so are metallic in nature, at room temperature. This is illustrated for the 

case of Ti02  and V02  in Fig 3.5 below. In a similar fashion W03  has electronic 

configuration 5d°  and is insulating, whilst ReO has electron configuration 5d' and 

shows metallic behaviour. 

The electronic properties of some ternary compounds can also be rationalised in this 

way, for example NaWO. Since the Na 3s orbitals are higher in energy than the W 

5d orbitals only higher regions of the conduction levels will have any Na character. 

Additional valence electrons introduced by each Na atom will go into the W 5d band, 

and compositions with x > 0.3 show metallic behaviour. Liganci field splitting can also 

be considered in this simple approach. Where a transition metal occupies an 

octahedral site there will be a ligand field splitting of the free ion orbitals into the e 

and t2, sets and these will broaden into bands. Thus if the bandwidth is less than the 

ligand field splitting then there will be a gap between the lower t2 and e g  bands. For 

example, LaCoO 3  has Co (formally Co') in a low spin d 6  configuration, with fill t 

band and empty e band, and so is non-metallic at lower temperatures. However the 
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gap between the t 2  band and eg  band is small and the compound undergoes a complex 

electronic transition at higher temperatures. 
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Figure 7.5 Band diagrams for 1102 (upper diagram) and V02  (lower diagram) 
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This rationale however, ignores the effects of electron-electron repulsion on the band 

structure of solids. To allow for this, the Hubbard model is introduced which assumes 

that the only important repulsion is a short range one between two electrons on the 

same atom. If orbital overlap is poor then the ground state of the solid will have 

electrons localised on each atom. In the case of a string of s orbitals the energy U 

required to move an electron on to another orbital, facilitating a spin 'flip' at the 

atomic site (and so allow pairing of electrons) is the difference between the ionisation 

energy of the atom (I) and the electron affinity of the neutral atom (A). This term (I is 

a consequence of electron repulsion, and is called the Mott-Hubbard splitting energy. 

If there is one valence electron per atom then the band will be half-full and so band 

theory predicts that the solid should be metallic. However the influence of electron 

repulsion means that in practice such solids may be insulators. This can be illustrated 

in the diagram below. 

E 

Im 

-I 

w=t.J 	 w 

Figure 7.6 Energy diagram illustrating competition between repulsion energy U and 

bandwidth W 
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As the sub-bands broaden there is a point at which W, the bandwidth energy, is equal 

to the splitting energy U. Beyond this point (i.e. when W> U there is no energy gap 

in the solid and it will exhibit metallic behaviour. As the value of W increases, the 

value of U tends to decrease since increasing orbital overlap will generally lead to a 

reduction in the polarisability of the solid. Ligand field effects are also important in 

this respect. As the d shell is filled moving across the transition series, orbitals are 

occupied in an order dependent upon the relative magnitude of the ligand field 

splitting, A, and of the intra-atomic exchange interaction which favours parallel 

electron spins. Low spin configurations will occur if A is sufficiently large. 

In the majority of localised electronic configurations the exchange energy term is 

greater than A and the electrons are arranged so as to have as many as possible with 

parallel spins. For example in the case of MnO, Mn2*  ions are in Oh  sites and the 

electronic configuration is (t2 g)3  (e5)2 . This ligand field splitting is exhibited 

structurally as changes in bond lengths. It may be particularly marked when orbitals 

are filled asymmetrically (hence not frill or half-frill) and local co-ordination is 

distorted from perfect cubic (octahedral Oh  or tetrahedral Td) symmetry, a 

manifestation of the Jahn-Teller effect. This effect is more pronounced in the e g  than 

t2g sets, since the former have stronger anti-bonding character, and normally results in 

a tetragonal elongation, with a/c <: 1. Thus in the case of an octahedral co-ordination 

the Jahn-Teller distortion will result in a shortening of the four planar bonds, and a 

lengthening of the two axial bonds. In the case of the Mn ion this results in a 

lowering in energy of the d 2  orbital, and thus an increase in energy of the d22 
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orbital. Within the lattice as a whole, co-operative Jahn-Teller effects are seen where 

the distortions created are orientated such that electrostatic repulsion between ions is 

minimised within the lattice. This is what is seen in the parent compound LaMnO 3 . 

Whilst Jahn-Teller effects are strictly applicable only to localised systems, there are 

analogous effects which can operate in the case of electrons in bands. Such electrons 

may cause a distortion which disrupts the simple periodicity of the lattice, and as a 

result perturbs the band structure. In the case of a string of orbitals in one dimension, 

Peierls' theorem [21] states that lattice distortions are an inevitable consequence of 

such an array, and this effect can be seen in the case of a three dimensional system. In 

this case distortions are such that there is a build up of electron density where the 

atoms are more closely spaced and thus the bonding between them is stronger. Such a 

build up of electron density is known as a charge density wave and can be responsible 

for the creation of a band gap in some materials. The gap produced by such periodic 

distortions can be thought of as the energy required to move an electron from a more 

strongly bound region to one where the atoms are less closely spaced. However such 

periodic distortions can also be incommensurate and thus do not correspond to 

integral multiples of normal lattice spacings. When a regular structure has a half-filled 

band the predicted periodic distortion is two lattice spacings and so there is expected 

to be a bond length alternation along a chain of atoms. For example in the case of 

V02  above 340 K, the material has a rutile structure and shows metallic behaviour. 

The closest approach of V atoms is along the c axis, and since there is one electron in 

the 3d (V) band the structure displays metallic conductivity at higher temperatures. 

Below 340 K however, the material becomes non-metallic and undergoes structural 
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distortions such that there are alternating V-V bond lengths along the chain. In terms 

of the band structure the pairing of V atoms gives rise to a splitting of the t2 band 

into bonding and anti-bonding bands, composed of d orbitals that are directed 

between closely spaced pairs of metal atoms. Thus the band can now only 

accommodate 2 electrons per pair of V atoms and a band gap is created. 

The distortions outlined so far result from collective electron effects in relation to the 

nature of the band structure in a particular system. However it is also possible for 

more localised distortions to occur as a result of electrostatic interaction between 

neighbouring ions and electrons (or holes). These distortions are then transported 

with the electron (or hole) and are known as polarons. If an electron is placed in an 

unfilled orbital on an atom in a solid, then there will be an overlap of orbitals on 

adjacent atoms giving rise to a band. The overlap effect will tend to delocalise the 

electron and its energy will fall by W/2, where W is the total bandwidth. However, if 

the electron is forced to stay on the one atom then the charge will polarise the 

surrounding atoms and lower the local energy. This polaron energy has two 

components; the first due to the interaction of electronic clouds with the surrounding 

ions, the second arising from the displacement of ions from their regular lattice 

positions. If electrons are able to move in a band formed by the orbital overlap, then 

only the electronic polarisation can follow it. Thus the behaviour of the electron 

depends on the balance between the lowering of energy if it remains localised on an 

atom (LIE,) or the stabilisation achieved by delocalisation, W12. If WI 2 < JAEj  I then 

the localised state is more stable, and the electron will be trapped by the local 

distortion it creates round a given lattice site, this being known as a small polaron. In 
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simple terms this can be rationalised by considering the idea that the introduction of 

an electron or hole changes the oxidation state of the atom in the solid, and so the 

ionic radius also changes, resulting in a local distortion which traps the charge. A 

small polaron is the most extreme case of electron-lattice interaction; some degree of 

polarisation will occur in ionic compounds even when the condition for complete 

trapping is not satisfied. Hence large polarons can also be formed, where the radius of 

the polaron is more than the lattice spacing. 

In a transition metal oxide with one electron in the conduction band, and two atoms 

with an electron initially on one of them, the trapping of the electron is associated 

with an increase in the metal-oxygen bond distance. If the electron moves to the other 

site then the distortion will follow it. At some point the electron has the same energy 

on both atoms, and so the two potential energy curves cross, allowing overlap of 

orbitals on each atom giving rise to bonding and anti-bonding combinations, and a 

curve splitting. The trapping of charge does not occur if the bandwidth is sufficiently 

large. If the electronic interaction is small then the lowest energy states for the 

electron are either on one atom or the other. Thus there is an activation energy for the 

hopping of the electron between neighbouring atoms. This activated hopping is most 

characteristic of small polaron trapping. There is a small probability that the electron 

tunnels through the barrier but this involves motion of heavy ions and therefore this is 

normally very slow and only significant relevant to thermally activated hopping at low 

temperatures. 
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Metal-insulator transitions may also be driven by structural disorder, a phenomenon 

known as Anderson Localisation [22]. If it is assumed that the array of atoms in a 

solid have a disordered potential field, then the energy of atomic orbitals will vary 

randomly from site to site. Atoms with near-average energy are likely to have 

neighbours at similar energies, and so can form delocalised orbitals, whilst atoms at 

exceptionally high or low energies are unlikely to have similar neighbours, and so their 

orbitals will remain isolated i.e. as localised states. Thus there will be two orbital 

types created - those in the middle of the band extending through the solid as in a 

crystal, and those close to the top and bottom of the band which are localised on 

particular atoms. The region of localised states in the band will depend on the degree 

of disorder, and in the extreme case all the sites may be localised. The boundary 

between the delocalised and localised states is known as the mobility edge , and this 

can lead to a metal to insulator (Anderson) transition as the band is filled with 

electrons. When few electrons are present then the Fermi energy may he below the 

mobility edge, and so electrons at the Fermi energy are in localised states and cannot 

conduct current through the solid. At higher electron concentrations the Fermi energy 

may cross the mobility edge and so electrons are then in extended states thus enabling 

metallic conduction. 

7.5 Charge Transport Mechanism For Doped Manganites 

The mechanism of charge transfer and hence conduction in the La1CaMnO3 system 

is based on Zener's double exchange mechanism which was first proposed in the 

1950's [23]. Hund's rule of maximum multiplicity states that to attain the 

configuration of lowest energy all the spins of unpaired electrons must be aligned 
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parallel to each other. Since conduction electrons carry the polarisation of their spins 

unchanged from ion to ion, it is energetically more favourable to move to a 

neighbouring site with all d electron spins pointing in the same direction. Thus, 

electron transfer can be visualised as the transfer of an electron from the Mn 3  ion 

(electron configuration 3d 4), to the 02.  ion simultaneously with the transfer of an 

electron from the central 02  ion to the Mn 41  ion (electron configuration 3d 3 ). Since all 

spins must be parallel to each other in order that such an exchange can occur it is 

therefore ferromagnetic in nature. This is illustrated in the figure below. 

e 	 -- 

Mn 	 Mn 

Figure 7.7 Illustration of double exchange. Electrons from the Mn(III) e set 'hop' 

into the eg  set of the Mn(iJ) ions 

This double exchange should not be confused with Kramer's superexchange [24 

which involves electron transfer between excited ion states; in double exchange both 

Mn ions are in their ground states. This coupling between the Mn 3 -Mn4  ions can be 

seen to be dependent upon the Mn-0-Mn bond angle. The efficiency of conduction 

will be greatest when the system is perfectly cubic and the bond angle (6) is 180°, 

since the exchange is directly proportional to cos 2 0, and will decrease as distortions 

due to doping with M2  ions become significant and the angle decreases. The optimum 

angle is 1800  since this gives perfect ferromagnet spin alignments between the two 
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Mn sites. This dependency on the Mn-O-Mn angle is fundamental and underpins much 

of the work in this area. Almost all other factors such as doping levels, hydrostatic 

pressure and oxygen stoichiometry affect this angle directly and therefore also alter 

the conductivity of the material. For example, studies performed by Fontcuberta ci a! 

[25] found that the Curie temperature, designated TM in their study, is linearly related 

to the size of the A cation, and that the bond angle Mn-O-Mn closes as the ionic 

radius <r4> is reduced. Reduction of the Mn-O-Mn bond angle from 1800  will cause 

an enhancement of the density of states, thus leading to a decrease in the bandwidth, 

relating directly to an increase of lattice distortion. The lowering of the onset of 

ferromagnetic order will lead to a narrower bandwidth W and with collapse of the 

bandwidth comes reduced mobility of charge carriers and hence an increase in 

resistivity at TM. Mahendiran ci a! [26] concur with the idea of the Mn-O-Mn bond 

angle being a key parameter controlling the magnitude of the magnetoresi stance seen. 

The bond angle plays a part in determining the activation energies of transport (E A) 

since the extent of cr-bonding arising from the overlap of 0(p) and Mn(d) orbitals 

increases as the Mn-O-Mn bond angle tends towards 180°. In addition their studies 

suggest that there is also a critical Mn-0 bond distance (rMfl.0) corresponding to -1.97 

A below which CMIR can occur. This suggests that there is a minimum strength of 

double exchange interaction required in order to stabilise the ferromagnetic state and 

give rise to the metallic-like electrical conduction observed. As with previous studies 

[25], it is stated that the Mn 4  content is also an important parameter in controlling 

the observed CMIR. A minimum value of-20% in Mn 41  is required to allow the doped 

system to become 'metallic' and hence for CMIR to occur. The optimal compositions 

for a ferromagnetic state and large CMIR effect have a Mn 4  content in the range 25- 
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40%. However it is not only the concentration but also the spatial distribution of the 

Mn4  ions present in the sample which is of importance. 

The idea of a critical value of <TI>, and hence Mn-O bond length, for the occurrence 

of CMR effects was also investigated by Barnabé and co-workers [27] for the system 

LnQ5Ca4) MnI.M03 where Ln = La, Pr, Nd, Sm, Eu, Gd, Tb and M = Cr, Co, Ni, Fe, 

Mg, Al and Sn. Previous work [26,28-3 1] had shown that the magnitude of the 

transition temperatures T , was directly related to both the size of <r1> and the 

cation size mismatch between the A and B sites. Consequently the extension of the 

range of<r 1 >, could be compensated for, with respect to the cation size mismatch, by 

doping on the B site. Recent studies had shown that the charge ordered state in the 

Pr0 . 5 Ca05MnO3  system could be destroyed by doping with Cr [32], and the use of a 

range of dopants on the B site was considered to help discover how far the CMR 

regime could be extended in these systems, with respect to the size of <rj>. What 

they observe is that as the level of dopant on the B site is increased then the 

ferromagnetic state is destroyed, since Mn-M interactions are generally 

antiferromagnetic and so double exchange is suppressed. In the case of Cr however 

the Mn-Cr interaction is ferromagnetic and so doping enhances the ferromagnetic 

state to the point where even 10% doping does not destroy the ferromagnetic state. In 

the case of the undoped La0. 5Ca05MnO3  the metal-insulator transition temperature, 

T,1, falls smoothly with decreasing average radius at the A site <r h>. There is then a 

collapse at around <r> 1.19A  where charge ordering leads to a transition to 

antiferromagnetic insulating behaviour, and the compound remains insulating below 

this radius. In the case of Cr doping however the value of 'I j  continues to fall 
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smoothly until <rA> - 1.1 4A hence doping allows extension of the ferromagneitc 

metallic phase in the limits 1. 14 < <r> -< 1. 19A. Hence the new limit of metallic 

behaviour is seen to be <fA> =1. 14A. 

Whilst the above work has attempted to explain the conductive properties of these 

materials within the Double Exchange model, other workers believe that double 

exchange alone cannot explain the CMR effect [33-36], since if nothing else, it does 

not allow for such dramatic falls in resistance. The discovery of CMR in compounds 

such as T1 2Mn2O7  which have a pyrochlore structure [35] means that double exchange 

cannot model the conduction since there is no mixed Mn valence state present in such 

systems. Following this logic, either the Double Exchange model is insufficient to 

explain the nature of CMR materials, since the magnitude of the effects seen are 

comparable to those seen in the perovskite systems, or it is simply not valid in the case 

of the pyrochiore compounds. 

Coey el a! [37] have investigated the nature of electronic interactions within these 

systems, with regard to rationalising the Double Exchange model. They state that the 

eg  electrons must be delocalised on a Mn-Mn distance scale, otherwise a static Jahn-

Teller effect would operate, and an enlarged unit cell would be observed. Such an 

enlarged cell is not observed in their data obtained for samples with composition x = 

0.33. Furthermore if delocalisation of electrons was not on a Mn-Mn scale, then the 

material would be antiferromagnetic, since double exchange would not be possible; 

the samples under study are all ferromagnetic in nature. Their work shows that whilst 

the electrons do appear to 'hop' between sites, there is still a significant density of 
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states at the Fermi surface. There are three possible explanations for this density of 

states. Firstly, that the electron wave packet is weakly localised by variations in the 

Coulombic potentials due to the mixture of La 3  and C2ions. However this would 

imply that the potential fluctuations in all compositions should be similar. There is no 

correlation found between po, the resistivity of the sample in the absence of an applied 

field, and electronegativity. Secondly electrons may be trapped by variations in the 

spin-dependent potential due to local deviations from ferromagnetic order. Resistivity 

data show a deviation from collinear ferromagnetism in all samples, the deviation 

being largest in compounds with higher resistivity and lower ordering temperatures 

(Tc). Thirdly, when the electron is already trapped the potential well is deepened by 

local deviations from collinearity on the edge of the wave packet, where there are 

fewer electrons and consequently weaker ferromagnetic interactions. The authors 

consider that there are other factors that influence electron localisation, notably lattice 

modes, which will play a role in triggering magnetic localisation, this being more 

probable with greater cation mass. Variation in the Mn-O-Mn angle will also be 

important, as proposed by other authors [28]. In terms of polaron activity in these 

samples, theory regards a small polaron to have a hopping frequency proportional to 

the term exp (-2w/k9i ) where w is the energy of the intermediate state through which 

the polarons must pass to perform their hop, and OD  the Debye Temperature. The 

barrier height should be greater than 6D  if the transport is to be impeded significantly. 

If the electronic wavepacket is seen as a large spin polaron, then it will be unlikely to 

diffuse as a whole. It is therefore more probable that the electrons will hop or tunnel 

across the surface barriers between wavepackets. A variation in po  should therefore 

reflect a barrier height variation rather than a change in the number of barriers to be 
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hopped over or tunnelled through. Such energy barriers must be of the order of the 

Hund's Rule splitting, U11, of the eg  electrons (>2eV) rather than that of the exchange 

energy (- 0.05 eV). Thus the change of energy of an electron diffusing out of a large. 

magnetic polaron and arriving in a region of reversed magnetisation is U11. 

Experimentally, at temperatures greater than the Curie Temperature the resistivity of 

the less conducting compounds falls steadily as p - exp(T o  /T)' where u is Ca. 0.25. 

This is in close agreement with Mott's expression for variable range hopping of 

electrons in a band of localised states in the absence of electron-electron interactions, 

where v = 0.25 [38]. In summary their work suggests that the spin-up e g  electrons are 

delocalised on an atomic scale in these compounds. Such electrons may be weakly 

delocalised in large wavepackets due to fluctuations in the potential experienced, on 

the scale of the e g  electron bandwidth, modified by lattice modes. The 

magnetoresi stance (MR) seen at around Tc  is therefore a consequence of self-

consistent modification of the spin- dependent part of the potential fluctuations, and is 

equal to a fraction of the Hund's rule splitting U11. 

The nature of the samples being measured may also affect the magnitude of the MR 

seen. Ju et a! [39] observe a difference between the resistivity of polycrystalline and 

single crystal samples. Polycrystalline samples show large MR at both Tc and at lower 

temperatures, in contrast to single crystal samples where MR is only seen around T. 

This suggests that grain boundaries play a significant role in the conduction properties 

of these samples. In work by Jia et a! [40] a finite MR was seen in polycrystalline 

samples for T << Tc  as a result of grain boundary scattering - the thickness of the 

boundary being assumed to be greater than a few atomic spacings, as suggested in 
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previous work [41]. The low temperature MR behaviour of such polycrystalline 

samples exhibited significant changes both above and below the saturation field H. In 

the former case the resistivity drops slowly, but significantly, whilst in the latter case 

the resistivity drops rapidly. In the region where T << Tc  there is ferromagnetic 

ordering of Mn ions suggesting that intra-grain electron transfer between Mn 3  and 

Mn4  sites is then facile. If, however, there is a large strain at the grain boundary then 

the spin direction of the respective sites may be more random, and consequently the 

grain boundary resistivity will be large. At the point where the applied field is equal to 

the saturation field, then the magnetic domains will be aligned with the field direction 

and so 'misaligned' spins at the grain boundary will be partially aligned leading to an 

easing of inter-grain electron transfer and a drop in resistivity. Above the level of the 

saturation field the spin canting angle will become smaller and thus electrons will 

move more easily between pairs of and Mn' ions. The authors attempted to 

assess the contribution of grain boundaries to the observed resistivity by using a so-

called 'brick layer' model, considering grain boundaries of constant thickness 8 

surrounding cubic grains of size d. The expression for the total resistivity pr is given 

by 

PT Pb 2( 1)Pgb 
	 (7.3) 

where Pb  and Pgb are the bulk resistivity and grain boundary resistivity respectively. 

This expression can be written as 

I'gb =2(pb—pT)d/ö 
	

(7.4) 

In the case of La 67Ba0 . 33MnO3 a study found the average grain size to be Ca. 5 p.m, 

and so the grain size was taken as a cube of 5 .tm with a grain boundary thickness of 
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100 nm. Using this model the grain boundary resistivity was calculated to be greater 

than the bulk grain resistivity, and the peak in this grain boundary resistivity occurred 

below T. Thus as the polycrystalline size is reduced, the intrinsic bulk resistivity 

contribution to the total resistivity becomes small. 

Tokura et a! [42] have attempted to investigate the nature of the bandwidth, and to 

tune it with respect to various parameters. In recent work the one electron bandwidth, 

W, was varied for the system (Nd 1 Sm)1t2Srii2Mn03, the compositions with 0.5 :!~ y :!!~ 

0.95 showing a CMIR effect in low field. Their study showed that the Mn - 0 - Mn 

bond angle deviated from 180° with a dependency on the tolerance ratio, .1. This 

tolerance ratio is defined by the equation 

I = (dLfl_Q ) I J2 (dm,,-o 	 (7.5) 

A value for the tolerance ratio of f = 1 is the ideal case where the Mn-0-Mn bond 

angle is equal to 180°. A value off less than 1 means a reduction in this bond angle, 

and thus 9<  180°. Furthermore, the smaller the ionic radius <TA> (or the smaller .f is) 

then the smaller the bandwidth W. The system is poised on the brink of a ferro to 

antiferromagnetic transition and the magnitude of the transition temperature changes 

steeply as a function of the tolerance factor f An increase in y will lead to a 

corresponding lowering in f, and hence the respective ferromagnetic transition shifts 

to lower temperature. This can be viewed as a decrease in the bandwidth W leading 

to an increase in the distortion of the Mn-O-Mn bond angle from 180°, and thus a 

weakening in the double exchange interaction with a corresponding lowering in T. In 

the case of compositions with 0 :!~ y :!~ 0.84 a transition from a ferromagnetic metallic 
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state to an antiferromagnetic charge-ordered insulating state was seen at temperatures 

below T. At y ~! 0.50 and temperatures below 250 K a deviation from Curie - Weiss 

behaviour is seen. In terms of the resistivity this shows a large increase with y, at 

temperatures above the transition temperature, hence the fall in resistivity at T c  is 

enhanced. The electron-phonon coupling that is observed appears to arise from the 

charge order correlations and plays an important role in the small W (high y) region. 

Double exchange interactions overcome charge-order instability at lower temperature 

and this leads to a phase change to the ferromagnetic metallic state. The steep 

increase in resistivity and appearance of a first order transition at Tc implies that 

charge-order and/or antiferromagnetic correlations coexist at temperatures below 250 

K. This suggests that there is a crossover from a second-order ferromagnetic 

transition to a first-order transition, which is strongly coupled to lattice degrees of 

freedom and observed by decreasing W (increasing y) near x = '/2. Their data illustrate 

that W can be controlled both by application of a magnetic field as well as by chemical 

substitution (or variation in the tolerance factorf). The magnetoresistance data show 

a hysteresis reflecting a first-order phase transition for y ~! 0.75, but none for y < 0.63, 

this being consistent with the crossover described above. This suggests that there is 

coupling between charge and the lattice degrees of freedom, which increases due to 

the charge- ordered instability at temperatures above Tc. 

In a review article, Roder and Bishop [43], consider the experimental data obtained so 

far, as well as the attempts by theorists to model these systems. They consider that the 

importance of the polaron role in charge transport is obvious, as seen in the activated 

conductivity behaviour in phases at temperatures above the Curie temperature, and 
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metal-insulator transition, temperatures. Work by Hundley et a! [44] and Martinez et 

al [45] have developed expressions for the resistivity given by 

P = Pm exp[—M(H,T)1M 0 ] 	 (7.6) 

where M is the magnetisation of the sample. This suggests that even in the 

ferromagnetic metal phase, transport is controlled by magnetic polarons. Martinez et 

al consider that the localisation of charge carriers above Tc is due to scattering of 

magnetic polarons on magnetic disorder above this temperature. Roder and Bishop 

disagree, and state that it is the lattice dynamics which affect the charge and spin 

dynamics rather than the other way round [43]. Jaimie et al [46] give thermopower 

measurements which fit well with polaronic behaviour. As the temperature tends to Tc 

the activation energy for the resistivity and thermopower has a magnetic field 

dependence which suggests that the polarons have magnetic character. Sharma et a! 

[47] have conducted experiments directly probing the displacement of atoms (u) from 

their regular positions. Their work showed a correlation between the resistivity and 

the value of du/dT, suggesting that charge transport correlates with local lattice 

distortions. In summary they consider that magnetoelastic polarons dominate the 

charge transport at temperatures above T, and that as the temperature tends towards 

the ordering temperature from above, the magnetic component of such composite 

particles becomes spatially extended and leads to a delocalisation of charge and spin 

degrees of freedom in the ferromagnetic metal phase. Further evidence of polaron 

formation comes from EXAFS measurements by Tyson et a! [48] which clearly 

demonstrate that Mn-O distances develop multiple length scales above the metal-

insulator transition temperature, this being consistent with small polaron formation in 
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a homogeneous background matrix. Neutron PDF (Pair Density Function) 

measurements [49] lend weight to this argument. 

In terms of theoretical approaches most of the initial work performed in this field has 

considered double exchange, with studies describing the ferromagnetic metallic phase 

as a simple ferromagnet, with its conductivity being that of a simple metal. However 

theorists have come to realise that it is not that straightforward, and that even if there 

is a ferromagnetic ground state there are other states close by in energy which may 

give rise to unconventional excitations. Millis et al have used a dynamic mean field 

theory, with double exchange coupling treated dynamically but using a 'frozen 

phonon' approach for the lattice [50]. Calculations imply that the metal-to-insulator 

transition is driven by the localisation of electrons on disorder, induced by lattice 

fluctuations which mimic the compositional dependence by variation in the strength of 

the Jahn-Teller coupling constant. This approach can therefore only operate in the 

extremes of x = 0 and x = 1. Roder et a! [51] have used a standard mean-field theory 

for double exchange coupling. This assumes that electrons move in a static field 

created by spin, and the model allows for phonon dynamics. 

It is clear from the short summary above that there are a large number of CIVIR active 

solid solution systems, all with complex phase diagrams. At the outset of the work in 

this thesis a lot of attention was given to the system La1CaMn03 and it was decided 

to focus on a particular compositional range, as outlined in the next section. 
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7.6 The La 1 ..1Ca1MnO3  system 

Whilst the series of compounds La1Ca.MnO3 had been studied previously [5] a 

revival in interest in such CMIR active materials meant that attention was focussed 

again on the structural and magnetic changes exhibited upon progressively doping the 

parent compound LaMnO3. Thus a temperature-composition phase diagram was 

published by Schiffer et al [52], which is reproduced below. 

300 
280 
260 
240 
220 
200 
180 

e 160 
140 
120 
100 

E80 
.è 60 

40 
20 

0 

PMI 

:FMI 	FMM 	AFMI 

0 	10 	20 	30 	40 	50 	60 	70 	80 	90 	100 

0' 
/0 a 

Figure 7.8 Temperature vs. composition (as percentage doping in calcium) phase 

diagram for the system LajCaMn03. The terms PMJ, FMI, FMM and AFMJ 

represent paramagnetic insulating, ferromagnetic insulating, ferromagnetic metallic 

and antiferromagnetic insulating phases respectively 

From this diagram it is clear that there are two main areas of interest. These are the 

compositional regions 15-20% calcium doping, and around 50% calcium doping. In 

these regions it is unclear what happens to the structure as it moves firstly through a 

transition from antiferromagnetic to ferromagnetic spin ground state, and then from a 
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ferro to antiferromagnetic spin ground state, accompanied by a metal to insulating 

transition. Extensive work has also focussed on the x = 0.33 composition [53], since 

the largest magnitude of CIvIR and most pronounced ferromagnetism is found in this 

sample. 

Porter et a! [54] looked at the lower doping regime in work carried out at the Institut 

Laue-Langevin in Grenoble, collecting data on both the D1B and 13213 

diffiactometers, with compositions spanning the region 10-20% in calcium 

concentration. Analysis of these data showed that the magnetic structure moves 

through a canted spin state to the ferromagnetic form, in direct contradiction to work 

by Maekawa et a! [55] which suggested that a spiral spin state was energetically 

favoured at these doping levels. This was further elucidated by work performed by 

Kawano et a! [56] on the Sr doped system which agreed with the canted spin state 

model observed by Porter and co-workers. However, despite recent publications [57], 

explanation of the evolution of the magnetic and crystallographic structures at the 

50% doping level has proved extremely difficult, due in no small part to the extremely 

fine balance of the system, being on the brink of an electronic and magnetic transition. 

It was with the aim of unravelling the nature of the evolution of this system through 

this transition point that attention was focussed on the preparation of samples 

spanning the region close to the La 05Ca.5Mn03  composition. 

7.7 The composition La05Ca0 . 5MnO3  

As briefly outlined above the nature of the composition at x = 0.5 has proved 

intriguing and is still an area of active investigation. Initial work by Radaelli et a! 
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[52,58] suggested the coexistence of both ferromagnetic and antiferromagnetic 

phases, with a ferromagnetic transition seen in the magnetisation at around 225K and 

an antiferromagnetic transition point seen as a drop in magnetisation at around 170K. 

Whilst Bragg reflections are sharp above and below these temperatures, in the 

intermediate region there is a dramatic broadening of these reflections, with a 

pronounced structure inconsistent either with a typical particle size or indeed strain 

effects. Such observations, the authors suggest, can only be explained either as a 

continuous distribution of lattice parameters with several maxima, or by a number of 

discrete phases each having a coherence length greater than that observable using X-

rays (a few thousand Angstroms). They utilise the latter model and use four phases to 

model the diffraction data obtained, two of which were magnetic phases. These 

'phases' have very similar volumes, despite differing lattice parameters, suggesting 

that they may actually correspond to domains with different degrees of orientational 

order of Mn06  octahedra. Simultaneous presence of domains of several metastable 

states, ranging from complete disorder of the Mn d, orbitals to complete ordering in 

the a-c plane as proposed by Goodenough [59] for low temperatures, would account 

for the enhanced a-c strain observed in this intermediate region. 

This work is supported by Chen et a! [60] who obtained electron diffraction data for a 

sample of composition La. 5Ca0 . 5Mn03. Low temperature images were indexed on a 

Pbnm orthorhombic cell, the observed superlattice spots having a modulation vector 

of j = (2r / a)(1 / 2— e,0,0) with incommensurability parameter 0.013. Such 

superlattice spots provide direct evidence for charge ordering as alluded to by 

Radaelli by the observation of an inflection point in resistivity data obtained for a 
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sample of similar composition. Measurement of this charge ordering wavevector as a 

function of temperature, on cooling and warming, clearly shows that the first-order 

ferro-antiferromagnetic transition is associated with an incommensurate-

commensurate charge order transition, and the authors contend that the peak 

broadening effects seen by Radaelli and co-workers is in fact linked to such a 

transition. 

Magnetic specific heat measurements have been used as a probe of possible phase co-

existence. Ramirez eta! [61] found, in the case of a La0 . 5Cao . 5Mn03 sample examined, 

clear evidence for two phase transitions, the first being 'ferromagnetic with the value 

of Tc showing no difference on warming/cooling. The second transition is a 

simultaneous antiferromagnetic and charge ordering transition which shows 

pronounced hysteresis. The combination of data from both specific heat and sound 

velocity measurements, acquired for a range of compositions, give results similar to 

those seen in La0 . 67Sro . 33NiO4, the big difference between the systems being the Jahn-

Teller distortions present in the manganite samples. This thus suggests that the large 

coupling of sound to the internal energy of the system, a hardening of the lattice, seen 

in the manganites, two orders of magnitude greater than that observed in the case of 

the nickelate, is due to large electron-phonon coupling via such Jahn-Teller 

distortions. 

Ghivelder and co-workers [62] concur with the idea of lattice hardening, having 

performed specific heat measurements on a range of compositions with x = 0.1, 0.33 

and 0.62. As the value of x is increased there is a corresponding increase in the Debye 

temperatures, thus a shift to higher lattice vibrations and hence a hardening of the 

lattice with increasing Ca content. 
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The co-existence of both ferromagnetic and antiferromagnetic phases at this 

composition is now widely accepted. For example in the work of Rhyne et a! [63] 

diffraction data for a sample of nominal composition La 053Ca0 . 47MnO3  was indexed as 

Pnrna with an additional monoclinic phase of space group P211rn at low temperature, 

amounting to around 40% of the volume fraction. Rietveld structure refinement 

analysis of neutron powder diffraction data confirmed the co-existence of ferro- and 

antiferromagnetic phases below IN, persistent to 10K. A change in the lattice 

parameters of the monoclinic phase close to TN, suggested the onset of charge 

ordering as previously described by Radaelli [58]. Work was then performed in order 

to compare this sample with previous work by Lynn and co-workers[64]. In this 

previous work the spin wave energy E showed the following dispersion relation 

E =Dq2  +A 	 (7.7) 

where q = 2r/d , d is the lattice spacing (A) and the spin wave gap, 4 was not 

measurable at E3 = 0. The spin wave stifThess D showed only weak renormalisation 

with temperature, whilst no spin waves were seen above Tc.  An anomalous central 

mode developed above about 80% of Tc,  persisting well above this temperature, with 

a width varying as the square of q, suggesting the presence of spin diffusion. 

Data on the La0 . 53Ca047MnO3  sample were taken between 10 and 240K (T c  237K) 

and only within the first Brillouin zone at low scattering angles, hence only longer 

wavelength excitations were studied. At 10K negligible spin wave scattering is 

observed, whilst the spin wave energies are reduced as the temperature is increased. A 

quadratic dependence in the dispersion is seen, suggesting conventional Heisenberg 
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behaviour, whilst a spin gap of 	0.1meV is seen at q = 0 in contrast to the work of 

Lynn. What is also of note is the existence of FM spin waves in a compound also 

exhibiting antiferromagnetic spin order. The value of D shows significant 

renormalisation with temperature unlike in the case of the La 067Ca0 . 33MnO3 , the value 

of D/rc  = 0.57 characteristic of an itinerant system. Furthermore, the intensity of the 

central peak is nothing like that seen in the previous work suggesting that its origin is 

in the formation of magnetic polarons. 

The formation of such polarons is also considered by Garcia-Mufloz et al in recent 

work [65]. They investigate the nature of the dynamics of the system La 0 . 5Ca0 . 5Mn03  

using muon spin relaxation measurements. In the small magnetic polaron picture, 

delocalised carriers in the form of electrons are 'dressed' in a co-operative lattice 

deformation extending over several cation sites, and such 'dressed' carriers then 

diffuse through the lattice. On warming from low temperatures a transition to short 

range order is observed with ferromagnetic clusters of ca. 18 A in size developing, as 

observed in high resolution neutron diffraction data. What is seen therefore is glassy 

like dynamics close to the Curie temperature T c  with a distribution of local moment 

correlation times which narrows with increasing temperature, to a unique relaxation 

time at room temperature. 

In considering polaron dynamics Zhao [66] has looked at oxygen isotope effects on 

the nature of the magnetisation and resistivity of a sample of composition 

La0 . 5Ca0 . 5Mn03 . It is not clear why the charge-ordered state in such compounds can 

be destroyed by moderate applied magnetic fields (Happ < lOT), whilst photoemission 

and tunnelling experiments suggest the presence of a large energy gap. What is 

observed is a significant isotope effect, with Tco( 180) > Tco(' 60), where To is the 
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temperature at which the onset of charge ordering is seen. A decrease in the value of 

To as the magnitude of the applied magnetic field is increased is also observed, this 

decrease being greater in the case of the 160  sample. Such a negative isotope effect on 

Tco is in contrast to previous work where a positive isotope effect was reported for 

the magnitude of Tc [67]. Whilst the relative shift in Tc appeared independent of any 

applied field, in the case of Tco  the shift is heavily dependent on the magnitude of the 

applied magnetic field. If charge ordering arises as a consequence of long-range 

Coulombic repulsion between carriers, then no isotope effect should be observed. If 

charge ordering is related to small polaron ordering then the effective mass of the 

carrier is larger for the heavier isotope, which in turn will give the carrier a greater 

mass and so stabilise the charge ordered state. This would explain the higher value of 

Tco seen for the 180  isotope sample; however it still does not explain why such a 

charge ordered state is destroyed by applied fields. The authors speculate that there 

are possible parallels with the theory of bipolaron ordering in high temperature 

superconductors. The T0 for bipolarons is a function of both a repulsive interaction v 

between bipolarons and a hopping integral 1. Both of these terms could strongly 

depend on the isotope mass, in agreement with the shift seen in Tao, whilst 

ordered/disordered bipolaron states could have a small energy gap associated with 

them explaining the ability to melt the charge ordered state by application of a field. 

The binding energy of these bipolarons is then equivalent to this energy gap. 
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7.8 Summary 

This chapter has attempted to give an overview of the current understanding of the 

nature of the system La1MMnO3, and the temperature-composition phase diagram 

in the particular case where M = Ca. To investigate any changes in the crystallography 

of the system in the region of the phase diagram where x 0.50, as well as the nature 

of spin fluctuations in the region of T, a combination of high resolution powder 

neutron diffiaction studies and muon spin relaxation measurements were proposed, 

the results of which are presented in the next chapter. 

Neutron powder diffraction data obtained for the series LaiPbMnO3 in the range x = 

0 - 0.5 are also presented. 
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Chapter 8 Lanthanum Manganites: Experimental 

8.1 Introduction 

As outlined in the previous Chapter, the most complex region of the compositional 

phase diagram for the system La1.CaMnO3 is at the point where x 0.50 since the 

system is finely balanced between both a ferro-antiferromagnetic and metal-insulator 

transition. Previous studies have underlined the key role of the Mn-O-Mn bond angle 

in promoting double exchange, and the direct consequence of this on the resistive 

properties exhibited by these materials below their respective Curie temperatures. 

There has also been a considerable amount of debate regarding the possibility of the 

co-existence of ferro and antiferromagnetic correlations at the x = 0.50 composition 

[1-3]. Therefore in an attempt to examine the nature of any crystallographic or 

magnetic changes in this region of the phase diagram, a series of samples with 

compositions close to the x = 0.50 boundary were prepared for an experiment 

performed on the HRPD powder neutron diffractometer at ISIS. 

Whilst a lot of experimental attention has focussed on the La1CaMnO3 system, other 

systems with different dopants at the Ln site have also proved interesting. In 

particular, the LaiPbMnO3 system has been studied [4] since samples with 

concentrations of lead of ca. 30% show values of Tc close to room temperature and so 

afford the possibility of exploiting the magnetoresistive properties of the system 

directly at room temperature. We therefore undertook a study of this system, also on 

the HRPD diflhactometer, with samples spanning the compositional range x = 0 to x = 

0.5. 
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Both sets of diffraction data provide a valuable insight into the nature of the evolution 

of the structure as it crosses through the complex phase boundary; however they 

cannot provide any information as to the spin dynamics of the system. A rigorous 

investigation of the spin dynamics would, in most cases, involve performing a number 

of single crystal neutron measurements, in order to probe both the strength of the 

exchange interaction J, and the nature of any spin wave dispersion. However 

extensive laboratory attempts to grow single crystals of a size suitable for such 

experiments, have proved unsuccessful at doping levels of calcium above x = 0.1. It is 

still possible to gain some insight into the nature of such dynamics in powdered 

samples through the use of muon spin relaxation measurements, and to this end, in the 

case of the La1CaMnO3 system, measurements are presented on two samples of 

compositions x =0.46 and x 0.50, data having been collected both on the MuSR 

instrument at the ISIS facility and the DOLLY instrument at the Paul Scherrer 

Institute (PSI) in Vilhigen Switzerland. 

8.2.1 Sample preparation 

Samples of composition La0 54Ca0 . 46MiiO3, La052Ca048MnO3  and La050Ca050MnO3  

were targeted for preparation via a traditional solid state reaction route. 

Stoichiometric amounts of La 203 (Alpha, 99.999%), MnCO3 (Aldrich, 99.999%) and 

CaCO3  (Aldrich, 99%). were ground together using a pestle and mortar and then 

placed in alumina crucibles and heated at 950°C for 10 hours. The resulting dark 

purple sintered powder was then reground and pressed into pellets, under a load of 

4.5 tons, using a Graseby Specac® 13mm die, and these pellets were refired three 

times at 1200°C for 10 hours with intermediate grindings. 
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To examine the phase purity of these samples X-ray powder diffraction patterns were 

taken using a Philips PW1730 Diffractometer using a Cu anode running at 40kV and 

30mA. Each diffraction pattern was taken over a 2-theta interval of 10-70° at 

intervals of 0.02° and are shown below. 
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Figure 8.1 Powder X-ray diffraction patterns obtained for samples of LaiCaMnO3 

with compositions x = 0.50 (top), x = 0.48 (middle) and x = 0.46 (bottom) 

respectively 
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Whilst the two samples of compositions x = 0.46 and x = 0.48 exhibit very similar 

diffraction patterns, there is significant peak broadening in the case of the x = 0.50 

sample. This can be illustrated in the case of the (202) and (220) reflections as shown 

in the figure below. 
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Figure 8.2 Section of diffraction patterns obtained for samples 

Lao . 54Cao.46MnO3(black), Lao.52Cao. 48MnO3 (red) and La0 . 50Cao.5oMnO3 (blue) 

illustrating sign jfIcant peak broadening in the case of Lao. 5Cao.5MnO3 in comparison 

to the other two compositions 

To verify the magnetic behaviour of the samples SQUID magnetometer measurements 

were also performed. Each sample was measured after cooling in first zero field and 

then a field of 100G. over a temperature range of 2-300K, in an applied field of 100G. 

The molar susceptibility of each sample is shown below. 
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Figure 8.3 Plots of molar susceptibility X. versus temperature Tfor the samples 

La0. 54Cao.46MnO3 (top), La 052Cao.48MnO3 (middle) and Lao.5oCao.5oMnO3 (bottom) 

The value of Tc for each material was determined from a plot of the derivative of the 

molar susceptibility dy/dT against temperature T, in the case of the zero-field cooled 

data, as shown in the figure below. 
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Figure 8.4 Plots of the first derivative of the molar susceptibility d 0/dT versus 

temperature Tfor the samples La o . 54Cao.46MnO3 (top), La o52Cao.4gMnO3 (middle) and 

Lao5oCao5oMnO3 (bottom) 

The minima in d 0/dT were found to be 250.1, 240.1 and 270.1K (in order of 

increasing calcium concentration). 

Solutions of each composition were made up in concentrated hydrochloric acid, with 

nominal concentrations of 30 ppm in manganese and lanthanum, and 10 ppm in 

calcium. The exact concentrations of all three ions were then determined by ICP 

atomic emission spectroscopy, analysis for these metals being performed on single 
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solutions of each composition. Thermogravimetric analysis was also performed on 

each composition in order to determine the oxygen content. Each sample was heated 

under hydrogen gas over a temperature range of 15 - 1200°C, with a heating rate of 

5°C min'. The combined results of the analyses are summarised below. 

Nominal 	Determined 	Determined 	Determined 	Stoichiometric 

composition 	concentration concentration concentration 	formula 

Ca/ppm 	Mn/ppm 	La/ppm 

La0 54Ca0 46MnO3 	9.48±0.08 	32.63±0.23 	38.81±0.21 	La050Ca044Mn0 0272  

La052Ca048MnO3 9.23±0.05 32.41±0.28 38.64±0.38 La05 1 Ca0 45Mn 1 030277  

La050Ca050Mn03 9.77±0.04 29.30±0.24 39.13±0.24 La051Ca050Mn09702  

Table 8.1 Results of thermogravimetric and atomic emission analysis of 

LaJCaMnO3 samples respectively 

8.2.2 HRPD Experimental work 

The three samples of La1CaMnO3 were then taken to the HRPD neutron 

diffractometer at the ISIS facility at the Rutherford Appleton Laboratory near Didcot. 

The sample of composition La052Ca0 . 48MnO3  (1.05 g) was loaded into a flat 

vanandium sample can and data recorded at 300K before cooling to 150K where a 

further diffraction pattern was taken. The sample was then warmed to 200K and 

another pattern collected. The La 054Cao46MnO3  sample (3.054 g) was then loaded up 

in a larger flat vanadium can and similar measurements performed. Finally the 

La0 .50Ca050M1103 sample was loaded up (1.356 g) and similar scans performed. The 

details are summarised in the following table. 
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Sample 	Mass used / g 150K 200K 300K 

La052Ca048MnO3  1.050 	x 	x 	x 

Lao . 54Cao , 46MnO3  3.054 	x 	x 	x 

La0 . 5Cao . 5MnO3 	1.356 	x 	x 	x 

Table 8.2 Compositions and temperatures at which measurements were taken during 

the experimental time on the HRPD instrument 

Structure refinements of the data collected were carried out using the GSAS routine 

with starting cell parameters and atomic positions taken from previous work 

performed at the ILL [5]. The room temperature data indexed successfully using the 

space group Pbnm (International Tables for Crystallography Volume A No. 62) and 

the refined lattice parameters are given below. Also shown are the bond lengths for 

the Mn-O bonds both in the a-b plane and along the c-axis (labelled Mn-01 and Mn-

02 respectively), as depicted in the figure below. The associated bond angles are also 

shown, the bond angle Mn-02-Mn being the double exchange angle. 

'C r 
0(I) 0(1) 

Figure 8.5 Definition of oxygen atoms in octahedral environment around the 

manganese atoms with direction of c-axis marked for clarity 
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Refined atomic positions and difference plots of the observed and calculated patterns 

are shown in Appendix C, along with the goodness of fit parameters j and 

The lower temperature data also indexed successfully using space group Pbnm: 

however the structure refinements also had to take into account additional intensity to 

existing reflections, as well as additional reflections resulting from magnetic Bragg 

scattering. Two phase refinements were attempted using a second magnetic phase 

with the requisite moments inserted manually into a cell of P1 symmetry. 

Parameters 	300K 	 200K 	 150K 

a/A 

b/A 

c/A 

Cell Volume/A3  

01-Mn/A 

02-Mn/A 

Mn-01-Mn 

Mn-02-Mn 

5.43538(25) 

5.42500(26) 

7.65330(28) 

225.673(6) 

1.9420(8) 

1.966(5), 1.926(5) 

160.28(27) 

161.31(16) 

2.503 

5.42886(38) 

5 .42137(39)  

7.65220(34) 

225.218(6) 

1.9350(10) 

1.944(6), 1.951(6) 

162.7(4) 

159.98(19) 

6.826 

5.423331(34) 

5.421154(36) 

7.655001(4) 

225.06 1(74) 

1 flOO( 
I .JJUOOL 

1.933(3), 1.958(3) 

162.272(4) 

160.393(2) 

20.28 

0.0425 	 0.0499 	 0.0509 

Table 8.3 Refined lattice parameters and bond lengths obtained for Lao.54Cao.46MnO3 
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300K 200K 150K Parameters 

5.42525(35) alA 5.43034(62) 5.42706(49) 

b/A 5.42156(51) 5.41839(43) 5.41778(34) 

c/A 7.64583(34) 7.63962(31) 7.63929(33) 

Cell Volume/A3  225.100(7) 224.650(8) 224.516(17) 

01 -MnIA 1.9402(12) 1.92972(7) 1.92962(8) 

02-Mn/A 1.954(9), 1.932(9) 1.93980(11), 1.95758(12) 1.95711(9), 1.93942(9) 

Mn-01-Mn 160.3(4) 163.566(2) 163.570(1) 

Mn-02-Mn 161.80(23) 159.379(1) 159.376(1) 

3.133 4.312 13.59 

0.0303 0.0367 0.0372 

Table 8.4 Refined lattice parameters and bond lengths obtained for Lao . 52Cao . 48MnO3 

Parameters 300K 

alA 5.42150(403) 

b/A 5.40699(3 19) 

c/A 7.60665(223) 

Cell Volume/A3  222.981(46) 

01-Mn/A 1.9293(29) 

02-Mn/A 1.959(1 1), 1.920(11) 

Mn-01-Mn 160.3(10) 

Mn-02-Mn 161.6(4) 

3.083, 0.0317 

Table 8.5 Refined lattice parameters and bond lengths obtained for Lao.50Cao.5oMnO3 
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The cell parameters, position of the Mn moments and the orientation of these 

moments are summarised in the table below. 

Atom x 	y 	z mX m m 

Mn 0.5 0 0 0 0 1 

Mn 0.5 0 0.5 0 0 1 

Mn 0 0.5 0 0 0 1 

Mn 0 0.5 0.5 0 0 1 

Table 8.6 Position of manganese moments in magnetic unit cell, with cell dimensions 

identical to that of the nuclear cell 

In the case of the sample La 0 . 50Ca0 . 50MnO3  attempted refinements at lower 

temperature were not very successful. The multi-phasic nature of the sample, as 

shown by the analysis performed, made modelling of the broad reflections difficult. 

The general trend in the lattice parameters obtained for the 300K data sets can be 

considered in terms of the degree of octahedral distortion and orbital ordering present 

in the sample. Woodward et a! [6] state that, in space group Pnma, changes in the 

magnitude of the c-axis reflects the degree of octahedral tilting (and thus distortion 

from the ideal structure), whilst changes in the a-axis reflect the magnitude of the 

Jahn-Teller distortion present. This corresponds to changes in the b and c axes in the 

case of Pbnm settings. Thus the reduction in the length of the b-axis at 300K, on 

increasing the nominal doping of calcium, reflects an increase in the octahedral 
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distortion present. An increase in the c parameter when comparing the parameters 

obtained for the x = 0.46 and 0.48 samples respectively suggests a reduction in the 

degree of orbital ordering present. This is reinforced by the slight reduction in Mn-

02-Mn bond angle, which is the double exchange angle. A meaningful comparison 

with that of the x = 0.50 sample is not really possible due to the multi-phasic nature of 

the sample. 

8.2.3 Neutron powder diffraction on the system La 1 1Pb1MnO3  

8.2.3.1 Sample preparation and characterisation 

In the case of the Pb doped system samples of composition x = 0.0, 0.1, 0.2, 0.3, 0.4, 

0.45 and 0.50 were prepared by grinding together stoichiometric amounts of lead 

powder (Putratronic 99.999%), MnCO3  (Aldrich 99.9%) and La203 (Alpha, 

99.999%)and heating pressed pellets of the mixture at 900°C in alumina crucibles in a 

tube furnace. Each sample was heated for 3 months, with intermediate grindings to 

ensure homogeneous mixing. X-ray powder diffraction patterns were taken at 

intervals in order to monitor the concentration of lead in the compounds, since there 

was concern that the volatility of the lead might lead to a reduced concentration. 

Phase purity of the final products was verified by a combination of X-ray powder 

diffraction and SQUID dc susceptibility measurements. The manganese, lanthanum 

and lead concentrations in the samples were determined through the use of both ICP 

Atomic emission spectroscopy and thermogravimetric analysis, in a similar fashion to 

that described for the case of the La1CaMn03 series. All solutions for ICP-AES 

analysis were made up in concentrated hydrochloric acid. The combined results are 

shown below in Table 8.7. 
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Nominal Concentration of Concentration of Determined stoichiometry 

Composition Pb/ppm Mnlppm 

LaMn03  0.00±0.00 31.48±0.04 La094Mn0970284  

La0 9Pb0 1Mn03  12.92±0.06 30.62±0.23 La088Pb0 10Mn0970296 

La08Pb02MnO3 26.82±0.21 30.74±0.23 La076Pbo2 1 Mn09602•98  

La07Pb03MnO3 38.76±0.14 30.38±0.15 La0Pb032M110970304 

LaPb04Mn03  41.52±0.31 29.98±0.14 La057Pb035Mn0940293  

La05Pb05MnO3 49.94±0.15 36.53±0.16 La052Pb041Mn1 1303 

Table 8.7 Results from atomic emission and thermogravimetric analyses of the 

samples LaiPbMnO3 (x = 0-0.5) 

Further measurements were also performed on the HRPD time of flight diffractometer 

at the ISIS facility, where samples of each composition were loaded into vanadium 

sample cans and diffraction patterns taken at 300K. Least squares structure 

refinements were then performed using the GSAS package. 

8.2.4 Rietveld refinement of the data 

In the case of the undoped sample of the parent compound LaMn03 refinements were 

initially attempted using a R 3c space group with lattice parameters as per previous 

work and a rhombohedral angle of 60° (in rhombohedral settings) [7]. This proved 

unsatisfactory and so a second phase was introduced with a doubled unit cell, of 

similar space group, though possessing cubic symmetry with a rhombohedral angle of 

90° (again in rhombohedral setting). This also proved unable to give a good 

agreement between the calculated and observed patterns and so a two phase 



Chapter 8 Lanthanum Manganites Experimental 	 218 

refinement was attempted with a rhombohedral phase with space group R 3c and an 

orthorhombic phase with space group Prima. Initial parameters were taken from the 

work of Huang et al [8] and refinement of the individual phase fractions showed the 

majority phase to be the orthorhombic one. The final refined parameters are listed in 

the Table below. 

Phase 1 (Phase fraction 26. 0(2)%) 	 R 3c 

Atom 	 x y z 	 frac uiso/ A' 

La 	 0 0 0.25 	 1 0.01026(68) 

Mn 	 0 0 0 	 1 0.00328(11) 

0 	0.44572(32) 0 0.25 	 1 0.01214(49) 

Lattice parameters a = 5.53717(5) A c = 13.35327(12) A a = fi = 907= 1200 

Phase 2 (74.0(1)%) P n ma 

La 	-0.01589(316) 0.25 -0.00340(273) 1 0.01 105(4) 

Mn 	 0 0 0.5 1 0.00668(66) 

01 	0.50635(462) 0.25 0.06469(380) 1 0.01260(57) 

02 	0.2289(277) 0.03442(170) -0.23149(286) 1 0.01369(41) 

Lattice parameters 	a = 5.49786(4)A b = 7.78481(8)A 	c = 5.53809(5)A a = fi = y = 90° 

Table 8.8 Refined lattice parameters for the compound LaMnO3 with statistics offit: 

= 10.35 R = 0.0785 

Consideration of data taken for the sample of nominal composition La 09Pb01 MnO3  

gave a single phase refinement with space group R 3c. Whilst the statistics of the fit 
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between observed and calculated was reasonably good, these were a little artificial 

thanks to the poor signal to noise ratio of the data obtained. Further refinement was 

not attempted. 

Sample with compositions of x = 0.20, x = 0.30 and x = 0.40 all indexed as single 

phase materials with space group R 3c. The pertinent cell parameters are listed in 

the table below. 

Parameter 	 Composition x in the series La 1 PbMn03  

0.1 	0.2 	0.3 	0.4 	0.5 

alA 	5.48201(10) 5.48741(2) 	5.48423(4) 	5.48207(4) 	5.48024(9) 

ct!° 	60.6219(1) 	60.4923(2) 	60.3518(4) 	60.2799(1) 	60.1818(2) 

0 x 	0.69792(0) 	0.70333(0) 	0.71043(18) 0.71454(19) 0.71958(27) 

Oy 	0.80206(0) 	0.79665(0) 	0.78955(18) 0.78544(19) 0.78040(27) 

Mn-O/A 	1.96858(4) 1.96440(1) 1.95639(11) 1.95216(11) 1.94748(13) 
1.96842(4) 1.96425(1) 1.95625(11) 1.95201(11) 1.94733(13) 

Mn-O-MnI° 	163.167(0) 164.909(0) 167.20(6) 168.52(6) 170.15(9) 

Table 8.9 Least squares fitted unit cell parameters for the series of compounds 

La,Pb1MnO3 with x=O.1 - 0.5 

The full Rietveld refinement difference profiles are shown in Appendix C. 

As can be seen from the above table several trends emerge from the least squares 

refinements. Firstly the lattice parameter a is reduced on progressive doping with lead, 
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as is the rhombohedral angle a. Furthermore the Mn-O-Mn bond angle becomes less 

distorted with increasing lead concentration i.e. this double exchange angle is 

increasingly optimised as the concentration of lead increases. This is in agreement 

with the progressive reduction in a, since such a reduction suggests the system is 

increasingly closer to cubic symmetry, the optimum bond angle for double exchange 

being 1800.  There is little change in the Mn-O bond distances across the series 

reflecting the absence of a large Jahn-Teller effect since elongation along any 

particular axis is not seen. 

The reduction in cell volume can be illustrated by consideration of the strongest 

reflections as shown in the figure below. 
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Figure 8.6 Section of diffraction patterns obtained for the samples with composition 

x = 0.2 (black), x =0.3 (red), x = 0.4 (green) andx = 0.5 (blue) 

As can be seen the position of the reflections shifts to smaller time of flight (and hence 

d- spacing) as the concentration of lead increases. What can also be seen is a 
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narrowing of the splitting of these reflections. Indexing of the pattern on a R 3c cell 

reveals that the reflections shown in the figure are the (2 2 2) (2 0 0) and (2 1 0) 

respectively. What is therefore illustrated is a reduction in the splitting of the (2 2 

2)/(2 0 0) reflections and the (2 1 0) reflection as the system moves towards cubic 

symmetry where the (2 1 0) reflection becomes disallowed by symmetry constraints. 

The Lao5Pbo5Mn03  composition proved difficult to index since, in common with the 

La0 . 5Ca0 . 5MnO3  sample examined earlier, the reflections are considerably broader than 

in the case of the lower concentrations. Initial attempts at structural refinement 

centred around cells of space group R 3c both as a rhombohedral cell i.e. with a = 

600  and as a cubic cell with a = 90o Neither gave satisfactory agreement between 

observed and calculated diffraction patterns. A mixture of two phases with lead 

concentrations of x = 0.2 and x = 0.3 with parameters as refined for these 

compositions failed to improve the goodness of fit between observed and calculated 

profiles. The presence of additional reflections which were un-indexable on 

rhombohedral cells suggested the presence of either magnetic ordering or an impurity 

phase. Hence Mn304  was introduced as an impurity phase, additional evidence for its 

presence in the sample being given by the observed upturn in the molar susceptibility 

at around 40K. Examination of the magnetic susceptibility data shows that the 

ordering transitions in the compounds with higher lead concentrations occur above 

room temperature and so the diffraction data collected on HIRPD will also reveal the 

presence of magnetic ordering. 

In summary the diffraction data obtained is in broad agreement with previous work 

[4]. The radii of La and Pb are similar and so the Goldschmidt tolerance ratio is close 
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to one suggesting that a rhombohedral crystal structure would be most stabilised in 

this case. In agreement with this prediction all the lower concentration samples can be 

indexed within a rhombohedral setting. LaMn0 3  is an exceptional case, as evidenced 

by the conflicting views in the literature [9]. As the lead doping level approaches x = 

0.5 the system appears to enter a mixed phase of rhombohedral and cubic cells, 

though it is difficult to determine the exact nature of these phases. The presence of 

Mn304  suggests the likelihood of phase separation and possible limit on the 

concentration of lead in the system, since the ICP-AES results in the case of the x = 

0.50 compound show the widest discrepancy between the target and actual 

concentrations. Further work is required to determine exactly how far the phase 

diagram can be extended in the Pb series. 

8.3 Muon measurements on the MuSR instrument 

8.3.1 Introduction 

In order to follow the spin dynamics of the system, muon spin relaxation 

measurements were carried out using the MuSR spectrometer at the ISIS facility. A 

schematic view of the MuSR instrument is shown in the figure below. The two sets of 

16 detectors (forward and backward) are shown, and rotation of these detectors 

allows the performance of both longitudinal and transverse field measurements, as 

outlined in Chapter 2. In the case of the MuSR instrument a longitudinal field of up to 

2000G may be applied. 
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Figure 8.7 View of the MuSR instrument showing the two sets of detector banks each 

consisting of 16 detectors [10] 

8.3.2 Sample Preparation 

Samples of composition La0 . 54Ca046MnO3  and La05 Ca05MnO3  were targeted for 

preparation. Stoichiometric amounts of La 203  (Alpha, 99.999%), MnCO3  (Aldrich, 

99.999%) and CaCO3 (Aldrich, 99%). were ground together using a pestle and 

mortar and then placed in alumina crucibles and heated at 950°C for 10 hours. The 

resulting dark purple sintered powder was then reground and pressed into pellets, 

under a load of 4.5 tons, using a Graseby Specac® 13mm die, and these pellets were 

refired three times at 1200°C for 10 hours with intermediate grindings. To assess the 

phase purity of the products powder X-ray diffraction patterns were taken over a 

range in degrees two theta of 10-70°. The resulting diffraction patterns are shown 

below. 
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Figure 8.8 Powder X-ray diffraction  patterns obtained for samples of LajCaMnO3 

with compositions x = 0.46 (top) and x = 0.50 (bottom) respectively 

To verify the magnetic behaviour of the samples dc susceptibility measurements were 

performed using a SQUID magnetometer. Each sample was measured after cooling in 

first zero field and then a field of 100G, over a temperature range of 5-350K, in an 

applied field of 100G. The molar susceptibility of each sample is shown below. The 

additional feature in the susceptibility at around 40K can be attributed to a small 

percentage of Mn304  present in the samples. 
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Figure 8.9 Plots of molar susceptibility X. versus temperature Tfor the samples 

Lao. 54Cao.46MnO3 (top) and Lao. 5oCao 5oMnO3 (bottom) 

The value of Tc  was determined from a plot of the first derivative of the molar 

susceptibility d/dT, in the case of the zero-field cooled data, as shown below. 
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Figure 8.10 Plots of d 0/dT versus temperature Tfor the samples Lao.54Cao.46MnO3 

(lower) and Lao.50Cao.5oMnO3 (upper) 

Chemical analysis was performed on both samples as described in the case of the 

HRPD samples in the previous section. The combined results of atomic emission 

spectroscopy and thermogravimetric analysis are shown in the table below. 

Nominal 	Concentration of 	Concentration of 	Determined stoichiometry 

Composition 	 Ca/ppm 	 Mn/ppm 

La0  54Ca() 46MnO3  8.876±0.019 27.95±0.05 La048Ca04 1 Mn0950262  

La050Ca050MnO3 10.27±0.01 29.44±0.12 La047Ca047Mn0980255 

Table 8.10 Chemical analysis results for LaICaMnO3 samples of nominal 

composition x = 0.46 and x = 0.50 
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8.3.3 Experimental 

Samples of composition x = 0.50 and 0.46 were loaded into silver holders with a 

mylar window glued on with araldite, and put into an Oxford Instruments 'Orange' 

cryostat. Following a calibration run at room temperature in a transverse field of 20G, 

a series of measurements were then performed observing the nature of the muon 

depolarisation on warming from a base temperature of 130K, in the absence of any 

applied longitudinal field. 

Fitting of the data was performed using the UIDA software on the VAX system at 

ISIS [11]. In the case of the x = 0.46 sample the depolarisation was described using a 

stretched exponential function of the form G (t) = a0  exp(—(At)) with a value for the 

exponent 8 which took the value 1 at high temperatures and was allowed to vary in 

the fit. Previous work [12,13] has suggested that materials which exhibit spin glass 

behaviour will show /3 values which fall, on the approach towards T f, from a value of 

1 in the paramagnetic phase, with a recovery in the value of /3 to a value of either 0.33 

or 0.5 below Tf, this being indicative of a distribution of spin relaxation times. In the 

specific case of the La1CaMnO3 case Heffner et al successfully modelled data 

collected on a sample of composition x = 0.33 with a stretched exponential with an 

exponent of 0.5 at low temperatures. This approach was therefore used as a starting 

point in the modelling, and the fitted values of A. and Pare shown in figures 8.11 and 

8.12. In figure 8.11 the results of a free fit of the value of /I above T c  is shown, with 

the value then fixed at a value of 0.5 at lower temperature. Figure 8.12 shows the 

same data in the region close to T. If however there remains a dynamic component 

to the signal below T, either due to continued fluctuations in the magnet, or due to 
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muon hopping between implantation sites then there will be an exponential decay of 

the signal (i.e. with a value of /3 = 1) at lower temperatures. To examine this 

behaviour, further fitting of the data was performed with a value of 8 allowed to 

freely vary on cooling towards T, and then constrained to equal 1 at lower 

temperatures, the results of which are shown in figure 8.13. The region close to Tc is 

shown in figure 8.14. The peak in the value of 2 is close to the value of T c  determined 

from the dc susceptibility measurements (270K). 
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Figure 8.11 Plot of 2 (open circles) and /3 (filled circles) versus temperature 

obtainedfrom fitting to data taken from the Lao.54Cao.46Mn03 sample with 6 = 0.5 at 

low temperatures 
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Figure 8.12 Plot of 2 (open circles) and ,6 (filled circles) versus temperature 

obtained from fitting to data taken from the Lao.54C410.46Mn03 sample showing the 

region close to Tc 
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Figure 8.14 Plot of 2 (open circles) and/(filled circles) versus temperature obtained 

from fitting to data taken from the Lao. 54Cao.46Mn03 sample showing the region close 

to Tc 

In the case of the x = 0.50 sample fitting of the observed data was performed in a 

similar fashion to that described above. A stretched exponential function was used to 

model the data, with the value of /1 allowed to vary from an initial value of 1. A 'best' 

fit was achieved with a value of fi which fell from a value of around 1 above T c  to a 

value of 0.5 at lower temperatures, in agreement with the work of Heffner et al. The 

values obtained for A, show a peak coincident with the value of Tc and a peak at 

150K suggesting a further change in the charge ordering in the system. The fitted 

values for the values of the relaxation factor 2 and the exponent flare shown in figure 

8.15 below, with the region close to Tc  shown in figure 8.16. 
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In summary the data seem to be broadly consistent with previous measurements. In 

the case of the x = 0.46 sample fitting of the data with a stretched exponential 

function shows a value of the exponent /1 which falls on cooling towards T c  from an 

initial value of 1, to a value approaching 0.5. At lower temperatures, well below Tc, 

there appears to be a dynamic component to the signal as evidenced by fitting of the 

data with a Lorentzian function, however it is not possible to model this accurately 

within the timescale of the measurements performed at ISIS. In the case of the x = 

0.50 sample the behaviour seen is in agreement with the work of Heffner et al. There 

appears to be an additional feature in the data around 150K, possibly relating to 

charge ordering. It is still unclear what physical significance the exponent 0.5 has, in 

relation to the behaviour of the manganite system, since there are no other comparable 

systems where such analysis has been applied. 

8.4 Muon measurements at PSI 

8.4.1 Introduction 

Due to the pulsed nature of the muon beam at the ISIS facility, there is an inherent 

'dead time' which limits the timescale on which measurements can be performed, as 

outlined in Chapter 2. In order to probe faster relaxation times a direct current source 

has to be used, and to this end measurements were performed using the DOLLY 

instrument at the LMtJ at the Paul Scherrer Institute in Vilhigen Switzerland. A 

photograph of the instrument is shown in figure 8.17 below. The muon beam enters 

the target area via the guide tube seen on the right hand side of the photograph. The 

sample itself is loaded into the cryostat, which lies perpendicular to the incident beam 
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the top of the sample rod is being adjusted by the experimenter pictured in the 

foreground. 

A diagram of the detector arrangement is shown in Figure 8.18. The incoming muons 

pass through the detector M and positron emission can then be monitored through the 

use of the B (backward), F (forward), U (up) and D (down) detectors. The R detector 

is not used in the measurements performed here, whilst the B_veto and F_veto 

components allow for collimation of the incident muon beam and rejection of muons 

not stopped by the sample respectively. 

8.4.2 Experimental 

A pellet of sample with composition x = 0.50 (13mm diameter) was attached to a 

silver plate with silver tape, inserted into the spectrometer and cooled to 75K. A 

series of zero longitudinal field measurements were then performed, on warming, to 

determine the temperature dependence of the corrected asymmetry signal. 

A sample with composition x = 0.46 was also run on the DOLLY instrument in a 

similar manner to that described above. A powdered sample (ca. I g) was pressed into 

a pellet of 13mm diameter using a Graspec® pellet press and die. The sample was 

then mounted on a silver plate and secured with silver tape before being loaded into 

the 'Mango' cryostat on the DOLLY instrument. A series of scans were then 

performed from a base temperature of 75K warming up through Tc to room 

temperature. 
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Figure 8.17 Picture of the DOLLY instrument. The muon beam is incident upon the 

sample from the right hand side of the photograph, with the cryostat perpendicular 

to it 
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Figure 8.18 Horizontal cut of the detector arrangement on the DOLLY instrument. 
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Figure 8.17 Picture of the DOLLY instrument. The muon beam is incident upon the 

sample from the right hand side of the photograph, with the cryostal perpendicular 

to it 
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Figure 8.18 Horizontal cut of the detector arrangement on the DOLLY instrument. 
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8.4.3 Data analysis 

In the case of the x = 0.46 sample, the data were fitted initially to a stretched 

exponential function of the form G(t) = b + Nexp(-(t/r))[1+Aoexp(-(At)/cos(Fo.t+çb)]. 

Fitting was performed using data from the forward detector only, within the Minfit 

package [14]. Fitting involved using the routine Norm to determine the value of the 

background and number of counts, and the least-squares minimisation routine Migrad 

to determine the value of the variables A0, A. and 8. The values obtained for the 

asymmetry and relaxation factor are shown below in figures 8.19 and 8.20. 

The results obtained are in broad agreement with those obtained from the MuSR 

experiment. In this case the nature of the exponent /3 falls from an initial value of 1 

(i.e. a Lorentzian function) to a value approaching 0.5 in the region of Tc.  At lower 

temperatures there then appears to be a recovery in the value of /3 indicative of a 

dynamic component to the relaxation signal. Since, as can be seen in figure 8.19, at 

these temperatures the value of the asymmetry is very small, it would appear possible 

that such a dynamic component to the signal, reflects fluctuations within only a small 

fraction of the total moment. In the case of the temperature dependence of the 

asymmetry, this seems to fall on cooling through T , though there is a scatter in its 

value in the region of T c . 

If, as suggested in the MuSR data, there remains a dynamic component to the signal 

below T, then the relaxation signal can be approximated by a combination of a 

Gaussian (static) component, and a Lorentzian (fluctuating) component. The results 

of such a fit are shown below. 
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Figure 8.19 Plot of asymmetry (filled triangles) and A. (open circles) versus 

temperature as determined from least-squares fitting using Migrad, to data obtained 

from the sample La o . 54Cao . 46MnO3 
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Figure 8.20 Plot of stretched exponential exponent 8 versus temperature in the case 

of the sample of composition La054Ca0.46MnO3 
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Figure 8.21 Plot of relaxation coefficients 2 (open circles) and or (open triangles) 

versus temperature obtained in the case ofJItting to the La o . 54Cao . 46MnO3 data sets 

The results obtained, though noisy, are in broad agreement with expectation. The 

value of a shows a maximum in the region of T c  and then rises slowly on cooling, 

whilst the value of 2 peaks in the region of 220 - 240K and then falls away on cooling 

as a larger proportion of the moments become frozen. Such a peak in 2 is consistent 

with the strong divergence in the zero-field cooled and field cooled behaviour seen in 

the dc susceptibility measurements. 

In the case of the x = 0.50 sample analysis was performed in a similar fashion. Fitting 

of the data acquired using the forward detector, using a stretched exponential 
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function, gave values of ? and asymmetry as shown below in figure 8.22. The 

associated values of the exponent flare shown in figure 8.23. 

The data obtained here appears to be more complex than that obtained at ISIS. What 

is observed is a fall in the value of 6 on cooling through T, followed by a recovery of 

Lorentzian behaviour (i.e. /3= 1) on further cooling. Whilst the behaviour of 8 above 

Tc  is consistent with spin glass like behaviour, there appears to be a fraction of the 

moments which remain dynamic below T, this fraction being more significant than in 

the case of the x = 0.46 sample. Such fluctuations must be very fast in nature, since 

there was no evidence for them in the ISIS data. What is also of interest is the 

behaviour of 2 which shows a large maximum at around 190K and a secondary 

feature at around 140K. This may well indicate the onset of charge ordering as 

suggested by previous susceptibility and muon measurements [3,14]. 

To further investigate the behaviour of the system fitting of the data sets was 

performed using a combination of a Gaussian and Lorentzian component to the total 

signal with starting values taken from those obtained in the case of the x = 0.46 

sample. Fitting of the data beginning with the lower temperature data, generated 

values of the relaxation coefficients o (associated with the Gaussian function) and 2 

(associated with the Iorentzian function) as shown in figure 8.24. 
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Figure 8.22 Plot of)?. (open circles) and asymmetry (filled triangles) versus 

temperature obtained for the sample of composition La o . 50Ca0.5oMnO3  
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Figure 8.23 Plot of exponent 8 versus temperature obtained for the sample of 

composition Lao.5oCao.5oMnO3 
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Figure 8.24 Plot of relaxation coefficients )t (open circles) and o (Open triangles) 

versus temperature obtained in the case of fitting to the La 0 . 5oCao.5oMnO3 data sets 
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The results obtained do not allow a clear picture of the behaviour of the system to be 

determined. The value of a shows a general rise on cooling below T, in line with 

expectation of an increased frozen component, though the values of 2 show a far less 

distinct trend. Whilst there is a peak in ? in the region of Tc as illustrated in the 

expanded scale of figure 8.25, there then appears to be a secondary maximum in the 

region of 150K. The stability of the fit is poor in this region, as suggested by the size 

of the error bars associated with these values, with strong correlations between the 

parameters allowed to vary in the fitting routine. This suggests that a single dynamic 

component to the signal is not sufficient in this region. In a further attempt to model 

the data in this region a signal composed of a Gaussian and two Lorentzian 

components was used. However the error associated with both 2 values remained 

significant, and no clear trend in their values was observed. 

8.4.4 Summary 

Data were acquired using both the MuSR and DOLLY instruments. In the case of the 

MuSR data obtained for the composition x = 0.46, there is broad agreement with the 

dc susceptibility measurements performed, and suggest spin glass behaviour in the 

region above Tc. A small degree of spin fluctuation below Tc was evidenced by use of 

a Lorentzian fitting function. The subsequent measurements at PSI also show spin 

glass behaviour above Tc, whilst fluctuations below T c  have been modelled through 

the use of a combined Gaussian and Lorentzian relaxation function. 

The case of the x = 0.50 sample is more complex. The measurements performed on 

the MuSR spectrometer suggest behaviour in agreement with previous measurements 

[13], with the value of the exponent 8 falling to a value of 0.5 in the region of Tc.  A 
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maximum in the value of 2 is seen in the region of Tc and there is a suggestion of a 

further local maximum at around 150K which may point to the onset of charge 

ordering as seen in recent measurements [15]. 

The data obtained using the DOLLY instrument does not fully agree with that 

obtained at ISIS. A breakdown in modelling of the data using a stretched exponential 

function is seen, consistent with continued fluctuations below Tc. This would suggest 

that the Heffner model is not valid within the time window afforded by the work at 

the LM1J facility. However modelling of the data using a combined Gaussian and 

Lorentzian signal, in an attempt to model such fluctuations (as performed successfully 

in other spin glass systems), was inconclusive. Whilst there is a maximum in 2 in the 

region of Tc there also appears to be a maximum in the region of 150K, which cannot 

be successfully modelled, either with the above combined signal, or indeed through 

the introduction of a further Lorentzian component. It remains an open question as to 

the physical origin of this behaviour, though the lack of evidence for such fluctuations 

in the ISIS data suggests that they may be very rapid and possibly even out with the 

time window afforded by DOLLY. 

8.5 Magnetic correlations: D7 Spectrometer 

Previous diffraction data [3] suggested the presence of both antiferro- and 

ferromagnetic correlations in the system when x = 0.50. In an effort to probe these 

correlations a sample of composition La 05Ca0 . 5MnO3 was prepared by reaction of the 

La203, CaCO3 and Mn02. The reactants were ground together and fired at 1400°C for 

two days with intermittent grindings. X-ray diffraction data for the sample showed a 

crystalline majority phase, with a small level of impurity. This impurity was shown to 
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be Mn304  as evidenced by a maximum in the dc susceptibility at around 40K [16]. 

The sample (Ca. 40g) was loaded into a double walled aluminium can, with an id of 

25mm with inner wall of od 20mm, on the D7 spectrometer at the ILL in Grenoble. 

The machine was configured such as to allow full XYZ 3-directional polarisation 

analysis at an incident wavelength of 4.8A, operating as a multi-detector 

diffractometer, rather than with energy analysis and hence as a time of flight 

spectrometer. On cooling, in an 'Orange' cryostat, a rapid loss of the flipping ratio 

TdN) was seen indicative of rapid depolarisation of the incident beam. The 

reduction in flipping ratio was so pronounced that it was not possible to measure the 

magnetic contribution to scattering at any temperatures below the Curie point (270K). 

The sample was then removed and a sample of composition La o .46Cao . 54MnO3  (Ca. 

40g) was loaded into the same double walled aluminium can and cooled to 10K. The 

powder X-ray diffraction pattern obtained for this sample is shown below. 
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Figure 8.26 X-ray powder diffraction pattern obtained from the sample of 

composition Lao.46Cao.54MnO3 
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Evidence for the presence of Mn 304  was seen in dc susceptibility measurements, as 

per the previous sample, whilst the results of chemical analysis, performed as 

described above for the other manganite samples, showed the stoichiometry of the 

sample to be La044Ca048Mn09302.55 . A similarly low spin flip ratio was seen to that 

observed in the case of the La05Ca0 . 5Mn03  sample. A measurement of flipping ratio as 

a function of temperature was then performed to see whether the ratio recovered 

either in the region around TN or at higher temperatures around Tc.  The recovery in 

flipping ratio is shown below. 
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Figure 8.27 Plot of spin-flip ratio vs. temperature for sample of composition 

Lao. 46Cao.54MnO3 on warming from 10K 

A further series of scans were performed at 254,260,270 and 300K allowing full 

deconvolution of the components of scattering, in particular the determination of the 
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magnetic component of scattering. The magnetic scattering cross section at 254K and 

270K respectively is shown in the figure below. 
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Figure 8.28 Plot of magnetic scattering cross section versus Q at T = 270K (black 

circles) and T = 254K (red circles) obtained for the sample La0 46C'ao . 54MnO3 

The figure shows that the scattering cross sections are very similar at both 

temperatures. The rise in intensity at low values of Q is indicative of short range 

ferromagnetic correlations, the rise being steeper in the case of the data obtained at 

the higher temperature. It is clear that ferromagnetic interactions dominate the signal 

in these compounds, and further studies at higher temperatures would allow a 

determination of the strength of such correlations well above the ordering transition. 
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However as can be evidenced in this case the ferromagnetic correlations will swamp 

any contribution to the magnetic scattering cross section from antiferromagnetic 

correlations and so prevent any meaningful determination of the influence of such 

correlations on the magnetic behaviour of the system. 

In summary the measurements performed on D7 show that strong ferromagnetic 

correlations dominate the magnetic scattering over a wide temperature range. 
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Chapter 9 Conclusions 

The work in this thesis has considered the nature of the systems AM 3(SO4)2(OH)6 

(where A = K, H(D) 30; M = Fe,Cr) and La1MMnO3 (where M = Ca,Pb). 

In the case of the KFe 3 (SO4)2(OH)6 system single crystal neutron studies have been 

performed in order to determine the magnetic structure and nature of magnetic 

excitations in the system. Diffraction studies using the D10 instrument at the ILL have 

confirmed the nuclear structure of this material in agreement with previous powder 

diffraction studies, and allowed determination of the critical exponent 8 close to 

TN(62.2K). A clear crossover from 2D to 3D behaviour is seen in the region of 55K, 

whilst the values of the critical exponents obtained are in agreement with theoretical 

predictions for a 3D Heisenberg system. 

Use of the CRYOPAD unit has allowed the first unambiguous determination of the 

magnetic structure at 10K, showing it to be the q = 0 structure, a coplanar structure in 

agreement with previous theoretical predictions. No evidence of multi-domain 

behaviour, is seen in the CRYOPAD measurement. Attempts to determine the nature 

of the spin wave dispersion in the system proved unsuccessful due to the poor signal 

to noise ratio resulting from the small hydrogenated sample used. 

Further studies are required to try and map out the spin wave dispersion, though such 

work requires a larger single crystal than that used in the experiments presented in this 

thesis. Present laboratory preparative routes to jarosites seem unlikely to yield a 

suitable crystal, so use of a further natural sample may well prove more profitable. 
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Measurements performed on a powdered sample of KFe 3(SO4)2(OD) 6  using the D7 

spectrometer at the ILL, show that there is a considerable amount of diffuse 

scattering in the region of TN, which condenses into the Bragg peaks as the sample is 

cooled below TN. It would appear that the fall in intensity of the diffuse scattering 

corresponds exactly to the increase in intensity of Bragg scattering, though further 

more detailed analysis of the present data is required to determine the relationship 

between the two. It should be noted in passing however that use of the data obtained 

is somewhat of an approximation since integration will be performed over only a small 

range in Q-space. The nature of the diffuse scattering seen is in agreement with the dc 

susceptibility data obtained from the single crystal sample, which shows a broad 

feature at around 40K; the studies on D7 show that there is still significant short-

range order at this point, and thus such a broad feature may well correspond to spin 

fluctuations within the kagome planes. 

In the case of the hydronium salt work has been performed on both the [Ni 1 and D7 

spectrometers at the ILL. The former spin echo experiment showed that all the 

moments were frozen on a timescale down to 870ps, at a temperature of 1.5K. This is 

in agreement with pSR studies, performed both with pulsed and direct current muon 

sources, which suggest that there is spin freezing below T f. The experiment performed 

on D7 shows evidence for considerable diffuse scattering .at low temperatures which 

becomes less significant as the sample is warmed through T f. The spin-spin correlation 

length can be modelled using a Warren function, and the results from such fitting 

show a decrease in spin-spin correlation length on warming from 2K, from a value of 

the order of 1 lÀ, to a value of the order of 7A. These values can be rationalised in 
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terms of the geometry of individual kagome 'stars' in the lattice. The inverse relation 

between temperature and correlation length is in agreement with recent theoretical 

predictions, though its exact functional form cannot be determined from these 

measurements. This is in stark contrast to the results obtained for the potassium salt 

which show two-spin correlation lengths of the order of bA over all temperatures. It 

is still unclear how the competing further neighbour in plane exchange and interplanar 

exchange terms are balanced in the two cases, and thus what influences the exhibition 

of long range order seen in the case of the potassium salt. 

To investigate the role of the SO4 group in the interplanar exchange process, neutron 

powder diffraction studies were performed on the three compounds 

KFe3(SO4)2(OH)6, KFe3(Cr04)2(OH)6 and KFe3(Se04)2(OH)6. All the samples 

indexed on the R 3m space group generic to the jarosite family. In the case of the 

sulfate and selenate salts, low temperature diffraction data can be modelled using a 

magnetic phase with space group P 3, as has been used in previous refinements. The 

case of the chromate salt differs in that it shows a ferromagnetic transition at around 

50K, in agreement with previous studies. The similarity in the behaviour of the sulfate 

and selenate salts suggest that in plane exchange terms dominate the Hamiltonian. 

This is surprising however since Se-O bonds will have greater covalent character than 

that of S-O bonds and so might well be expected to promote exchange more strongly. 

This would therefore add weight to the interplanar exchange terms J J" and J" and 

so different behaviour would be expected. The fact that the transition temperatures in 

all three cases are very close in magnitude adds further weight to the hypothesis 



Chapter 9 Conclusions 	 252 

regarding the greater influence of further neighbour interplanar exchange in the case 

of potassium jarosites. 

The difference in behaviour of the chromate salt is also perplexing. The diffraction 

patterns obtained suggest that the magnetic structure is different to those seen in the 

other members of the series, and hence that the size of the nuclear and magnetic unit 

cells are identical. The ferromagnetic component to the dc susceptibility signal seen 

can therefore be rationalised in terms of a canting of the spins in each layer as a result 

of a D-M interaction. The underlying influence on the spin structure is still not clear. 

Neutron powder diffraction studies have also been performed on the 

(D30)Cr3(SO4)2(OD)6 system to investigate its lower temperature behaviour. 

Contrary to previous work no evidence was seen for the onset of ferromagnetic order 

at 2.2K, though this may well simply reflect differences in composition between the 

two samples. However a rise in the small angle component of scattering may well be 

indicative of short range ferromagnetic correlations. Further studies are planned in the 

near future in order to investigate the nature of the diffuse scattering in this system 

more carefully, through polarised neutron scattering studies on the D7 spectrometer 

at the ILL. Low temperature dc susceptibility measurements are also required to 

verify the exact nature of any freezing transition, since the SQUID magnetometer 

currently available can reach temperatures no lower than 1.7K. Muon experiments 

have been performed at the LMIJ facility in Switzerland on a sample of 

(H30)Cr3(SO4)2(OH)6 using a dilution fridge capable of temperatures down to 1 OmK. 

Modelling of the data through the use of both a Gaussian and Lorentzian component 

to the signal function, shows evidence for spin freezing at around 1.5K, though a 
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large fraction of the moments remain dynamic down to temperatures of the order of 

200mK. This behaviour is similar to that previously observed in the case of the sample 

KCr3(SO4)2(OH)6 . Contrary to the deuterated analogue there is no evidence for a 

cusp in the dc susceptibility at around 1.7K, and further studies are required to 

understand why this difference may exist. 

High resolution neutron diffraction studies have been conducted on the system La 1  

CaMnO3 in the region close to where x = 0.50, using the HRPD diffractometer at 

the ISIS facility. All samples index successfully on the Pbnm space group, whilst 

lower temperature magnetic phases have been modelled successfully through manual 

refinement of the moments within a P1 space group. The changes in lattice parameters 

on increasing the calcium concentration in the samples has been rationalised in terms 

of the degree of distortion of the Mn0 6  octahedra and orbital ordering present in such 

systems on cooling from room temperature. Such parameters can be linked to the 

efficiency of double exchange between Mn(III) and Mn(IV) sites in the lattice which 

is of direct relevance to the magnitude of the CMIR effect seen in such systems. pSR 

studies on nominal compositions with x = 0.46 and x = 0.50 have been performed not 

only at the ISIS pulsed muon facility but also at the LMLJ direct current source. The 

ISIS data for both compounds has been modelled successfully through the use of a 

stretched exponential function of the form G(t) = aoexp (-2tf , with the exponent fi. 

falling from 1 at high temperatures to 0.5 in the region of T, consistent with spin 

glass behaviour. Evidence for a dynamic component to the signal below Tc is seen in 

the case of the x = 0.46 sample. The LMU studies in the case of the x = 0.46 sample 

are consistent with those results obtained at ISIS, the use of a combination of 
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Gaussian and Lorentzian functions to model the low temperature data providing 

further evidence of a small fraction of spin fluctuations below Tc.  The data obtained in 

the case of the x - 0.50 sample is very complex, and whilst the modelling of the high 

temperature data is consistent with spin glass behaviour, modelling of the low 

temperature data has proved difficult. There appears to be a larger dynamic 

component to the signal below Tc in comparison with that seen in the case of the x = 

0.46 sample. 

High resolution neutron powder diffraction studies have also been carried out on the 

system La1PbMnO3 with compositions spanning x = 0 - 0.5, using the HPRD 

diffractometer. The parent compound LaMn0 3  has been indexed using a combination 

of a rhombohedral R 3c space group and an orthorhombic Pnma space group. All 

other compositions index successfully on the rhombohedral R 3 c space group. A 

transition to cubic symmetry can be seen on increasing the concentration of lead. 

Clean synthesis of high concentration lead compounds is shown to be difficult due to 

problems with the formation of Mn 304 . Further work is necessary in order to 

investigate other potential synthetic routes to the higher concentration lead 

compounds. 
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Appendix A Spin Glass Models 

1. Edwards-Anderson (EA) Model 

In this model [1] the focus is on temporal order, since there is an absence of long 

range spatial order. Each spin Si becomes locked into a preferred direction whose 

orientation is random over a distribution of sites i. it is possible to define an 'order 

parameter, q thus 

lim 

	

q=1 << S,(0).S(t) >T >C 	 (A.1) 

where q =1 at T = 0, q - 0 as T -* Tj, the subscript T denotes thermal averaging and 

the subscript C configurational averaging over all spins. The model thus attempts to 

'sample' the system at different times, using q as the order parameter, commonly 

called the Edwards-Anderson (EA) order parameter. 

The model is based on the Hamiltonian 

J,S I .S, - 	H..S 1  
(A.2) 

for a random bond 3 D square lattice. i.e. classical spins on sites i and] interact via Jij  

exchange coupling which is randomly chosen via a Gaussian distribution 

1 	
(_j2'\ 

ex 	'ii P(J) = 

	

(2, A2)1/2 P 2A) 	
(A.3) 

where A is the variance in .4. The free energy of the system is then given by 

F = —k8Tln z = —k11TI'r(exp{—H/k8T}) 	 (A.4) 

where z is the partition function. 
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Therefore only variation in spin orientations is considered, the structural disorder 

within the system being frozen in. The problem is that averaging Inz over the 

distribution P(J& is non-trivial. Instead the partition function is averaged to some 

integer power n, in order to give an expression for F(q) in a mean field 

approximation. This in turn can be used to calculate q(T) and hence expressions for 

the internal energy U and the specific heat Cm(T) (=oU/ÔT). The model thus predicts 

an asymmetric cusp in the ac susceptibility at Tj whilst the susceptibility should 

approach a constant value at very low temperatures. This is in good agreement with 

measured ac susceptibilities, though agreement with specific heat data is poor, 

suggesting a problem with the use of a mean field approximation. 

2. Sherrington - Kirkpatrick (SK) Model 

This approach [2] modifies the EA Model by proposing that the true mean field 

theory (mft) of spin glasses should actually be the exact solution of an infinite range 

EA model where every spin (of N in number) couples equally with every other spin. 

Thus the probability distribution P(JIJ) is assumed to be the same for all i-j pairs of 

spins independent of their distance apart. 

Consider an Ising spin glass with a Gaussian distribution of J,, given by 

1 
exp[–(J –J) 2 /2A 2  

2,rA2 	 (A.5) 

where a mean J has been included to allow for the possibility of ferromagnetism. 

Such a Gaussian function requires that = 1 112  and J = Jo / N. Thus 

P(J) = 
(-J —exp[–N(J

i 
	–JO/ N) 2  /2A 2 ] 

(A.6) 
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Use of the 'replica trick' i.e. calculating <z>c rather than <lnz> c , allows calculation 

of F(q,m) and thus, for given ratios of Jo/N expressions for q(T) and M(T). From these 

expressions the SK model predicts both a cusp in the ac susceptibility 

XAC 

= 	[1 - q(T)] 	
) and in the specific heat. However the expression for the 

kBT - J0 [1 - q(T)] 

entropy of the system falls to a negative limit (- Nkp.12,r) at T = 0, a non physical value 

which shows the SK model to be unstable at low temperatures. 

3. Thouless — Anderson — Palmer (TAP) Model 

This model [3] attempts to combine both the EA and SK models in order to model the 

region close to T1, where (1-q) :!~ T/Tj, and the behaviour of the system at low 

temperature in the limit T - 0. In this case 

r 	2 

<Si  >= tanh{__< Si >T 	
1 

k8T 	_j 	[i_<s >]<s, > 
( 	

} 
j 	 (A.7) 

where i = 1,2,3.....N and the local applied field H, is neglected, and the set of N 

coupled equations negates the use of the replica method, a source of instability in the 

SK model. The EA order parameter q is now defined as 

(A.8) 

The expression for the free energy FTAP thus has three terms. Firstly the energy of the 

frozen spin glass, secondly the correlation energy of fluctuations (reduced from the 

paramagnetic result by [1- < 
Si >2

T  ] for each spin) and thirdly the entropy of N Ising 

spins possessing the mean value <Si>T. In the region where T<<Tj  the order parameter 
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behaves as q(T) = 1 - aj (T/iJ) 2  in contrast to the SK model where q = 1 - a2T/zl, 

whilst at T -  T1 there is a saddle point behaviour defining the accessible region 

qo 2 q = 1 - T/Tj, below which divergences in the value of FTAP are seen. 

Calculation of the entropy S of the system, shows STAP -  0 as T— 0 in contrast to the 

SK model, and the TAP ground state vanishes at T=0. However the TAP model 

offers many physical and stable solutions which can be seen as locally stable 

thermodynamic states, whose free energy does not necessarily correspond to a global 

minimum. How do these thermodynamic states relate to real spin glass systems? In 

freezing multi degenerate ground state configurations are created, those with lower 

free energy corresponding to pure equilibrium states, and those with higher free 

energies corresponding to metastable states. To characterise the ensemble of 

equilibrium states a weighting probability is used 

co,, OC exPFaj 	
(A.9) 

where Fa is the free energy of equilibrium state a. 

To distinguish between one equilibrium state a and another 8 one can define a 

'distance' d 2  between the two states as given by ap 

d 2  
- N 	 (A. 10) 

Similarly an overlap between two states a and /1 is given by 

q = 
I  E <s1  >a<Si >p 	

(A. 11) 
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Here the EA order parameter qEA represents states which have the same overlap 

themselves i.e. qaa = qpp = qEA. This then allows the definition of a relationship 

between the distance between states and the degree of overlap between them as given 

by 

d fi  = 2(q — qap) 
	

(A.12) 

The probability distribution P(q) of the various overlaps amongst the pure equilibrium 

states is given by 

P(q) = P (q) = W aWpt5(q ap - q) 
afi 	 (A.13) 

where bar averaging is over different values of the couplings J. 

P(q) is therefore the probability of finding two states with overlap q after weighting 

each state with their ensemble probabilities a,6. In terms of configurational space the 

nature of the free energy can be represented as shown in figure A. 1. 

FE 

Configuration Space 

Figure A. 1 Plot of free energy (FE) vs. configurational space showing the 'multi-

valley' energy landscape ofpossible thermodynamic states 
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Thus the lowest lying minima represent pure equilibrium states, with metastable states 

at higher energies; on cooling the spin glass may become stuck in one of these 

metastable states and become non-ergodic, that is to say unable to explore all of 

configurational space. The height of energy barriers is directly proportional to the 

number of spins N in the system, and hence any attempt to pass from one solution to 

another by flipping of spins, requires spin flips which increase the energy of the system 

by amounts of order N. This explains the depth of the 'valleys' in configurational 

space, and since the time taken to pass from one 'valley' to another is the exponential 

of the height of the lowest saddle point between the two valleys, it is unsurprising that 

there are many different spin relaxation times present in the system. It also explains 

some of the problems encountered in computer modelling of such systems, since 

routines can easily get anchored in a particular solution 'valley' and be unable to 

explore any further regions of configurational space. 

4. Droplet Model 

This is a phenomenological scaling theory of droplet excitations in short range Ising 

spin glasses [4]. A droplet in its ground state is defined as the lowest energy 

excitation of length state L around a particular point x. Such a droplet has all its spins 

placed in opposite directions with respect to those in the ground state F.i.e. F is a 

global reversal of spins inside length scale L, and is illustrated below. 
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r 

Figure A.2 Schematic diagram of the droplet model. Spin reversal of all spins within 

length scale L generates a ground state iT Outside the droplet all the spins are 

aligned with ground state iT 

Thus it is assumed that a phase transition occurs below T1 where a global spin reversal 

leads to a breaking of symmetry and only two pure equilibrium states are related by 

this global symmetry. 

A distribution of free energies is present as described by the expression 

FL cx y(T)L ° 
	

(A.14) 

where y is a stiffness constant. 

At 0< 0 the magnitude of the free energy, F. is directly proportional to L, thus low 

lying excitations can develop over increasing length scales eventually leading to the 

destruction of the frozen spin glass state. Calculation of the correlations between 

droplet free energies suggests that a true phase transition is expected. Annihilation 

and creation of droplet excitations determines the equilibrium low frequency dynamics 

of the ordered phase and the free energy is assumed to be low such that 
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FLkBT<< yL 9 	 (A.15) 

Typical free energy barriers are B V' where 9.:s-  .:!~'d-1 

Thus a droplet of scale L will last for a time r given by 

=TO  expi
( B 
 

k BT 

This also gives 

T 	LW  
or 

( TO) kBT 	 (A.16) 

In col 
-1~(O/y.') 

ffrii) 
-, 

IInwI 	 (A.17) 

In the case of 3D spin glasses the droplet model assumes conventional dynamic 

scaling is operative. 
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Appendix B Rietveld refinement results from data obtained 

on the system KFe3(X04)2(OII)6  (where X = S, Cr and Se) 

and the system (D30)Cr3(SO4)2(OD)6  

Atom 	 x 	 y 	 z 	 site symmetry 

Fe 0.1667 -0.1667 -0.1667 2/M(110) 

S 0 0 0.3085 3M(100) 

01 0 0 0.3943 3M(100) 

02 0.2208 -0.2208 -0.0511 M(1 10) 

03 0.1333 -0.1333 0.1332 M(110) 

K 0 0 0 -3M(110) 

Space group R 3m 	 lattice parameters a = 7. 3L4 c = 17. 2L4 

Table B. 1 Atom positions for the sample KFe 3 (SO4)2(OD)6 obtained from refinement 

ofpowder X-ray diffraction data 
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Atom 	 x 	 y 	 z 	 site symmetry 

Fe 0.1667 -0.1667 -0.1667 21(1 10) 

Cr 0 0 0.3134 3M(100) 

01 0 0 0.4055 3M(100) 

02 0.2119 -0.2119 -0.0519 M(110) 

03 0.1303 -0.1303 0.1379 M(110) 

K 0 0 0 -3M(110) 

Space group R 3m lattice parameters a = 7. 444 c = 17.484 

Table B.2 Atom positions for the sample KFe 3(Cr04)2(OH)6 obtainedfrom 

refinement of powder X-ray diffraction data 

Atom 	 x 	 y 	 z 	 site symmetry 

Fe 0.1667 -0.1667 	 -0.1667 21M(1 l0) 

Se 0 0 	 0.3115 3M(100) 

01 0 0 	 0.4040 3M(100) 

02 0.2139 -0.2139 	 -0.0537 M(l10) 

03 0.1286 -0.1286 	 0.1380 M(110) 

K 0 0 	 0 -3M(110) 

Space group R —3 m lattice parameters a = 7.404 c = 17.5 74 

Table B. 3 Atom positions for the sample KFe 3 (Se04)2(OH)6 obtainedfrom 

refinement of powder X-ray diffraction data 
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Atom x y z frac uiso/A2  site 
symmetry 

Fe 0.16667(0) -0.16667(0) -0.16667(0) 1.00(0) 0.00339(14) 21M(110) 

S 0(0) 0(0) 0.30062(15) 1.00(0) 0.03193(6) 3M(100) 

01 0(0) 0(0) 0.391851(5) 1.00(0) 0.00604(13) 3M(100) 
02 0.22218(3) -0.22218(3) -0.05435(3) 1.00(0) 0.00604(13) M(110) 

03 .123211(4) -.123211(4) .136162(3) 1.00(0) 0.00604(13) M(110) 

04 0.22218(3) -0.22218(3) -0.05435(28) 1.00(0) 0.00604(13) 
05 0.12321(4) -0.12321(4) 0.13616(3) 1.00(0) 0.00604(13) 
K 0(0) 0(0) 0(0) 0.60(0) 0.10656(19) -3M(100) 

07 0(0) 0(0) -0.0601(0) 0.15(0) 0.10656(19) 
Dl -0.06457(0) 0.06457(0) -0.03889(0) 0.15(0) 0.02339(3) M(110) 

D2 0.19269(35) -0.19269(35) 0.11174(27) 1.00(0) 0.02339(3) M(1 10) 

a =  b =  7.23832(29)Ac =  16.98603(89)A a = #=  90° y= 120° Volume =770.724(56)A 3  
J= 580.7 R= 0.0559 

Table B.4 Rietveld refinement results for D20 data obtainedfrom KFe3(SO 4)2(OD)6 

at 80K 

Atom x y z frac uiso/A2  site 
symmetry 

Fe 0.16667(0) -0.16667(0) -0.16667(0) 1.00(0) 0.00110(17) 2/M(110) 
S 0(0) 0(0) 0.31875(15) 1.00(0) 0.06589(9) 3M(100) 

01 0(0) 0(0) 0.40077(5) 1.00(0) 0.00811(15) 3M(100) 
02 0.21951(3) -0.21951(3) -0.05354(3) 1.00(0) 0.00811(15) M(1 10) 
03 0.12549(4) -0.12549(4) 0.13496(3) 1.00(0) 0.00811(15) M(110) 
04 0.22218(3) -0.22218(3) -0.05435(28) 1.00(0) 0.00811(15) 3M(100) 
05 0.12321(4) -0.12321(4) 0.13616(3) 1.00(0) 0.00811(15) 3M(100) 
K 0(0) 0(0) 0(0) 0.60(0) 0.08000(19) -3M(100) 
07 0(0) 0(0) -0.0601(0) 0.21(0) 0.00811(15) 3M(100) 
DI -0.06457(0) 0.06457(0) -0.03889(0) 0.21(0) 0.04537(3) M(1 10) 
D2 0.19109(35) -0.19109(35) 0.11382(27) 1.00(0) 0.04537(3) M(1 10) 

a =  b =  7.23660(1 1)A c = 16.98231(3)A a = fl 90° r= 120° Volume 770.724(56)A 3  
= 11.00 R wp  0.0775 

Table B.5 Rietveld refinement results for D20 data obtainedfrom KFe 3 (SO4)2(OD)6 

at 62K 
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Atom x y z frac uiso/A 2  site 
symmetry 

Fe 0.16667(0) -0.16667(0) -0.16667(0) 1.00(0) 0.00562(18) 2/M(1 10) 
Cr 0(0) 0(0) 0.3124(6) 1.00(0) 0.00102(5) 3M(100) 
01 0(0) 0(0) 0.4086(4) 1.00(0) 0.00520(0) 3M(100) 
02 0.21378(26) -0.21378(26) -0.05482(29) 1.00(0) 0.00520(0) M(1 10) 
03 0.12586(27) -0.12586(27) 0.13950(23) 1.00(0) 0.00520(0) M(110) 
K 0(0) 0(0) 0(0) 1.00(0) 0.00963(6) -3M(100) 

1-12 0.1937(5) -0.1937(5) 0.1155(4) 1.00(0) 0.00287(0) M(110) 

a = b = 7.36018(24)A c = 17.21445(103)A 
a 11- 900  y = 120° Volume = 807.608(59) A3  

,=68.33 R=0.0121 

Table B. 6 Rietveld refinement results for D20 data obtained from the sample 

KFe3(Cr04)2(OI-I)6 at 80K 

Atom x y z frac uiso/A 2  site 
symmetry 

Fe 0.16667(0) -0.16667(0) -0.16667(0) 1.00(0) 0.01268(2) 21M(1 10) 
Cr 0(0) 0(0) 0.31263(2) 1.00(0) 0.02249(7) 3M(100) 
01 0(0) 0(0) 0.41345(11) 1.00(0) 0.02395(5) 3M(100) 
02 0.21378(8) -0.21378(8) -0.05482(8) 1.00(0) 0.02214(27) M(1 10) 
03 0.12521(9) -0.12521(9) 0.13943(6) 1.00(0) 0.00318(2) M(110) 
K 0(0) 0(0) 0(0) 1.00(0) 0.00377(12) -3M(100) 
Hi 0.03282(3) -0.03282(3) -0.088173(9) 0.50(0) 0.08000(11) M(1 i0) 
H2 0.19593(19) -0.19593(19) 0.11595(12) 1.00(0) 0.03726(4) M(110) 
04 0(0) 0(0) -0.04006(13) 0.50(0) 0.08000(15) 3M(100) 

a = b = 7.35133(12)A c = 17.22077(2)A 
a = 5= 90° y= 120° Volume = 805.964(12)A 3  

=68.33 R=0.0121 

Table B. 7 Rietveld refinement results for D20 data obtained from the sample 

KEe3(Cr04)2(OI-I)6 at 12K 
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Atom x y z frac uiso/A2  site 
symmetry 

Fe 0.16667(0) -0.16667(0) -0.16667(0) 1.00(0) 0.01731(25) 21M(110) 
Se 0(0) 0(0) 0.3098(4) 1.00(0) 0.00167(3) 3M(100) 
01 0(0) 0(0) 0.4030(5) 1.00(0) 0.00941(14) 3M(100) 
02 0.21302(35) -0.21302(35) -.0543(4) 1.00(0) 0.00941(14) M(1 10) 
03 0.1254(4) -0.1254(4) 0.13957(33) 1.00(0) 0.00941(14) M(1 10) 
K 0(0) 0(0) 0(0) 1.00(0) 0.025(0) -3M(100) 
H2 0.1935(6) -0.1935(6) 0.1164(5) 1.00(0) 0.01708(29) M(1 10) 

a =  b=7.32966 (29)Ac =  17.33983(12)A a = ,8= 90'  y 120° Volume =  806.759(62)A3  
= 140.1 RwP  

Table B. 8 Rietveld refinement results for D20 data obtained from the sample 

KFe3(Se04)2('OH)6 at 161K 

Atom x y z frac uiso/A2  site 
symmetry 

Fe 0.16667(0) -0.16667(0) -0.16667(0) 1.00(0) 0.00323(4) 2/M(1 10) 
S 0(0) 0(0) 0.31020(4) 1.00(0) 0.00167(0) 3M(100) 

01 0(0) 0(0) 0.40660(5) 1.00(0) 0.00941(0) 3M(100) 
02 0.213(35) -0.21300(35) 0.0505(4) 1.00(0) 0.00941(0) M(110) 
03 0.1308(4) -0.13080(4) 0.1391(33) 1.00(0) 0.00941(0) M(l 10) 
K 0(0) 0(0) 0(0) 1.00(0) 0.02500(0) -3M(100) 

H2 0.1984(8) -0.1984(8) 0.1114(5) 1.00(0) 0.01708(0) M(1 l0) 

a =  b=7.323397(4)Ac =   17.23025(12)A a =  6 = 90" y= 120° Volume =  805.659(6)A3  
= 10.43 &P  = 0.0549 

Table B.9 Rietveld refinement results for D20 data obtainedfrom the sample 

KFe3 (SO4)2(OH)6 at 5K 
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2-Theta, d9 	 xjUz 2 

Figure B. I Rietveld refinement of D20 data obtained for KFe 3 (SO4) 2(OH) 6  at 80K 
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Figure B.2 Rietveld refinement of D20 data obtained for KFe 3 (SO4) 2('OH) 6  at 62K 
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j -Thrta, deg 	 XiU 

Figure B.3 Rietveld refinement of D20 data obtained fbr KFe 3 t'rO4)2('OH)6 at 80K 

Figure B.4 Rietveld refinement of D20 data obtained for KFe 3 (Cr04)2(OH) 6  at 12K 
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Figure B.5 Neutron Diffraction pattern obtained for KFe3 ('Se04)2('OJ-f)o at 161K 

2-rhet& de.g 

Figure B. 6 Neutron Diffraction pattern obtained for KFe3 (Se04)2(OH)6 at 5K 
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Atom 	x 	 y 	 z 	frac 	uiso/A2 	site 

Cr 0.16667(0) -0.16667(0) -0.16667(0) 1.00(0) 0.00914(25) 2/M(1 10) 
S 0(0) 0(0) 0.3063(10) 1.00(0) 0.00143(27) 3M(100) 

01 0(0) 0(0) 0.3918(4) 1.00(0) 0.00411(18) 3M(100) 
02 0.22093(32) -0.22093(32) -0.05760(22) 1.00(0) 0.00508(11) M(1 10) 
03 0.12697(32) -0.12697(32) 0.13706(28) 1.00(0) 0.00109(3) M(1 10) 
04 0(0) 0(0) 0.0126(13) 0.50(0) 0.01061(4) 3M(100) 
DI -0.0637(16) 0.0637(16) -0.0410(16) 0.50(0) 0.18907(13) M(110) 
D2 0.1973(7) -0.1973(7) 0.1064(6) 1.00(0) 0.01126(4) M(1 10) 

a = b = 7.22604(12) A c = 17.03497(45) A a = /1 = 90° ' = 120° Volume = 770.323(22) A 3  
= 5.548 R H = 0.0541 

Table B. 10 Rietveld refinement results for D2B data obtainedfrom the sample 

(D30) Cr3 (SO4)2(OD)6 at 130K 
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Figure B. 7 Neutron Diffraction pattern obtained for the sample 

(D3 0)Cr3(SO4)2(OD)6 at 130K 
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Appendix C Refined parameters from HRPD work on the 

system La1..CaMn03  

Atom x y z frac uiso/A2  site 
symmetry 

La -0.00264(12) 0.01543(26) 0.25(0) 0.54(0) 0.01326(1) M(001) 
Ca -0.00264(12) 0.02156(41) 0.25(0) 0.46(0) 0.01326(1) M(001) 
Mn 0.5(0) 0(0) 0(0) 1.00(0) 0.00299(11) -1 
01 0.06033(8) 0.48981(12) 0.25(0) 1.00(0) 0.01104(4) M(001) 

02 	-0.27379(8) 	0.27920(7) 	0.03 158(67) 	1.000 	0.01104(4) 

a = 5.43538(25)A b = 5.42500(26)A c = 7.65330(28)A 
cx = 	= 90.00(0)° Volume = 225.673(6)A 3  

= 2.503 R = 0.0425 

Table C. 1 Results from Rietveld refinement of HRPD data obtained for the sample 

La054Ca0 . 46MnO3 at 300K 

Atom x y z frac uiso/A2  site 
symmetry 

La -0.00260(11) 0.01540(1) 0.25(0) 0.54(0) 0.01300(0) M(001) 
Ca -0.00260(11) 0.01540(1) 0.25(0) 0.46(0) 0.01300(0) M(001) 
Mn 0.5(0) 0(0) 0(0) 1.00(0) 0.01266(61) -1 
01 0.05238(11) 0.48866(13) 0.25(0) 1.00(0) 0.00874(37) M(001) 
02 -0.27796(9) .27709(8) 0.03459(5) 1.00(0) 0.00874(37) 1 

a = 5.42886(38)A b = 5.42137(39)A c = 7.65220(34)A 
a = 3 = y = 90.00(0)° Volume = 225.218(6)A 3  

X2 6.826,0.0499 

Table C.2 Results from Rietveld refinement of HRPD data obtained for the sample 

La054Cao.46MnO3 at 200K 
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Atom x y z frac uiso/A2  site 
symmetry 

La -0.01780(11) 0.01830(2) 0.25(0) 0.54(0) 0.00792(12) M(001) 

Ca -0.01780(11) 0.01830(2) 0.25(0) 0.46(0) 0.00792(12) M(001) 

Mn 0.5(0) 0(0) 0(0) 1.00(0) 0.00178(6) -1 
01 0.0544(14) 0.4915(16) 0.25(0) 1.00(0) 0.01218(36) M(001) 

02 -0.2789(11) 0.27560(12) 0.03360(6) 1.00(0) 0.01218(36) 1 

a = 5.42333(34)A b = 5.42 115(36)A c = 7.65500(42)A 
a 	= = 90.00(0)° Volume =225.061(74)A 3  

= 20.28 R = 0.0509 

Table C.3 Results from Rietveld refinement of HRPD data obtained for the sample 

Lao.54Cao.46MnO3 at 150K 

Atom x y z frac uiso/A2  site 
symmetry 

La -0.00461(16) 0.01256(13) 0.25(0) 0.52(0) 0.01349(2) M(001) 
Ca -0.00461(16) 0.01256(13) 0.25(0) 0.48(0) 0.01349(2) M(001) 
Mn 0.5(0) 0(0) 0(0) 1.00(0) 0.00643(1) -1 
01 0.06025(12) 0.48902(2) 0.25(0) 1.00(0) 0.01338(5) M(001) 
02 -0.27455(5) 0.27759(11) 0.03051(13) 1.00(0) 0.01338(5) 1 

a = 5.43034(62)A b = 5.42156(51)A c = 7.64583(34)A 
a = = y = 90.00(0)° Volume = 225.100(7)A 3  

= 3.133 R = 0.0303 

Table C. 4 Results from Rietveld refinement of HRPD data obtained for the sample 

Lao.54Cao.48MnO3 at 300K 
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Atom x y z frac uiso/A2  site 
symmetry 

La -0.00461(2) 0.01256(21) 0.25(0) 0.52 0.01564(1) M(001) 

Ca -0.00461(2) 0.01256(21) 0.25(0) 0.48 0.01564(1) M(001) 

Mn 0.5(0) 0(0) 0(0) 1 1.26100(9) -1 

01 0.04975(11) 0.48959(21) 0.25(0) 1 0.01203(5) M(001) 

02 -0.27851(11) 0.27624(11) 0.03646(4) 1 0.01203(5) 1 

a = 5.42706(49)A b = 5.41839(43)A c = 7.63962(31)A 
a = = = 90.00(0)° Volume = 224.650(8)A 3  

= 4.312 R = 0.0367 

Table CS Results from Rietveld refinement of HRPD data obtainedfor the sample 

Lao.54Cao.48MnO3 at 200K 

Atom x y z frac uiso/A2  site 
symmetry 

La -0.00461(0) 0.01257(2) 0.25(0) 0.52(0) 0.01335(14) M(001) 

Ca -0.00461(0) 0.01257(2) 0.25(0) 0.48(0) 0.01335(14) M(001) 

Mn 0.5(0) 0(0) 0(0) 1.00(0) 0.01195(13) -1 
01 0.04975(6) 0.48959(9) 0.2500 1.00(0) 0.01275(6) M(001) 

02 -0.27851(7) 0.27624(7) 0.03635(3) 1.00(0) 0.01275(6) 1 

a = 5.42525(35)A b = 5.41778(34)A c = 7.63929(33)A 
a = = y = 90.00(0)° Volume = 224.516(17)A 3 

x2- 13.59 R=0.O372 

Table C. 6 Results from Rietveld refinement of HRPD data obtained for the sample 

Lao.54Cao.48MnO3 at 150K 
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Atom 	x 	 y 	 z frac uiso/A2  site 
symmetry 

La 	-0.02143(17) 	0.13737(3) 	0.25(0) 0.50(0) 0.17465(26) M(001) 

Ca 	-0.02143(17) 	0.13737(3) 	0.25(0) 0.50(0) 0.17465(26) M(001) 

Mn 	0.5(0) 	0(0) 	0(0) 1.00(0) 0.01802(5) -1 

01 	0.22122(13) 	0.52525(14) 	0.25(0) 	1.00(0) 	0.10008(2) 	M(001) 

02 	-0.28080(5) 	0.29115(10) 	-0.00836(6) 	1.00(0) 	0.10634(13) 

a = 5.43978(32)A b = 5.38126(27)A c = 7.65534(45)A 
a = = y = 90.00(0)° Volume = 224.094(14)A 3  

Phase fraction 32.0% 

Atom x y z frac uiso/A2  site 
symmetry 

La -0.00211(4) 0.00691(4) 0.25(0) 0.50(0) 0.00117(5) M(001) 

Ca -0.00211(4) 0.00691(4) 0.25(0) 0.50(0) 0.00117(5) M(001) 

Mn 0.5(0) 0(0) 0(0) 1.00(0) 0.00760(21) -1 

01 0.05453(3) 0.47833(3) 0.2500 1.00(0) 0.01328(3) M(001) 

02 -0.27341(2) 0.27738(17) 0.03299(9) 1.00(0) 0.0099(17) 1 

a = 5.42 150(4)A b = 5.40699(32)A c = 7.60665(2)A 
a = = 'j 90.00(0)° Volume = 222.981(46)A 3  

Phase fraction 43.7% 

Atom x y z frac uiso/A2  site 
symmetry 

La 0.25(0) 0.25(0) 0.25(0) 0.50(0) 0.02401(6) M(001) 
Ca 0.25(0) 0.25(0) 0.25(0) 0.50(0) 0.02401(6) M(001) 
Mn 0(0) 0(0) 0 1.00(0) 0.00266(6) -1 
01 0.68749(19) 0.81249(19) 0.2500 1.00(0) 0.02933(28) M(001) 

abc5.47168(13)A 
a = = = 60.09(2)° Volume = 1 16.067(18)A 3  

Phase fraction 24.3% 

Table C. 7 Results from Rietveld refinement of HRPD data obtained for the sample 

Lao.5oCao.5oMnO3 at 300K Final statistics offit z2 = 3.083 	= 0.0317 
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Rietveld refinement profiles obtained for samples of 

composition La 1..CaMn03  and La 1..PbMn03  
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Figure C. 1 Rietveld refinement of HRPD data from Lao. 54C'a0 . 46MnO3 at 300K 
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Figure C.4 Rielveld refinement of HRPD data taken from Lao.52CaO.48MnO.3 at 300K 
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Figure C.5 Rietveld refinement of HRPD data taken from Lao.52Ca 48MnO3 at 200K 
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Figure C. 7 Rietveld refinement of HRPD data taken from Lao5oCa0s0MnO3 at 300K 
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Figure C. 8 Rietveld refinement Of HRPD data taken from LaMn0 3  at 300K 
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Figure C. 9 Rietveld refinement of HRPD data taken from Lao. 9Pb o . jMnO3  at 300K 
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Figure C. 10 Rietveld refinement of HRPD data taken from Lao80Pbo.2oMnO3 at 300K 
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Figure C. 11 Rietveld refinement of HRPD data taken from Lao.7oPb o . 30MnO3 at 300K 
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Neutron spin echo study of magnetic fluctuations in the kagome 

antiferromagnet (D 30)Fe3(SO4)2(OD)6  

G.S. Oakley', S. Pouget', A. Harrison * , J.V. Frunzkeal,  and D. Visserc 
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Department of Physics, The University of Warwick, Coventry, CV4 7AL, UK 

Abstract 

The kagome lattice with antiferromagnetic nearest-neighbour exchange provides a simple 

example of a geometrically frustrated magnet with a highly degenerate ground state. 

Theoretical work indicates that the static and dynamic correlations of this magnet are 

unconventional, with strong fluctuations down to very low temperatures. Deuteronium 

Jarosite ((D 30)Fe3(SO4)2(OD)6) provides a rare example of a suitable model material to 

test such theory. dc susceptibility studies show strong antiferromagnetic exchange 

between the S=5/2 moments (Ocw  -700K), and a spin-glass transition at T f  13K. We 

report neutron spin echo measurements on this compound using the polarised neutron 

spectrometer ThU 1 at ILL taken with momentum transfer Q = 1.35A - ' for times ranging 

from 9.7 to 870 Ps. The magnetic fluctuations were observed to slow down gradually on 

cooling through T 1, until they appear to be static at the shortest experimental timescale at 

1.5K. 
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Introduction 

Kagome Heisenberg antiferromagnets have been the focus of considerable experimental 

and theoretical activity over the past few years on account of the unusual ground state 

and excitations shown by this highly frustrated magnet{l-4]. The topology of nearest-

neighbour exchange on this lattice leads to a highly degenerate ground state. The 

consensus of theoretical work is that as the temperature of the system is reduced, the 

spins condense to a strongly fluctuating coplanar array[3,4], but it is still not clear 

whether there is any long-range order as T -)~ 0. There are relatively few suitable model 

materials to test such theory, and the most-studied compound in this field, the layered 

garnet SrCr8Ga4+Oi9 (SCGO(x)) [5-7], has a crystal structure that deviates significantly 

from the simple kagome lattice [5-7]. 

An alternative model material is provided by the Jarosite family of minerals [8], 

AFe3(SO4 )2(OH)6  (where A is a univalent cation, most commonly K), and isomorphs in 

which Fe  31  is exchanged for another trivalent cation such as A1 3 , Cr3 ' [9], Gal-  [10] or 

V'+ [ 1 11. For the iron compounds, Fe 3  ions sit at the vertices of a kagome lattice, acting 

as S = 5/2 Heisenberg moments coupled through strong antiferromagnetic exchange (O cw  

-700K) and in almost all cases, magnetic long-range order is observed below TN 55K. 

The exception is the hydronium salt[10] (A = H30) for which dc susceptibility 

measurements reveal a spin-glass-like transition at T f  15K, and powder neutron 

diffiaction from a deuterated sample reveals diffuse scattering at low temperatures, 

indicative of short-range magnetic correlations whose length 19 A at 2K. Muon spin 

relaxation data taken on this sample on spectrometer EMU at ISIS revealed that the 
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moments 5lO\s do\\ n as  this material is cooled to V, and do so in a lhshion characteristic 

of a spin-glass 12 1.  I. n1brtunatels . the time-vs indow pros ided hs this instrument does not 

extend to sutTicientiv small values to allo\\ us  to observe spin freezing. so 'se studied 

laster magnetic fluctuations by neutron spin echo (NSE) measurements using the 

polarised neutron spectrometer IN  1 at the Institut Laue-Langevin (ILL). 

Experimental 

log of ( DO)Fe(SO. ):(()D), was made in fiiur hatches h a modification of an 

established hdrothermal roulej 101. I lydronium jarosite is commuill) prepared h 

hydrolysis of a solution of ferric sulphate, in turn prepared by dissolving 

Fe2(SO4 )3 .x(H20) in water. In order to minimise the level of hydrogen in the sample, 

anhydrous Fe 2(SO4 )3  was prepared in a fine, crystalline form and hydrolysed in a PTFE-

lined steel bomb in D 20 for 39 hours at 155°C. Exchange of D with H from atmospheric 

water is very rapid for all stages in the synthesis and also for the product, so carc was 

taken to perform manipulations either under an inert atmosphere, or as quickly as 

possible if it was necessary to handle the sample in air. The ratio HID in the final product 

was estimated as 1/20 by polarised neutron scattering on diffractometer D7 at ILL. The 

magnetic freezing transition T f  was determined as 13.0±0.1K for every batch in the 

preparation. 

The sample was loaded into an annular aluminium sample can, placed in an ILL 'Orange' 

cryostat on the polarised neutron spectrometer INI I at ILL and the wavelength was set 

at 5.7A. 
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The amplitude of the paramagnetic NSE measured at a time I gives a direct measure of 

the real part of the intermediate scattering law Sm(Q, t) for fluctuations of wavevector 

Q[13]. For all our measurements, Q was fixed at 1.35 A', which is as close as possible 

to the maximum in S(Q) for the magnetic diffuse scattering, whilst avoiding any 

significant contribution from nuclear Bragg scattering. The NSE signal was measured for 

values of t ranging from 9.7 to 870ps, and temperatures from the base experimental 

temperature of 1.5K to 60K. Each t scan was normalised to the magnetic structure factor, 

Sm(Q, t = 0), which was determined using three-dimensional magnetic polarisation 

analysis, and the data were finally divided by the normalised spectrometer resolution 

function, which had been determined with a quartz sample for the same values of I. The 

results of these measurements are displayed in Figure 1 for temperatures spanning the 

magnetic freezing temperature as determined by dc susceptibility. Data taken above 20K 

have not been included because the signal was too weak to be measured in the time 

available with meaningful statistics. 

Although the data are noisy, it is quite clear that the system is dynamic at time-scales of 

the order of 100 ps at 20K, and gradually freezes as it is cooled through T f  until at 2.0K, 

Sm(Q, I) tends to Sm(Q, 1= 0), indicating that all moments are frozen on time-scales up to 

870 ps. The freezing transition is illustrated in a different fashion in Figure 2 which 

displays the NSE amplitude, corrected for the resolution measured with quartz, for I 

870 or 87 Ps as the sample was cooled from 60K to the experimental base temperature of 

1.5K. 
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This type of gradual freezing transition is similar to that seen in conventional' spin 

g1asses 131 where a broad spectruni of relaxation times is observed over a wide range of 

temperature from very lov, values to significantly above F. For such glassy systems, the 

short-time component is generally found to adopt a Kohlrausch 'stretched' exponential 

torm[13. 141: 

S(Q.i) / S(Q.0) = exp(—(I / r)") 	 [11 

here r is the macroscopic relaxation time and the exponent /3 reflects the type of 

trajectory the system takes through phase space as it attempts to overcome a succession 

of energy barriers [15,16]. Our data are not sufficiently good to determine r and j9 

simultaneously in an unconstrained fashion with great confidence, so we fitted the data 

for the 20K measurement to a simple exponential (/1 =I in [1]) to obtain an optimised 

value of r= 15±1 ps; the outcome of this procedure is included in Figure 1. 

Discussion and Conclusions 

The observation of glassy spin dynamics in a magnet that is quite homogenous in terms of 

exchange interactions and occupancy of the magnetic lattice is quite remarkable, though 

paralleled by the behaviour of certain other frustrated antiferromagnets: similar glassy 

dynamics are observed by muon spin relaxation measurements in SCGO(x) [5] and 

(D 30)Fe3(SO4)2 (OD) 6  [12] as well as by NSE in SCGO(x) [7]. A simple model exists to 

rationalise glassy behaviour in a homogenous kagome antiferromagnet, based on creation 
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of topological defects, as blocks of spins rotate cooperatively at no or little energy 

cost[17]. Weak interactions between such inhomogeneities, arising from minor 

perturbations to the simple nearest-neighbour Hamiltonian such as further-neighbour 

exchange, lead to a freezing transition, but the temperature of this process and its detailed 

dynamics have not been modeled in any detail. An estimate for the magnitude of the 

energy barriers produced by interactions between such defects may be provided by 

further measurements of the NSE signal for a wider range of temperatures above T 1, 

applying an Arrhenius analysis to a set of value of r as a function of temperature. 

Acknowledgements 

We wish to thank A.S. Wills for advice for the sample preparations. B. Ferago for help in 

preparing for the NSE measurements, ILL for technical support and neutron scattering 

facilities, and EPSRC for a studentship. 

References 

C. Brohoim, G.Aeppli, G.P. Espinosa and A.S. Cooper, Phys. Rev. Lett. 65 (1990) 

3173 

S.-H. Lee, C. Brohoim, G. Aeppli, T. G. Perring, B. Hessen and A. Taylor, Phys. 

Rev. Lett. 76 (1996) 4424 

J.T. Chalker, P.C.W. Holdsworth and E.F. Shender, Phys. Rev. Left. 68 (1992) 855 



Appendix D Published papers 	 290 

E.F. Shender, V.B. Cherepanov, P.C.W. Holdsworth and A.J. Berlinsky, Phys. Rev. 

Lett. 70 (1993) 3812 

Y.J. Uemura, A. Keren, K. Kojima, L.P. le, G.M. Luke, W.D. Wu, Y. Ajiro, T. 

Asano, Y. Kuriyama, M. Mekata, H. Kikuchi and K.Kakurai, Phys. Rev. Lett. 73 (1994) 

3306 

S.-H. Lee, C. Brohoim, G. Aeppli, A.P. Ramirez, T.G. Perring, C.J. Carlile, M. 

Adams, T.J. L. Jones and B. Hessen, Europhys. Lett., 35 (1996) 127 

Y.J. Uemura., B.D. Gaulin, M. Mekata, I. Mirebeau, J.L. Tholence and S. Pouget, J. 

Magn. Magn. Mat. 177-181 (1998) 701 

M.G. Townsend, G. Longworth and E. Roudaut, Phys. Rev. B. 33 (986) 4919 

S.-H. Lee, C. Brohoim, M.F. Collins, L. Heller, A.P. Ramirez, C. Kioc, E. Bucher, 

R.W. Erwin and N. Lacevic, Phys. Rev. B. 56 (1997) 2161 

A.S. Wills, A. Harrison, S.A.M.Mentink, T.E. Mason and Z. Tun, Europhys. Lett. 

42 (1998) 325 

A. S. Wills, Ph.D. Thesis, The University of Edinburgh (1997) 

A. Harrison, A.S.Wills, D. Visser and J.S. Lord, ILL Annual Report for 1996, 

RB783 8 

F. Mezei and A.P. Murani, J.Magn.Magn.Mat. 14 (1979) 211 

B.V.B. Sarkissian, J. Phys.C.:Condens. Matt. 2 (1990) 7873 

R.G. Palmer, D.L. Stein, E. Abrahams and P.W.Anderson, Phys. Rev. Lett. 53 

(1984) 958 

F. Mezei, W. Knaak and B. Farago, Phys. Rev. Lett. 58 (1987) 571 

1. Ritchey, P. Chandra and P. Coleman, Phys. Rev. B 47 (1993) 1534 



Jj)cJ1c1i?_j) Pu/?!Licci12!per.s 
	 291 

1.0 
CD 

E 
C') 
z: 	0.5 

E 

U' 
IT 

jl.5K 

10  

115K 	 If 
0.0' 

10 
••.l 

i00 	 1J000 
time (ps) 

Figure 1. Time dependence of the NSE amplitude, normalised to the magnetic structure 

factor S m(Q,tI) and corrected for the instrumental resolution, as the sample is cooled 

through the freezing transition. The various temperatures are denoted by filled circles 

(1.5K), filled squares (2 K) filled triangles, (10K), open triangles (15K) and open circles 

(20K), and the line through the 20K data set shows the least-square fit of an exponential 

decay to the data. 
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Abstract: 

This paper reports a full 3-directional (XYZ) polarisation analysis study of the short 

and long range order in D 3 0Fe3 (SO4)2(OD)6 and KFe 3(SO4)2 (OD)6  performed on the 

D7 Diffractometer at the ILL. Both compounds belong to the jarosite family of 

minerals. The Fe 3+  ion in these materials are arranged in a two dimensional kagome 

lattice which exhibits, in the case of antiferromagnetic superexchange, a strong 

geometric frustration. Only short range magnetic correlations down to 1.5K have 

been observed in the D 30 salt, in contrast to the successive long range magnetic 

ordering transitions seen in the K salt at TNI 65K and TN2 50K respectively. The 

diffuse scattering observed in the deuteronium salt is compared with the theoretical 
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predictions for the magnetic structure factor for a kagome lattice with nearest - 

neighbour antilerromagnet ic exchange. 

Introduction 

The jarosite family of minerals AFe 3 (SO4 )2 (OD) 6 , where A is a monovalent cation, 

provides magnetic materials of a model kagome lattice type [1]. The kagome lattice 

can he viewed as a two-dimensional network of corner-sharing triangles resulting in 

four superexchange pathways per magnetic ion. isotropic magnetic superexchange 

and/or XY anisotropy introduce in such a system geometric frustration resulting in a 

1200 type magnetic spin ordering per triangle. However, the topology of the 

superexchange within the lattice induces a highly degenerate ground state. Theoretical 

predictions indicate that the magnetic moments condense in strongly fluctuating 'a 43 

x a J3' coplanar spin configurations as T -3 0 K [2,3]. 

Presently only D 3OFe 3 (SO4 ) 2(OD)6  [4] seems to show the characteristics of a fully 

frustrated groundstate with spin freezing observed at Tf = 13.8 K. DC susceptibility 

measurements show, below this temperature, divergence between the zero field 

cooled (ZFC) and field cooled (FC) behaviour, whilst AC magnetic susceptibility 

measurements have a frequency dependence below T,f. The dynamics of this spin 

glassy state were determined by muon spin relaxation and neutron spin echo studies. 

The results show that the moments are frozen at T = 1.5 K (see present 

proceedings)[ 10]. 
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\ll other 'e-jarosites show a transition to the so called 'q = 0' magnetic structure at 

1.. 	65 K 15 j. This long range magnetic order is attributed to a partial occupancy of 

the magnetic Ic lattice ( 9(Yto). an order h disorder eI1ct hich is vell 

demonstrated in D3 0Fe3(SO4)2 (OD)6 (with an Fe  3+  occupancy of> 97%) when doped 

with A13  [6]. A neutron powder diffraction study of D 3 0Fe3(SO4)2(OD)6 showed the 

presence of only weak magnetic scattering contribution around Q 1.05 A'. 

Unfortunately the weakness of the magnetic scattering did not allow either the form of 

the diffuse scattering to be determined over an extended Q range, nor an accurate 

determination of the magnetic moment. 

In this paper we present the first results of a full neutron polarisation study of 

D 3 0Fe3(SO4 )2 (OD)6 , A = K, D3 0, which was carried out on the D7 diffiactometer at 

the Institut Laue Langevin, Grenoble. The XYZ method [7] allows the separation of 

the magnetic scattering from the nuclear scattering and the spin incoherent scattering, 

as well as a determination of the ratio of the diffuse and Bragg component of this 

magnetic scattering. The compound K Fe 3(SO4)2 (OD)6  has an Fe' -  site occupation 

level of 90(2)% and shows magnetic long range order at TN = 65 K. In Fig. 1(a) the 

powder diffraction pattern taken at 1.5K is shown. Both nuclear and magnetic 

reflections are present. In Fig. 1(b) only the magnetic part of the scattering process, 

determined using full neutron spin polarisation analysis, is displayed. The magnetic 

Bragg scattering corresponds to the 'q = 0' spin structure. At 1.5K there is still a 

considerable amount of diffuse scattering. Integrating the magnetic intensity over the 

Q range 0.25 :!~ Q :!~ 2.5 A- ' covers an average 76% of the magnetic form factor 

squared, corresponding to a differential coherent magnetic cross section (d/dQ) of 

2.19 barns/sr.formula unit (fmu). For the total magnetic cross section / finu (3 Fe3 
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ions) one should expect to find a cross section of 3.8 barns/sr.finu. Therefore 43% 

of the cross section is not observed. 

The observed magnetic cross section at T = 1.5K can be divided into 1.56 

barns/sr.fmu for the magnetic Bragg scattering, with 0.62 barns/sr.fmu distributed 

over the whole Q range as diffuse magnetic scattering as shown in Fig. 1(c). The 

missing part of the magnetic scattering will have inelastic character. Fig. 1(c) also 

shows the magnetic scattering profile above TN =  70K. All the magnetic scattering is 

now diffuse and the cross section obtained is 2.14 barns/fmu. 

In Fig. 2(a) the diffraction pattern of D 3 0Fe3(SO4 )2(OD)6 at 2K is shown. No 

magnetic Bragg scattering is observed whilst the diffuse magnetic scattering is hardly 

visible. Full polarisation analysis allows an unambiguous determination of the 

magnetic scattering component as shown in Fig. 2(b). The magnetic cross section at 2 

K, corresponds to 2.34 barns/sr.fmu when integrated over the same Q range as for 

KFe3(SO4)2(OD)6. 

The diffuse magnetic scattering in D 30Fe3(SO4 )2(OD)6  measured with an incident 

wavelength of 1.99 A [4] peaks at Q = 1.1 A 1  and was fitted to a Warren type 

function [8], giving an in plane two spin correlation length of = 19(2) A. The 

diffuse magnetic scattering profile as obtained from the present polarisation study ( X 

= 4.58 A) shows a strong similarity in its profile. However it is clear that additional 

scattering due to higher order components is present for Q > 1.3 A - ' . A 

determination of the scattering cross section S(Q) for an antiferromagnetic kagome 

lattice with nearest neighbour superexchange using Monte Carlo (MC) techniques [9] 

shows that S(Q) peeks at Q = 1.1 A' . The MC calculations show a further structure 

at Q = 2.4 and Q = 3.5 A . Such features are clearly not present in our data which 
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may indicate that the in plane next nearest neighbour and inter-planar superexchange 

pathways play a substantial role in shaping the Ibrm o!S(Q). 

I'he similarit of the difThse magnetic scattering profile in D;OFe( SO4  ) 2 (OD)6  at T 

1.5K (Fig. 2(b)) and KFe3 (SO4 )2(OD)6 measured 5K above TN,  Fig. 1(c), shows that 

the correlation lengths in both compounds correspond to the diameter of an individual 

kagomé star. 

Although the shape of S(Q) is similar in both cases, it represents different types of 

states. In the case ol' the K salt the s stem is entirely dN namic. whilst the pro lile at 2K 

in the IM) case retlects the () dcpcndence ol the Iroten moment. A previous neutron 

spin echo study suggests that the magnetic moments in the latter case are dynamic at 

time scales of the order of 100 ps at 20K and gradually freeze as the material is cooled 

through Tf  until at 2K, all moments are frozen on the timescale up to 870 .ts [10]. 

The temperature dependence of S(Q) of D 3 0Fe3 (SO4)2(OD)6 shows that the 

scattering profile changes very little between 2 and 20K. Diffuse magnetic scattering 

has been observed up to T> 5T f . It has to be noted that in both cases a contribution 

to S(Q) may be present due to the dynamic (inelastic) response integrated in by the 

two-axis diffraction condition on D7. The energy transfer window on D7 for the given 

wavelength of 4.58 A is typically -3.5 :!~ o !~ 10 meV. This inelastic response may 

cause an overestimation of the cross-section value of the elastic magnetic signal. This 

effect has been clearly observed in the extended Q range data ( 2 - 4 k) for 

D3 0Fe3(SO4 )2(OD)6  , at the wavelength of 3.5 A, whilst similar observations have 

been seen for the closely related system SCGO(x) [11]. 
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Fig. 1 (a) Diffraction pattern of KFe 3 (SO4 )2(OD) 6  at T = 1.5K; (b) magnetic scattering 

contribution to (a) at T = 1.5K; (c) diffuse scattering contribution to (a) at T = 1.5K 
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