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Abstract

The overarching theme of my thesis is understanding observed variations of
northern hemisphere atmospheric carbon dioxide (CO;) and methane (CHy)
concentrations. I focus my analysis on high-latitude observations of these gases,
as there are large stores of carbon in boreal vegetation and tundra which are
vulnerable to rapid warming in the Arctic. My thesis is split into two parts.
First, I use the wavelet transform to spectrally decompose observed multi-decadal
timeseries for COy, and CHy. I perform a series of numerical experiments based
on synthetic data in order to characterise the errors associated with the analysis.
For COs, I analyse the phase and amplitude of the detrended seasonal cycle of
COs to infer changes about carbon uptake by northern vegetation. I do not find
a long-term change in the length of the carbon uptake period despite significant
changes in the spring and autumn phase. I do find an increase in the rate of
peak uptake which coincides with the observed increase in seasonal amplitude.
These results suggest that the carbon uptake period of boreal vegetation has
become more intense but has not changed in length, which provides evidence
for an increase in net uptake of COs in the high latitudes. For CHy, I test
the hypothesis that an increase in Arctic wetland emissions could result in a
decrease in the seasonal amplitude of CH, in the high latitudes. This hypothesis
is based on the fact that the seasonal minima of CH,4 roughly coincides with

the peak of high latitude wetland CH, emissions. I find that the CH, seasonal



amplitude has significantly decreased at a number of high-latitude sites. However
I also find that atmospheric transport appears to drive much of the variability in
high-latitude CH, and that transport could also be responsible for the observed
changes in amplitude. I show that an increase in wetland emissions is likely to
have a more pronounced effect on the high-latitude CH,4 seasonal cycle in the
future. In the second section of my thesis, I describe a series of experiments in
collaboration with the UK Astronomy Technology Centre, in which I characterise
a new instrument technology for satellite applications to observe changes in CO,
from low-Earth orbit. The proof of concept experiments were performed with a
bench top hyperspectral imager. I show that the instrument is able to capture
clean spectra at the wavelengths required for COy with low levels of scattered

light between spectra.
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Chapter 1

Introduction

It was nearly 200 years ago in the 1820s when Joseph Fourier, a French
mathematician and physicist, discovered that Earth should be much colder than
it is given its proximity to the Sun. One of the explanations he provided, was
that the atmosphere was acting as an insulator, trapping some of the heat from
incoming solar radiation. Today, his theory is widely recognised as the first

proposal of the “greenhouse effect”.

Roughly 35 years later, the physicist John Tyndall developed this theory, explain-
ing the additional heat in the Earth’s atmosphere in terms of the capacities of
various greenhouse gases to absorb radiant heat or infrared radiation. He not only
determined the relative radiative forcing of different greenhouse gases, but also
suggested that slight changes in the atmospheric concentration of these gases,
whether man made or natural, could bring about variations in the Earth’s cli-
mate. In 1896, Svante Arrhenius was the first scientist to attempt to calculate
how changing levels of atmospheric carbon dioxide (CO,) could alter global sur-
face temperatures via the greenhouse effect. His focus was on CO,, as although

water vapour (HyO) was far more abundant in the atmosphere, it fluctuated daily.



In contrast, the level of COy was considered to change over geological timescales
due to volcanic emissions and uptake by the oceans, and act as a “control knob”
for the amount of atmospheric water vapour. Although Arrhenius was primarily
interested in finding the necessary decrease of COs to bring about an ice age, he
also recognised that CO, in the atmosphere could increase as a result of burn-
ing coal. He calculated that a doubling of atmospheric CO5 would bring about
roughly 5-6°C of global warming, although it was thought at the time that it
would take several thousand years to burn this quantity of coal. This numerical
calculation was done by pencil over several laborious months, and as such left out
many of the complexities of Earth’s climate system.

Observed globally averaged combined land and ocean
(a) surface temperature anomaly 1850-2012

Annual average

00
—02k
-04

Decadal average

Temperature anomaly (°C) relative to 1961-1990
o
[
T

1850 1900 1950 2000
Year

Figure 1.1: Observed global mean (combined land and ocean) surface temperature
time series from 1850 to 2012 from three seperate datasets (above) and decadal mean
temperatures (black) with uncertainty values for the dataset (shaded grey) (below)
(Stocker et al., 2013).

Well over a century has now passed since the initial studies of the relationship
between CO, and the climate, and the Earth’s human population has grown
from just over one billion people in 1820 to more than 7 billion people in the

present day. Since the industrial revolution began in 1760, industrial output and
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the burning of fossil fuels have grown to match the demands of the increasing
global population, with the associated rate of anthropogenic emissions of CO,
far exceeding anything imagined by Arrhenius. Atmospheric CO5 has risen from
a relatively stable pre-industrial concentration of ~280 ppm to over 400 ppm in
the present day. Atmospheric CHy, the second most important greenhouse gas
has risen from 700 ppb to over 1600 ppb over the same time period. These levels
are far higher than anything inferred from proxy data in the past 800,000 years.
Alongside these increases in greenhouse gases, we have also observed an increase in
the global mean surface temperature (GMST) of ~0.85°C between 1880-2012 (see
Figure 1.1) and much larger regional changes in temperature, particularly in the
Arctic. Gaining a better understanding of future greenhouse gas concentrations

is essential to reduce uncertainties on projections of climate change.

Charles Keeling set up the first continuous measurement of atmospheric CO,
using infrared instrumentation in 1958, which after a few years showed a rise in
COy as a result of human activity. He selected his first site, based at Mauna
Loa in Hawaii, as it was situated far away from strong local sources such that
measurements were representative of the global atmospheric concentration. As
well as the year-to-year rise in CO,, Keeling’s measurements also showed the
presence of a seasonal cycle representing the imprint of the natural carbon cycle.
This seasonal cycle was later associated with terrestrial vegetation, which removes
COy from the atmosphere during its growing phase, and releases CO, during
the autumn and winter months. Indeed, the natural carbon cycle consists of
many sources and sinks of carbon which control the amount of anthropogenic
emissions that remain in the atmosphere. The rate of CO, accumulation in the
atmosphere is smaller than expected, and it is hypothesised that this is due to
changes in the sinks of the natural carbon cycle. The increase of CH, in the
atmosphere has not been as persistent as the rise in CO,, as the atmospheric

growth rate reached near equilibrium before increasing again following 2007. The



reason for this remains highly uncertain. We can move forward and reduce these

uncertainties by improving the methods that we use to monitor the carbon cycle.

While the presence of CO, in our atmosphere is essential for life on Earth, the
recent and rapid rate of increase in its atmospheric concentration as a result of
human activity is unsustainable and could lead to disastrous consequences. There
are currently huge efforts in the scientific community in many different disciplines
to improve observations of the climate and our atmosphere, each aiming to to
provide a better understanding of the many underlying drivers and mechanisms
of the climate and how they interact. It is hoped that this information will help to
influence policy decisions linked to managing the causes and mitigating the effects
of anthropogenic climate change. Two examples of mitigation are the reduction of
anthropogenic COy emissions by converting from fossil fuel to renewable energy

sources, and the maintenance of ecosystems that act as a net sink of COs.

In this thesis, [ attempt to address some of the uncertainties in the carbon cycle
by analysing time series of CO5 and CH,4 surface mole fraction data. In particular
[ am interested in high-latitude observations, as there are large stores of carbon
in boreal vegetation and tundra which are vulnerable to rapid warming in the
Arctic. In Chapter 2 I focus on observations of the CO5 mole fraction. I use a
wavelet transform to separate the long-term trend and the seasonal cycle in CO,
time series. The long-term trend provides information about the growth rates
of COy in the atmosphere, while the seasonal cycle is used to look at changes
in the carbon uptake period. I associate changes in these metrics with changes
in carbon uptake in high-latitude boreal vegetation. In Chapter 3, I focus on
observations of the CH, mole fraction. I use hourly in situ measurements of CHy
from the Alaska North Slope to estimate summertime CH, anomalies which are
associated with changes in local wetland emissions. I analyse high-latitude CH,4

flask measurements to look for evidence of large-scale increases in Arctic wetland
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emissions, and use an atmospheric transport model to interpret the results. A
key focus throughout these studies is the detectability of trends associated with
high-latitude surface fluxes when using observations from the current observing
network. In Chapter 4, I present a proof of concept study of a novel satellite
instrument for observing COy and CH, from space. Finally, in Chapter 5, I
summarise the results of my work, and suggest potential avenues to explore in

future studies.

In this first chapter I will describe the basic relationship between the greenhouse
gases CO, and CHy and the climate, and why further study of these areas and
particularly the carbon cycle is essential for maintaining a sustainable future
for Earth’s inhabitants. [ will also look at recent changes in atmospheric
concentrations of CO, and CH, and the ways in which we measure changes in the

carbon cycle. Finally I will present an outline of my thesis.

1.1 Greenhouse Gases and Climate Change

1.1.1 Planetary Radiation Balance

The basic science behind the effect of greenhouse gases on surface temperature is
relatively simple, and starts with the planetary radiation balance. The amount
of incoming short wave radiation received by the Earth is determined by the
solar constant, S (= 1370Wm™?) given Earth’s distance from the Sun, minus the
proportion of radiation that is reflected into space, dependent on the planetary
albedo, a,, multiplied by the area of the Earth facing the Sun (77?). We assume
that the emission from the Earth is equal to a blackbody flux at temperature,

T.. As a black body emitter, the energy is radiated isotropically (independent of
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direction) and thus the amount of outgoing longwave radiation is the equivalent
blackbody flux (¢T%) multiplied by the surface area of the Earth (47r?). We can
therefore write the following to express Earth’s radiative energy balance under

conditions of radiative equilibrium:

S (1 —ap)mr? = oT 4mr?, (1.1)

where 7 is the radius of Earth, o is the Stefan-Boltzmann constant and S7r? is the
amount of solar radiation intercepted by Earth given conditions of no reflection

(a, = 0). Rearranging equation 1.1 for the black body temperature of Earth:

T.- (M)/ (12)

4o

The temperature 7, is simply the blackbody emission temperature required
to balance the incoming solar radiation. Assuming an albedo of «, = 0.30
(Goode et al., 2001), we obtain from equation 1.2 a value of T, = 255K (or -
18°C). Note that this temperature is significantly lower than the global mean
surface temperature that is actually observed on Earth, Tj = 288K (15°C). The
observation of this difference led to speculation and theory on the greenhouse
effect and is indeed a result of emission of thermal radiation from atmospheric

gases and water vapour.

1.1.2 The Greenhouse Effect

When shortwave radiation from the Sun penetrates to the surface of the planet,

it is absorbed at the Earth’s surface and re-radiated outwards as energy of a
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longer wavelength as a result of the cooler temperature of Earth. Constituents
of the atmosphere, such as water vapour, carbon dioxide and methane, which are
relatively transparent to inbound shortwave radiation, absorb and trap a propor-
tion of the outgoing longwave radiation, which leads to a warming of the Earth’s
surface and lower atmosphere. The amount of outgoing radiation absorbed by

individual gases depends on their concentration and spectral properties.

Incoming solar « Outgoing terrestrial radiation

radiation | Atmosphere Earth Surface
1
1
S (1-a,)/4 ! T (1-f)oT,*
I foT? .
|
1
Atmospheric Layer T,
|
| a
I foT,
I foT,?
Surface To

Figure 1.2: Schematic showing the different components of the planetary radiation
balance, inclusive of an atmospheric layer which simulates the greenhouse effect. f is
the fraction of outgoing radiation absorbed by the atmospheric layer, o is the Stefan-

Boltzmann constant, T, is Earth’s surface temperature and S is the solar constant.

The simple model in the previous section can be extended to include the
greenhouse effect and is shown by the schematic in Figure 1.2. We begin by
introducing an atmosphere and assume that it is an isothermal layer (constant
temperature) at some arbitrary distance above Earth’s surface. This layer is
transparent to incoming shortwave radiation from the sun, but absorbs a fraction,
f, of outgoing terrestrial radiation due to the presence of greenhouse gases. The
temperature of the Earth’s surface is 7T, while the temperature of the atmosphere
is T7. The amount of outgoing radiation absorbed by the atmosphere is equal
to foTy, while the radiation emitted by each surface (top and bottom) of the
atmosphere is foT}. The energy balance of the new system, inclusive of an

atmospheric layer, can be written:
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M = (1= f)oT+ foT? (1.3)

where the left and right hand sides of the equation are incoming and outgoing
radiation respectively. We write a separate energy balance equation for the

atmospheric layer, taking into account our assumption of isotropy:

foTy =2foT} (1.4)

Inserting equation 1.4 into equation 1.3 and solving for T yields:

=

40( —1)

2

T, = [M] ' (1.5)

Using this equation with T, = 288K, a, = 0.30 (Goode et al., 2001), S =
1370Wm~2 and 0 = 5.67x10"¥Wm~'K~*, indicates that the atmosphere must
be absorbing approximately f = 0.77, or 77% of Earth’s outgoing radiation.
From the simple model shown in equation 1.5, it is easy to see than an increase
in greenhouse gases, and the associated increase in the absorption efficiency, f,

would result in an increase in T\, the surface temperature.

1.1.3 Radiative Forcing

Radiative forcing (RF) is a common measure to describe the effect of an individual
greenhouse gas on Earth’s temperature. RF is defined as the difference between

the radiant energy received by Earth, and the energy that is radiated back into
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space. For example, an increase in a greenhouse gas such as carbon dioxide would
introduce a positive forcing effect, and subsequently warm the system. In climate
science, radiative forcing is typically used as a measure of how important a factor
is in terms of global warming potential, described in the following section. In
practice it is also used to estimate changes in the equilibrium surface temperature
(AT;) resulting from some change in the radiative forcing. The following equation

describes this relationship:

AT, = \AF (1.6)

where A is known as the climate sensitivity and AF is the radiative forcing.

1.1.4 Global Warming Potential

The Global Warming Potential (GWP) goes a step further than RF, and provides
information about the contribution of a greenhouse gas to temperature change (or
added energy to the climate system) over a given timeframe, dependent on the
temporal evolution of its radiative forcing and atmospheric concentration, and
given as an index relative to a reference gas, in this case COy. The IPCC define
it as “the time-integrated RF due to a pulse emission of a given atmospheric
constituent, relative to a pulse emission of COs of equal mass” (Stocker et al.,
2013). It is dependent on both the radiative properties of the gas and its lifetime

within the atmosphere.

(1.7)
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The GWP given by equation 1.7, is calculated by integrating the RF due to a
pulse of a particular emission over a time horizon (given by H), typically 20, 100
or 500 years. In equation 1.7 a, is the radiative forcing due to an increase in the
atmospheric abundance of a given gas, while [x(t)] is the time-dependent decay of
the substance determined by its atmospheric lifetime between t=0 and the time

horizon t=H. In the denominator, a, and [r(t)| are the equivalent for the reference

gas, COs.

Gas | Lifetime Concentration dC/dt Rad. Forc. GWP

(yrs) 1750 2011 (2005-2011) | (Wm™2) 20-year | 100-year
COy | Variable | 278 ppm | 390 ppm | 1.94 ppm/yr | 1.82+0.19 1 1
CHy | 124 722 ppb 1803 ppb | 4.77 ppb/yr | 0.484+0.05 84 28

Table 1.1: This table contains information about the two greenhouse gases which are
the top contributors to radiative forcing. The lifetimes are the perturbation lifetimes
used to estimate global warming potential. The pre-industrial concentrations are
calculated from air extracted from ice cores. The 2011 concentrations and annual
mean growth rates between 2005-2011 are taken from the National Oceanic and
Atmospheric Administration Global Greenhouse Gas Reference Network. Uncertainties
are 90% confidence intervals. Climate-carbon feedbacks are included for CO, GWP,

but not for the other gases. Data table is reproduced from Stocker et al. (2013).

Values of RF and GWP for the three single largest contributors are given by
Table 1.1. This table excludes water vapour, which while being the strongest
greenhouse gas (Kiehl and Trenberth, 1997), is a function of temperature and
responds to climate as a feedback (Held and Soden, 2000; Soden et al., 2005).
The table instead shows the three strongest greenhouse gases which are directly
added to the atmosphere by human activity. It can be seen that CH, is 84

times more absorptive than COs over 20 years. This means that one kg of CHy,
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Figure 1.3: Radiative forcing of CO, and CH, as a function of their atmospheric
concentration relative to pre-industrial levels (1780 values in Figure 1.1). It is
reproduced from the simplified equations and updated constants from Myhre et al.

(1998). Note the difference in scales for both axes.

produces 84 times the radiative forcing of a kilogram of CO, over 20 years. After
100 years the GWP of CH, is significantly reduced to 28 due to its relatively
short lifetime of 12.4 years. Although CH, is the most absorptive of these gases,
COq is currently the most problematic greenhouse gas due to its sheer quantity in
the atmosphere, present in 1000 x higher atmospheric concentration. Despite this,
CHy is of particular concern, primarily due to the abundant stores in high-latitude
regions where there are large quantities stored in frozen soils which are vulnerable
to increases in temperature. In addition to this, as the abundance of CO, and
CHy increases in the atmosphere, their contribution to radiative forcing does not
increase linearly. For example, as the ppm concentration of COy increases, the
additional radiative forcing it adds to the atmosphere becomes less and less - this is

because the thermal absorption frequency of CO5 becomes saturated. Other gases,
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such as CH4 have thermal absorption frequencies that are far from saturated, and
thus increases in their concentration could have far more significance for climate

change in the future. This non-linear relationship is highlighted in Figure 1.3.

1.1.5 Recent Changes in a Historical Context

In order to understand recent increases in greenhouse gases, it is useful to have an
understanding of how they have varied historically and what the primary drivers
of these changes were. Time series of historical CO, and CH,4 concentrations
have been determined by measuring the composition of trapped air in ice cores
deep in the Antarctic ice sheet (Liithi et al., 2008; Loulergue et al., 2008;
MacFarling Meure et al., 2006), while records of isotopic deuterium from ice cores
are used as a proxy for temperature change (Jouzel et al., 2007). Ice cores that are
taken from progressively deeper ice typically contain older air bubbles. However
deeper ice is also significantly more compressed, resulting in a coarser time step
as we look further into the past. Despite this, these methods have allowed time

series that extend as far back as 800,000 years.

Figure 1.4 shows time series of temperature, CO5 and CH, over the past 800 thou-
sand years. It shows cyclic behaviour and that in the past 800 thousand years
the atmospheric concentration of CO, has varied regularly from about 180 ppm
during deep glaciations to 280 ppm during interglacial periods (Liithi et al., 2008).
The temporal pattern of CH, variations are very similar, ranging from 350 ppb to
800 ppb in glacial and interglacial periods respectively (Loulergue et al., 2008).
Finally temperature variations over this time period show the same cyclic be-
haviour with a range in the temperature anomaly of 15°C. This highlights the

magnitude of climatic variability before the influence of human activity, but also
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Figure 1.4: Black lines are 800 thousand year historical records of CO, (Liithi et al.,
2008), CHy (Loulergue et al., 2008) and temperature (Jouzel et al., 2007), red lines
show records over the past 2000 years for CO, and CH, (MacFarling Meure et al.,
2006). Red markers indicate values of CO, and CH,4 concentrations in 1750, 1950

and the 2011 values taken from table 1.1.

the relationship between temperature and greenhouse gases. The climate is af-
fected by a large number of factors, such as solar variability, volcanic activity and
natural changes in atmospheric composition. However the huge shifts in climate
between glacial and interglacial periods seen in Figure 1.4 are thought to be trig-
gered by periodic changes in the Earth’s orbit, termed Milankovitch cycles, which
alter the distance of the Earth from the Sun and subsequently the total solar irra-
diance on Earth’s surface. However, these orbital shifts alone are not considered
sufficient to drive the huge changes in temperature and atmospheric composition

observed in the historical time series. Instead, a number of feedback processes
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are involved. These processes are described by Shakun et al. (2012) who studied
80 proxy records (for example proxies from tree ring data) to build up a picture
of global temperature changes as opposed to Antarctica ice core records alone
which are only representative of local variations in temperature. It is suggested
from this analysis that the shift in orbit resulting from the Milankovich cycles
trigger the initial warming, which results in huge quantities of fresh water from
melting Arctic ice being mixed into the ocean. This disrupts the Atlantic merid-
ional overturning circulation, which causes a warming of the Southern Ocean,
which in turn releases significant quantities of CO into the atmosphere. The ma-

jority of the rise in temperature subsequently follows the rise in atmospheric COs.

The natural variations of CO5 and CHy observed over the past 800 thousand
years puts into context the recent changes in their atmospheric concentration,
also shown in Figure 1.4, which have risen well above any concentration observed
in “recent” geological history. The more recent historical record over the past 2000
years (MacFarling Meure et al., 2006) also shows that CO4 sources and sinks were
in relative equilibrium (resulting in a negligible growth rate) until approximately
200 years ago. In fact, the rapid rise in CO, and CH, coincides with the onset of
the industrial revolution, and there is significant additional evidence other than
looking at historical human activities that this rise is caused by anthropogenic

emissions (see Figure 1.5)

1.1.6 Recent Human Influence

There are numerous lines of evidence to show that the recent rise in atmospheric

COs is caused by human activity. The combustion of fossil fuel for example,
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uses Oy from the atmosphere to produce CO, molecules. O, has been observed
to decrease along with the increase in COy (Keeling and Shertz, 1992; Sirignano
et al., 2010). If increasing CO, was due to natural sources it would most likely be
from the ocean. However the pH of the oceans is decreasing as a result of increased
absorption of CO4 by the ocean resulting in ocean acidification (Feely et al., 2009).
Analysis of carbon isotopes has also been used to attribute recent increases in CO,
with anthropogenic emissions. There are three primary carbon isotopes, where
12C is the most common, *C makes up around 1% and “C accounts for just 1 in
1 trillion carbon atoms. COs produced from fossil fuel combustion or forest fires
have a different isotopic composition from CO, in the atmosphere. This is because
plants prefer to take up lighter carbon isotopes (*?C over 3C). Fossil fuels, which
are formed from ancient plants, have approximately the same 3C/'C ratio as
current plants. As the isotope ratio of plants and fossil fuels is smaller than that
of the atmosphere, the combustion of those materials results in a decrease of the
atmospheric isotopic ratio. *C is known as radiocarbon due to its radioactivity.
The radiocarbon in fossil fuels extracted from the ground has mostly decayed.
The addition of carbon to the atmosphere from fossil fuel combustion therefore
causes a decrease in AC as most other CO, in the atmosphere is from relatively
young sources. Although there are other sources of CO that alter A™C in the
atmosphere, they have a much smaller effect than that of fossil fuel CO,, making
it a useful measurement to determine the fraction of anthropogenic COs in the

atmosphere (Levin and Hesshaimer, 2000).

There is also strong evidence to suggest that recent changes in warming are due to
the rapid increases in greenhouse gas concentrations, with the largest contribution
from atmospheric CO,. In fact, recent results published in the AR5 IPCC report
(Stocker et al., 2013) indicate that there is now more certainty than ever that
human activity is responsible for the recent rise in greenhouse gases, and that

this increase is responsible for contemporary climate warming. The report states
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Figure 1.5: Atmospheric concentrations of CO,, O, 13C'/!2C stable isotope ratio
in COy, CHy, N3O and ocean surface observations of CO, partial pressure (pCOs)
and pH recorded at 4 representative sites in the northern and southern hemispheres

(Stocker et al., 2013).

that “it is extremely likely (p<0.01) that human activities caused more than half of
the observed increase in global average surface temperatures from 1951 to 2010”.
Figure 1.6 shows recent observed temperature changes and modelled temperature
variations driven by natural and greenhouse gas forcing and natural forcing only.
In recent years, the observed anomalies of GMST relative to the 1880-1919 mean
lie well outside the range of GMST anomalies from model simulations which do
not include greenhouse gas forcing. In contrast, including greenhouse gas forcing

in model simulations produces an ensemble mean trend in model GMST that
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closely follows observed GMST. Although this is not evidence in itself of human-
induced warming, it shows that recent natural variations in climate forcing cannot

account for the observed warming, while greenhouse gas forcing can.
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Figure 1.6: Three observational estimates of global mean surface temperature (black
lines) from the Hadley Centre/Climatic Research Unit gridded surface temperature
(HadCRUT4), Goddard Institute for Space Studies Surface Temperature Analysis
(GISTEMP) and Merged Land-Ocean Surface Temperature Analysis (MLOST),
compared with model simulations (CMIP3 Model - blue lines, CMIP5 Model - yellow
lines) with (a) anthropogenic and natural forcings and (b) natural forcings only

(Stocker et al., 2013).

So far, we have shown a simple model which highlights the ability of greenhouse
gases present in the atmosphere to cause warming at the Earth’s surface. We
have seen that by sheer quantity, CO4 currently adds the most radiative forcing
to the Earth’s surface and that this is followed by CH,. We have seen that
historical records of CO, and CHy are closely coupled with temperature, and that
a number of processes, namely Milankovich cycles in conjunction with internal
feedback processes have caused the Earth to cycle in and out of glacial and
interglacial periods over hundreds of thousands of years. We have shown that
recent increases in CO, and CHy are unprecedented in recent geological history
and that these increases are a result of human activity. Finally, we have shown

that the recent increases in greenhouse gases are very likely to be strongly linked
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with recently observed increases in global temperature. All of this information is

useful, but a number of important questions remain:

e How is the climate going to change in the near and distant future?
e What consequences will these climatic changes have on human civilisation?

e How can we mitigate climate change?

Our ability to answer these questions strongly depends on our ability to determine
the amount of carbon in the atmosphere, and we must therefore improve our

knowledge of the carbon cycle.

1.2 The Global Carbon Cycle

The global carbon cycle is a huge and complex system which determines the
amount of carbon stored within Earth’s atmosphere. It is made up of carbon
reservoirs - uniquely defined pools of carbon, and fluxes - which define the rates of
movement of carbon from one reservoir to another. Carbon in Earth’s atmosphere
primarily exists in the form of CO, and CH,. The largest fluxes of CO4 are cycled
between the atmosphere, ocean and terrestrial biosphere. There are also geological
stores with which carbon is exchanged over very long time scales (Archer et al.,
2009), although the extraction and burning of fossil fuels is an exception. CHy
has many sources that are unique from CO, but only has one primary sink. The
primary sink of CHy is its destruction by the chemical reaction with the hydroxyl
radical (OH) in the atmosphere. There are several other minor sinks of CHy which
are described briefly below. An imbalance between the source and sink terms can

result in a positive or negative net flux to the atmosphere which leads to an
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increase or decrease in their atmospheric abundance respectively. At present,
there still remains great uncertainty in the location and distribution of many of
the sources and sinks of COy and CH, and how they vary from year to year, and
this prevents us from being able to make long term predictions of the natural
carbon cycle response to changing atmospheric composition and climate change.
It is vital that we improve our understanding and reduce these uncertainties in

order to predict future changes in climate.

1.2.1 CO; Sources and Sinks

The CO4 budget is divided up into the following major reservoirs, where Table

1.2 gives an indication of the approximate size of each reservoir:

e Atmosphere
e Terrestrial Biosphere - this includes soils and plants

e Oceans - including sediments, and dissolved inorganic carbon and

living /non-living marine biota in the surface and deep layer

e Lithosphere - this is mostly inert carbon, although it can be released through
metamorphosis of carbonate rocks, volcanic eruptions and by the burning

of extracted fossil fuels.

COy is regularly exchanged between the atmosphere, ocean, and terrestrial
biosphere, over a range of spatial and temporal scales. The terrestrial biosphere
stores organic carbon in the form of land-based organisms, soils and micro-
organisms such as bacteria and fungi. On a global scale, plants and soils are
the largest carbon stores of the terrestrial biosphere, containing approximately

560 PgC and 1500 PgC respectively. The net carbon flux between a biome-scale
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Earth’s Carbon Reservoirs

Reservoir Size (PgC)

Atmosphere 750

Terrestrial Biosphere

Forests 560
Soils 1500
Ocean
Surface Ocean 900
Deep Ocean 37100

Ocean Sediments | 1750

Lithosphere
Carbonates 100x 108
Fossil Fuels 4000

Table 1.2: Size of various carbon reservoirs (PgC) (Global Carbon Project).

terrestrial ecosystem and the atmosphere is known as Net Biome Productivity
(NBP):
NBP =NEP — Ly (1.8)

where NEP is the Net Ecosystem Production and L, is carbon which is lost
through major disturbances such as forest fires, deforestation and land use change.
The NEP is the net carbon flux resulting from the balance between photosynthesis
and respiration:

NEP =GPP — R, — R, (1.9)

where GPP is the Gross Primary Productivity, Ry, is heterotrophic respiration, R,
is autotrophic respiration. The GPP is a measure of the amount of atmospheric
carbon used by plants to form new plant tissues in the process of photosynthesis.
Ry, is the metabolism of organic matter by bacteria, fungi and animals, while R, is
the metabolism of organic matter by plants, both of which result in loss of carbon
to the atmosphere. To a large extent, these processes are dependent on biotic

factors which means that in many cases they follow a diurnal and seasonal cycle.
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This dependence on biotic factors also means that they are sensitive to changes in
climate and atmospheric composition resulting in changes to the balance between
photosynthesis and respiration. Carbon from dead plant matter is typically
incorporated into soils where it can be stored for years, decades or centuries before
it is broken down by soil microbes are re-released into the atmosphere. Forest fires
are a further mechanism by which plant and soil carbon can be rapidly released

into the atmosphere.
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Figure 1.7: Simplified diagram of the global carbon cycle. Pool sizes are given in
blue, whereas fluxes between the pools are given in red. Units are petagrams (Pg)
of carbon and Pg per year (Pg/yr) respectively. Source: Global Carbon Project -

www.globe.gov/projects/carbon.

Oceans contain the largest amount of actively cycled carbon (~38000 PgC),
however the majority of this, ~37100 PgC, is stored as dissolved inorganic carbon
in the deep layer of the ocean. The surface layer contains ~900 PgC, most of which
is dissolved organic carbon that is exchanged rapidly with the atmosphere. The

oceans currently act as a net sink for CO,, and this is driven by two primary
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mechanisms: the solubility pump and the biological pump (Raven and Falkowski,

1999).

The biological pump is the smallest of the two processes and begins in the euphotic
zone, where there is sufficient sunlight for phytoplankton to photosynthesize. The
phytoplankton convert dissolved inorganic carbon into organic biomass, either
soft, or hard tissues. In the case of hard tissues, calcium (Ca) and dissolved
carbonic acid and bicarbonate are combined to form a calcium carbonate (CaCOj)
shell. Eventually the phytoplankton die, and a proportion of them (~25%) sink to
the ocean floor. A further proportion of the dead phytoplankton are sequestered
into the surface sediment on the ocean floor where they can remain for thousands

of years. The solubility pump occurs as the result of two processes in the ocean:

e The solubility of CO, is inversely related to sea water temperature, where

cooler temperatures are favourable for solubility.

e The thermohaline circulation is driven by deep water formation in the high

latitudes where waters are lower in temperature.

Subsequently, CO5 taken up by the oceans in the high latitudes is pumped into
the ocean interior as dissolved inorganic carbon by the thermohaline circulation.
The water which carries this dissolved inorganic carbon can later upwell in equa-
torial regions, where due to the reduced solubility of the warmer waters results in

outgassing of CO, into the atmosphere.

The carbon budget of CO5 can be summarised by the following equation:

dM

E — Lanthro — (Eand + Focean) (110)
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where Fy,,,4 is the net land flux, F ..., is the net ocean flux, and the human-driven,

or anthropogenic flux, F,,n0, is equal to:

Fanthro = Ffossil + FLUC (111)

a combination of fossil fuel emissions (F f,s5) and changes in carbon flux resulting

from changes in land use (Fpy¢) such as deforestation (Le Quéré et al., 2014).

1.2.2 CH, Sources and Sinks

Although they share some common sources, the sources and sinks of CH, are
different to CO,. The primary sink of atmospheric CHy, accounting for 90%
of the global CH, sink, is oxidation by hydroxyl radicals (OH) in the upper
troposphere. OH, which is produced photochemically, has a concentration which
varies seasonally in conjunction with changes in UV. The reaction leading to the

chemical destruction of CH4 by OH occurs as follows:

Its rate of destruction, d|CHy|/dt = -k3(T)[OH][CH,| depends on temperature,
the abundance of OH, and the CH4 burden. This reaction is the first in a chain of
reactions eventually leading to the creation of CO and COs. The remaining CH,
sinks are uptake of CHy by soils, destruction by reaction with Cl and O in the

stratosphere, and reaction of CH, with Cl in the marine boundary layer. These
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sinks make up the final 10% of the global CH, sink.

There are a large number of CH, sources, both natural and anthropogenic.
Sources of CH, can be grouped into three categories: biogenic, thermogenic and
pyrogenic. Biogenic sources contain CH, generating microbes or methanogens,
an example of which are anaerobic environments such as natural wetlands or rice
paddies. Thermogenic CHy is formed over millions of years through geological
processes into fossil fuels. Exploitation of fossil fuels subsequently results in its
release into the atmosphere, although it can also vent through naturally occurring
features. Pyrogenic CH, is produced by incomplete combustion of biomass and
soil carbon. This occurs during natural fires (wild fires) as well as from the
burning of biofuels and fossil fuels. Each of these sources has a unique isotopic

signature which can help to differentiate between them.

The atmospheric methane reservoir was approximately 2007+50 TgCH, in the
pre-industrial era and has grown by 2960+60 TgCH, from 1750-2009 (Kirschke,
2013). Kirschke (2013) provide estimates of mean annual CH4 emissions through-
out 2000-2009. The largest single source of CH4 are wetlands, including bogs,
swamps, marshes and peat lands to name a few, with a mean emission of
~217 TgCH,/yr. The majority of wetlands are located in tropical and subtropi-
cal humid regions. The high-latitude northern hemisphere is home to vast areas
of wetlands accounting for approximately 44% of total wetland areas (OECD,
1996) and where permafrost limits emissions of CHy. Warm temperatures during
the high-latitude summer increases soil thaw, resulting in a summertime peak
emission of wetland CHy. Although wetlands only cover 6-7% of the Earth’s sur-
face (OECD, 1996), they account for a disproportionate share of the terrestrial
carbon pool. The majority of wetland carbon is stored in northern boreal and

sub-arctic regions in peat land soils. At present, low and mid-latitude wetlands
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represent a larger annual source of CH, to the atmosphere, but as CH, emission
rates from high-latitude wetlands peak during periods of soil thaw, carbon stores
in these regions are particularly vulnerable to rapid warming in the Arctic. Ge-
ological sources of CHy are ~54 TgCH,/yr and emissions from CH, hydrates are
currently very low (~6 TgCHy/yr). The largest anthropogenic sources are from
fossil fuels (~96 TgCH,4/yr), ruminants (~90 TgCH,/yr), emissions from land-
fills and waste (~75 TgCH,/yr) and rice paddies (~36 TgCHy4/yr). Destruction
of CH4 by tropospheric OH typically lies within 450-620 TgCH,/yr (Kirschke,
2013).

1.2.3 Observing the Carbon Cycle

A large range of instruments and techniques have been developed to observe and
improve our understanding of the carbon cycle. For example measurement cam-
paigns of the soil-atmosphere CO, flux have taken place in hundreds of locations.
However flux measurement sites are often short term resulting in temporal dis-
continuities and the fluxes they measure are representative of relatively small
spatial scales. This type of measurement is particularly useful for understand-
ing the underlying processes which determine carbon fluxes and their response
to environmental variables. Flux measurements are typically up scaled using a
process-based model. This approach to estimating large-scale carbon fluxes is

known as a “bottom-up” estimate.

The “top down” approach is used to make estimates of carbon fluxes from
concentrations of CO, and CH, in the atmosphere. As this is not a direct
measurement, of the carbon flux, the flux estimates are inferred indirectly. Up
until recently, continental-scale flux estimates have typically been estimated

by the assimilation of ground-based measurements of atmospheric CO, into an
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atmospheric chemistry transport model (ACTM). Such a model uses the existing
best estimate (prior) surface emission fluxes with assimilated meteorological fields
to simulate spatial and temporal variations in atmospheric concentrations of trace
gases. By assimilating the most recent COy or CH; measurements, the prior
surface fluxes are then adjusted to find the best match between the model and

input data, termed the posterior flux.

Cooperative Measurement Programs
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Figure 1.8: Global map of NOAA/ESRL GMD greenhouse gas monitoring
sites showing discrete flask sites (red circles), observatories that collect semi-
continuous measurements (blue squares), tower data (green triangle) and lo-
cations where aircraft campaigns have collected data (blue stars).  Source:

http://www.esrl.noaa.gov/gmd/ccgg/

Since 1958 when Keeling set up his CO, instrument at Mauna Loa, the global
surface measurement network of CO, has grown, with more sites around the world
measuring an increasing number of greenhouse gases. The largest measurement
network is the Cooperative Global Air Sampling Network (CGASN), which is run
by the National Ocean and Atmospheric Administration (NOAA)/Earth System
Research Laboratory (ESRL) Global Monitoring Division (GMD) and has many
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sites located around the world. Figure 1.8 shows the extent of the NOAA /ESRL
greenhouse gas monitoring network. Although one of the first direct observations
of atmospheric CHy was made in 1978 Blake et al. (1982), the NOAA/ESRL
network began to monitor CH, continuously in 1983 (Dlugokencky et al., 1983-
2013). CO5 and CH, are now measured at many surface monitoring sites at a
range of temporal resolutions by a number of different research communities. The
advantage of such observations is that they can be representative of large scale
surface fluxes if the location of the measurement is chosen carefully. However,
such observations are affected by surface fluxes from a wide range of sources which
have been transported from all of the world. ACTMs are required to interpret
the transport component of the data. Although ground based observations are
very precise, their global spatial distribution is sparse and unevenly distributed
for surface flux estimates at smaller spatial scales. From Figure 1.8, it can be
seen that boreal and tropical regions have a relatively low number of sampling
sites, where these areas are some of the largest contributors to terrestrial carbon
fluxes. Aircraft flight campaigns also provide useful observations of CO, in that
they can provide vertical profiles of CO5, however they have a limited range and
are only available on a campaign basis. This limits their spatial coverage and the
time period over which measurements can be taken. The low number of sampling
sites in boreal and tropical regions means that they are poorly represented in flux

inversions, and high uncertainties persist in the carbon flux estimates.

Space-based observations of the atmosphere represent a possible solution to the
relatively sparse surface network. They have the potential to provide high
resolution observations with frequent global coverage including observations over
regions that are, at present, poorly characterised by ground-based measurements.
It has been shown that space-borne observations of CO4 have the potential to be
very useful for constraining CO, surface fluxes at regional scales in comparison

to using the existing ground-based network alone (Rayner and O’Brien, 2001).
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There are a number of operational instruments that take measurements of XCO,
and XCH, from space, where XCOs, is the column-averaged dry air mole fraction of
COs. These column concentrations are not direct measurements but are inferred
by measuring spectra of sunlight reflected from the Earth’s surface. The reflected
electromagnetic radiation is absorbed by CO, and CH,4 in the atmosphere at very
specific wavelengths. A space-borne spectrometer is able to measure the spectra
which contain this information in the form of absorption lines, from which the
amount of COy and CHy in the atmospheric column can be retrieved using a
radiative transfer model. CO, instruments typically measure reflected radiation in
the thermal and short-wave infrared wavelengths (TIR and SWIR respectively) as
COs absorption is strong at these wavelengths. Measurements of SWIR radiation
provides the key advantage of being particularly sensitive of COy concentrations
near to the surface where this is more useful for estimating surface fluxes (Olsen

and Randerson, 2004).
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Figure 1.9: Representative averaging kernels for XCO, soundings using the near
infrared (analogous to SWIR) CO, absorption band from OCO and the TIR CO,
absorption band from AIRS(Crisp et al., 2004).

The Atmospheric Infrared Sounder (AIRS) on-board the National Aeronautics
and Space Administration (NASA) Aqua satellite, launched in 2002, was the first
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instrument from which global maps of atmospheric COs in the cloud-free upper
troposphere could be derived from measurements of TIR. TIR soundings are less
sensitive to near-surface COy due to the small surface-atmosphere temperature
contrast. The COs concentrations in the upper troposhere tend to be relatively
zonal due to atmospheric mixing and provide limited information about surface
fluxes (Chevallier et al., 2005). For this reason, most subsequent missions, for
example the NASA Orbiting Carbon Observatory (OCO) (Crisp et al., 2004)
have opted for soundings of XCO, in the SWIR part of the spectrum. Figure 1.9
shows the averaging kernels for AIRS and OCO respectively, where the averaging
kernels represent the vertical weighting of the XCO, retrieval depending on
which CO, absorption band is used. In addition to AIRS, The European Space
Agency’s (ESA) SCanning Imaging Absorption SpectroMeter for Atmospheric
CartograpHY (SCIAMACHY) was also launched in 2002 aboard Envisat, which
was the next satellite from which retrievals were made of XCO,, this time
from measurements of SWIR. Although the SCTAMACHY instrument was highly
sensitive to surface COs, it was not initially optimised for observing the necessary
absorption bands for XCOsy retrievals, resulting in systematic XCOy retrieval
errors and subsequent limitations on flux estimation Frankenberg et al. (2011).
The Japanese Aerospace Exploration Agency (JAXA) launched the Greenhouse
gases Observing SATellite (GOSAT) in 2009, carrying the Thermal And Near
infrared Sensor for carbon Observation (TANSO), the first instrument dedicated
to observing XCO, and XCH, concentrations from space. NASA’s OCO was
due to be launched in the same year as GOSAT, but an unfortunate failing of
the launch model resulted in the loss of the satellite. A replacement for OCO
was launched earlier this year. Space-borne sensor technology and algorithms for
retrieving XCO, and XCH, are being developed rapidly, and these measurements
are likely to provide substantially better constraints on the carbon budget when
used in conjunction with ground-based data and flux inversion methods. Although

there are many planned missions and many emerging mission concepts, there is a
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requirement for new designs which are lighter, more compact and with the ability

to measure atmospheric XCO, and XCH, concentrations with greater accuracy.

1.2.4 CO, and CH, since 1958

Carbon Dioxide

Figure 1.10 shows estimates of anthropogenic CO, emissions and how they are
partitioned into different carbon reservoirs from the Global Carbon Project 2013
(Le Quéré et al., 2014). The top panel shows the increase in emissions from
fossil fuel combustion and cement production, as well as those resulting from
changes in land—use. The bottom panel shows estimates of how these emissions
have been distributed among the different carbon reservoirs with time. It can be
seen that each of the three reservoirs, the land, the oceans, and the atmosphere
have gradually increased in size as emissions of CO, have increased. Note that
there is far more interannual variability following 1958 due to the additional
information from continuous CO5 measurements, but also that the land sink shows
significantly more variability than the oceans. The land carbon sink appears to be
particularly sensitive to climate variability and it has been shown that large scale
climate phenomena such as El Nino—Southern Oscillation (ENSO) explains much
of this variability (Jones et al., 2001). Cox et al. (2013) highlights the existence
of an emerging linear relationship between the interannual variation in the CO,

growth rate and tropical temperature anomalies which are highly correlated with

ENSO.

By removing anthropogenic emissions from the annual growth rate in the atmo-
spheric concentration of CO,, it has been calculated that approximately 43% of

anthropogenic emissions of COy remain in the atmosphere annually, while the
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Figure 1.10: Sources of CO; (land use change and combined fossil fuel combustion
and cement production) and estimates of how they are partitioned into different carbon
reservoirs: the terrestrial biosphere, oceans and atmosphere (Le Quéré et al., 2014).
The interannual variability in the land flux is significantly larger than any of the other

carbon fluxes.

rest is absorbed by the natural carbon cycle (Stocker et al., 2013). This fraction
is known as the airborne fraction (AF). As shown in Figure 1.10, the oceans and
terrestrial biosphere are considered responsible for this “missing sink”. While the
rate of anthropogenic CO, emissions has been steadily rising, long term change in
the AF appears to be small. This is in agreement with many studies suggesting
that the natural carbon cycle has been taking up progressively more CO; (e.g.
(Canadel et al., 2007)) with uptake approximately doubling since 1960 (Ballan-
tyne et al., 2012). The biosphere and oceans have, in effect, provided a free service
to us so far by reducing the proportion of our CO, emissions that remain in the
atmosphere, and in turn preventing additional greenhouse warming. Changes in
the efficiency of these sinks could have a large impact on the rate of climate change

(Raupach, 2011).
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It has been debated whether there has been a trend in the AF, with Le Quéré
et al. (2009) estimating a 90% probability of a significant AF increase of 3+2% per
decade over the period of continuous CO5 measurements at Mauna Loa. Le Quéré
et al. (2009) outline several possibilities to explain this increase: (1) a greater rate
of increase in CO, emissions than strengthening of uptake from carbon sinks (2)
a reduction in the rate at which carbon sinks are becoming more efficient due
to the limits of CO, fertilisation and/or the oceans becoming saturated with
CO4 (3) a response of the carbon sinks to climate variability or change (4) some
sink processes that have not yet been considered. A different study, by Knorr
(2009), did not find evidence to support a statistically significant increase in
the AF based on the available data and accuracy. This result however differed
depending on whether the AF, which contains substantial interannual variability,
was filtered to reduce the influence of interannual climate variability and volcanic
eruptions. Knorr (2009) found trends in the AF of 0.240.17 and 1.2+£0.9%/yr per
decade over the same time period for the unfiltered and filtered cases respectively.
Frolicher et al. (2013) found that previous studies such as Le Quéré et al. (2009)
underestimate decadal-scale effects of large volcanic eruptions in calculations of

AF trends, and also found a near-zero trend in their analysis.

It has been speculated that the AF alone is insufficient to make firm conclusions
about a slowdown of land biosphere or ocean uptake of anthropogenic carbon - for
example, Gloor et al. (2010) pointed out that changes in ocean and land sinks are
not equivalent to changes in the airborne fraction. A more recent study has used
an observable quantity that reflects sink properties more directly than the AF, k,,
the combined land—ocean CO, sink flux per unit of excess atmospheric CO5 above
pre-industrial levels (Raupach et al., 2014). They find that this quantity has
decreased by ~33% throughout 1959-2012 re—enforcing the idea that CO, sinks
have increased at a slower rate than the increase in excess CO, and where 20% of

the trend is estimated to be a response to climate change. If this gap continues to
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widen, COs will begin to accumulate more rapidly in the atmosphere. Indeed, this
is not totally unexpected, as model simulations have estimated a decline in the
future uptake of COy by the ocean and terrestrial biosphere (Friedlingstein et al.,
2006). For example, while higher levels of CO5 can enhance plant photosynthesis
and water use efficiency, it can also increase plant and soil respiration rates. It
is not currently known whether the terrestrial biosphere will remain a net sink of

CO4 or become a net source in the next century (Friedlingstein et al., 2006).

It is likely that terrestrial ecosystems will respond differently to climate change
and increased atmospheric CO, concentrations according to their geographical
region. This will largely result from differences in plant physiology and different
regional changes in climate in the tropics and mid to high latitudes. For exam-
ple, boreal ecosystems which primarily lie >50°N between temperate forest and
tundra, are being exposed to particularly rapid warming as a result of polar am-
plification of climate change, in addition to the higher levels of atmospheric COs.
Our ability to monitor these ecosystems and their exchange rates of carbon with
the atmosphere on regional scales as well as improving the methods by which we

analyse existing data is now key.

Methane

Discrete global measurements of CHy began in 1983 as part of the NOAA/ESRL
monitoring network (Dlugokencky et al., 1983-2013). In the past 30 years, the
atmospheric observations have shown a substantial rise in CH4 of ~200 ppb. The
atmospheric growth rate of CH, was ~12 ppb/yr between 1980-1992, but slowed
to ~9 ppb/yr in the following decade, before reaching a relatively stable state
in the early 2000s (Dlugokencky et al., 1998). This “stagnation” period occured
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between 1999-2006, but in 2007 the concentration of CH, began to rise again at
~6 ppb/yr (Rigby et al., 2008; Dlugokencky et al., 2009).

The reasons for the observed changes in the growth rate are still not fully
understood. On decadal timescales, estimates of natural CH, emissions from
“bottom-up” inventories (based on process based models) appear to be ~20%
larger than those estimated using “top down” methods (those that use atmospheric
concentration measurements) (Kirschke, 2013). These inconsistencies indicate
that estimates of regional emissions of natural sources are still not robust.
Meanwhile, industrial emissions appear to be underestimated. Miller et al. (2013),
for example, finds that anthropogenic emissions of CHy from fossil fuel extraction
and processing is 4.9+2.6 times higher than those estimated in the Emission
Database for Global Atmospheric Research (EDGAR), considered to be the most

comprehensive global methane inventory.

A number of studies have found that the immediate rise in the CH, concentration
following 2007 was partly due to a surge in natural wetland emissions in the
Arctic (Dlugokencky et al., 2011) and the tropics (Bousquet et al., 2011) in
2008-2009 and 2010-2011 respectively (Bloom et al., 2010). The increases in
the Arctic were associated with abnormally high temperatures in 2007. Indeed,
there are vast stores of CHy in the Arctic that are vulnerable to rapid increases in
temperature. In addition to anthropogenic emissions from gas wells and pipelines,
there are large areas of permafrost and methane hydrate trapped beneath offshore
permafrost. Although the permafrost carbon pool accumulates slowly and can be
preserved for millions of years when frozen, it is highly decomposable and can
be released quickly when thawed (Zimov et al., 2006b). When permafrost thaws,
methanogenisis can occur in exposed soils on the land, and bubbles of previously
trapped CHy4 can rise up to the ocean surface from the sea bed, subsequently being

released into the atmosphere. Large emissions from decaying methane hydrates
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have already been observed from the East Siberian Arctic Shelf (Shakhova et al.,
2010, 2013), although these have not been detected in NOAA /ESRL atmospheric
measurements and they are likely to remain limited in the next 100 years (Biastoch
et al., 2011). Permafrost sediments on the land have already begun to thaw
(Romanovsky et al., 2001), and many are questioning the fate of permafrost
carbon (Zimov et al., 2006a). Isotope measurements from surface and aircraft
campaigns have also been used to highlight Arctic wetlands as a major source in
the Summer, and gas leaks from industry in the Winter (Fisher et al., 2011). A
long term trend in Arctic emissions from permafrost has not yet been observed
and despite the potentially large effect on future climate projections, few model

simulations currently account for the potential of large Arctic CH4 emissions.
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1.3 Thesis Outline

My thesis has two primary objectives:

e Assess recent changes in the seasonality of the carbon cycle in high-latitude

regions of the northern hemisphere for CO, and CHy.

e Explore a novel satellite instrument concept for observing CO, from space.

As ever, I have an ultimate objective, which in this case is to improve our current
understanding of recent changes in the global carbon cycle. The focus of my
thesis is on recent changes in CO5 fluxes from boreal vegetation, and high-latitude
wetland sources of CH, in response to rapidly increasing Arctic and sub-Arctic

temperatures.

In Chapter 2, I characterise the errors associated with analysing variability and
trends of the CO4 seasonal cycle when it is detrended using the wavelet transform.
I analyse the phase and amplitude of the COs seasonal cycle using a range of
metrics, some of which have not previously been used. The phase of the seasonal
cycle refers to changes in the timing of the net carbon uptake period, while the
amplitude represents changes in overall carbon exchange. I compare the results
with high-latitude temperature metrics and co-located observations of the CO,

isotope ratio, 6'3C.

In Chapter 3, I analyse ground-based in-situ and flask measurements of high-
latitude CH4 concentrations to look for evidence of changing CH, emissions from
boreal and Arctic wetlands. In-situ observations at Barrow, Alaska, provide
information about summertime CH, anomalies that are associated with wetland
emissions from the North Slope of Alaska. These anomalies show the relative

timing of wetland emissions with respect to the broad scale CH, seasonal cycle at
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high latitudes. It is hypothesised that increases in wetland emissions could result
in a decrease in the seasonal amplitude of CH, at high-latitude sites. I analyse
flask measurements of CH, for changes in amplitude, and use output from an
atmospheric transport model to investigate whether this could be linked with a

change in wetland emissions.

In Chapter 4, I present a novel instrument concept, developed by staff at the UK
Astronomy Technology Centre, for observing atmospheric columns of CO, from
space. I present the results from the prototype laboratory experiments which I
carried out on the instrument and characterise the ability of the instrument to
measure the three spectra necessary for XCO; retrievals on the same detector.

This study is limited to theoretical design and proof of concept of the instrument.

In Chapter 5 I summarise the results and suggest future directions for this work.
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Chapter 2

Evidence of large-scale changes in
CO» uptake at high northern
latitudes

2.1 Introduction

Observed variability of atmospheric carbon dioxide (CO,) reflects changes in time-
and spatial-dependent surface emission and uptake processes, and atmospheric
transport and chemistry. Long-term records of atmospheric CO,, available in
some locations for more than half a century, show a near-monotonic increase
superimposed with a seasonal cycle. Disentangling signals from individual
processes from these data is generally non-trivial but particularly difficult for
long-lived trace gases with atmospheric lifetimes of, say, longer than one year
where the signal of interest typically represents a variation of, perhaps, only a few

percent atop a slowly varying ambient concentration. We are instead reliant on

39
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computer models of surface processes and atmospheric transport, which have their
own weaknesses, or complex analysis of the time series. Here, I use the wavelet
transform to spectrally decompose CO, time series across the globe, revealing
new insights about the growth rate, and changes in the amplitude and phase of

COs associated with the growing season.

A growing body of work shows that terrestrial ecosystems are particularly
sensitive to changes in climate at the start and end of the growing season,
largely based on relating earlier flowering and leaf flushing dates at mid-latitudes
to warmer springtime temperatures (e.g., Schwartz et al. (2006); Taylor et al.
(2008); Thompson and Clark (2008); Ellwood et al. (2013)). Predictions based
on experimental studies have been unable to reproduce the sign or the magnitude
of the observed variations in leaf phenology (Wolkovich et al., 2012). Studies
have typically shown a weaker relationship between autumn surface temperatures
and the timing of leaf loss, with some work suggesting that increasing CO,
contributes to delayed autumnal senescence (Taylor et al., 2008). Changes in
phenology have implications for carbon fluxes, and the associated analysis of the
observed variability of atmospheric CO, generally supports the conclusions from
the phenology studies of spring warming (Thompson, 2011). Keeling et al. (1996)
reported an increase in the peak-to-peak amplitude of the seasonal cycle at Mauna,
Loa, Hawaii and Barrow, Alaska, interpreted as an indicator of increased activity
of northern vegetation, and a change in the phase suggesting a lengthening of
the growing season in response to warmer spring temperatures. A more update
study by Graven et al. (2013) has shown that the increase in seasonal amplitude
has persisted at Barrow, Alaska and can also be seen in aircraft measurements in
the mid-troposphere, and that these changes, evident of increased CO5 uptake by
boreal and temperate forests, show no signs of slowing down. Later studies have
showed that carbon uptake in the northern hemisphere is starting earlier in spring

and that the release of carbon is also starting sooner in autumn (Piao et al., 2008)
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in response to changes in the thermal growing season (Barichivich et al., 2012) and
snow melt dates (Barichivich et al., 2013). Spectral decomposition of atmospheric
measurements of CO, is not a new idea, with Keeling providing some of the early
insights into his measurements at Mauna Loa. Previous studies have typically
employed curve fitting techniques (e.g. Bacastow et al. (1985), Thompson et al.
(1986), Piao et al. (2008) and Barichivich et al. (2012)) or filtering methods such
as complex demodulation (Thompson and Clark (2008) and Thompson (2011).
However there are inherent problems with analyses which focus on detrended
seasonal cycles, in particular the aliasing effects that occur as a result of the

detrending process.

[ apply the wavelet transform (Torrence and Compo, 1998) to COy mole fraction
data, which simultaneously decomposes time series into time-frequency space,
while preserving information about both the amplitude and phase of oscillations
within the time series. When used as a filtering technique, this transform has
an advantage over traditional filtering methods in that it removes noise at all
frequencies and can be used to isolate single events that have a broad power
spectrum or multiple events that have a varying frequency. This method provides
easy isolation of changes in the CO, growth rate and seasonal cycle. T characterise
the aliasing effects that result from the detrending process in order to determine
the best metrics for estimating trends in the seasonal cycle. My data analysis is
focused on high northern latitude sites where the boreal CO5 seasonal cycle has

a high signal-to-noise ratio relating to strong boreal terrestrial carbon fluxes.

In Section 2.2, T describe the data and methods used in the analysis. In Section
2.3, I describe the wavelet transform that I use to spectrally decompose the data
and characterize the aliasing errors associated with detrending the data. I also
compare my CO, growth rate estimates with those reported by NOAA/ESRL at

Mauna Loa to quantify the uncertainty associated with both methods. In Section
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2.4, I quantify the regional contributions to high-latitude CO, concentrations. In
Section 2.5, I analyse global atmospheric CO4 growth rates, and I use the wavelet
transform to produce detrended time series of CO,. 1 quantify changes in the
amplitude and phase of the high-latitude seasonal cycle over the past 40 years at
numerous high-latitude CO5 monitoring sites. In Section 2.6, I further investigate
the results by using gridded temperature data and CO, isotope observations. I

conclude in Section 2.7.

2.2 Data and Methods

2.2.1 CO, and /®C Data

[ use weekly mean CO. time series calculated from NOAA/ESRL CGASN
discrete CO4 surface mole fraction measurements, with geographical site locations
shown in Figure 2.1. At each of these monitoring sites, flasks of air are
collected twice weekly by the NOAA /ESRL GMD when conditions are considered
representative of background conditions, before the CO, dry air mole fraction
is determined using a non-dispersive infrared analyser. Ongoing calibrations
at each site ensures reasonable accuracy of individual measurements and allows
reliable intercomparisons of data time series within the NOAA /ESRL network.
Uncertainties of discrete COy measurements are calculated based on the ability
to propagate the World Meteorological Organisation (WMO) XCO2 scale to
working standards (£0.02 ppm based on a 68% confidence interval, Zhao and
Tans (2006)), analytical repeatability when using the analysers for sample
measurement (£0.03 ppm), and the agreement between pairs of samples collected

simultaneously (£0.1 ppm across the entire sampling network). Comparison of

monthly mean CO, at Mauna Loa determined independently by NOAA/ESRL
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and Scripps Institution of Oceanography (SIO) shows an average difference during
1974-2004 of 0.04 ppm with a standard deviation of the annual mean differences
of 0.12 ppm - these comparisons provide confidence that the NOAA /ESRL CO,
measurements are generally accurate to better than 0.2 ppm. The sum of these
uncertainties is negligible in comparison to the magnitude of CO,y variability

observed at northern high-latitudes where there is a strong seasonal cycle.

Latitude
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Figure 2.1: The locations of NOAA/ESRL sites used in my CO, time series analysis.
For seasonal cycle analysis, | focus on northern hemisphere high-latitude sites marked
in blue, where mid and low-latitudes sites are marked in green and red respectively.
The sites shown in magenta, blue and green are used for growth rate analysis only.
The six sites with a black border are those with the longest time span in each 30°
latitude band. The shaded regions are the temperate and boreal northern hemisphere
land regions defined in the initial TransCom study (Gurney et al., 2002). These regions

are used for analysis of temperature and atmospheric transport.

I also use coinciding measurements of 6'>C to help us attribute observed changes
of CO5y to land biospheric uptake. The isotope samples are analysed at the
Stable Isotope Laboratory at The Institute of Arctic and Alpine Research within
Colorado University (CU-INSTAAR) using flasks of air from the CGASN (White
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and Vaughn, 2011a). Precision is estimated to be approximately 0.028 permil for
dBC-CO,. The ratio §*3C is defined as:

[ C]
2C
sample

13 _
3°C = | fog
12C 1 standard

— 1| x 1000, (2.1)

13

where [% is the ratio of *C to '2C within the sample, and [iz—g] is

sample

the ratio of ¥C to 2C in a standard (a substance with a known, unchanging *C

:| sample

0 2C ratio). Individual measurements of '>C and '*C are carried out by isolating
the CO4 in a subsample of air from each flask and using a mass spectrometer to
determine the isotopic composition. Measurements of §'*C show strong seasonal
variations, which are anti-correlated with CO,. Plants preferentially take the
lighter carbon 2C' isotope out of the atmosphere through photosynthesis during
spring and summer resulting in an increase in §3C, and release more >C' than

12¢" during autumn and winter resulting in a decrease in §3C.

I only use data from sites where the length of the time series is at least 15 years,
reflecting my primary interest of understanding long-term responses of CO, to
changes in climate. Although there are typically more temporal discontinuities
than monthly data, I focus on analysis of weekly mean CO, as it provides more

detailed information about changes in the phase of the seasonal cycle.

The wavelet transform method requires a continuous time series with a constant
time step and it is therefore necessary to impute missing data. To fill a missing
value in the time series I extract a seasonal value from a locally averaged seasonal
cycle (calculated from the 2 years to either side of the missing value) and a trend
value from a latitude-specific reference time series (Figure 2.2), accounting for
large-scale anomalies in the growth rate. Any remaining missing data points are
extracted from a piecewise cubic spline curve-fit. Figure 2.3 shows an example of

my imputation approach using CO, mole fraction and §*3C time series from Cold
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Bay, Alaska (CBA). At this site, there are typically few missing data points but
there are periods of >1 year with no data at all. Parts of the time series that
contain significant sections of missing data are likely to be unreliable, however
prolonged periods are rare, with CBA being one of the worst examples, and I find
that isolated missing data points do not significantly impact the determination of

long-term trends in the phase and amplitude.

For analysis of atmospheric growth rates, I use estimates of CO5 emissions from
land use change and those resulting from the combined effects of fossil fuel
combustion and cement production throughout 1960-2010. This data was sourced

from the Global Carbon Project (Le Quéré et al., 2014).
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Figure 2.2: Reference weekly CO; mole fraction measurements (ppm) covering
various time spans for 30° degree latitude bands used to impute missing data points.
BRW, NWR, MLO, SMO, CGO, and SPO are codes to denote Barrow (71.3°N,
156.6°W), Niwot Ridge (40.0°N, 105.6°W), Mauna Loa (19.5°N, 155.6°W), American
Samoa (14.2°S, 170.5°W), Cape Grim (40.7°S, 144.7°E), and South Pole (89.9°S,

24.8°W). Also see Figure 2.1 for site locations.
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Figure 2.3: Weekly (top) CO, mole fraction (ppm) measurements (black) and
(bottom) §'3C values (per mil) at Cold Bay, Alaska (CBA, 55.2°N, 162.7°W) from
1980 to 2012. Imputed values, shown in red, are inferred from a locally averaged
seasonal cycle adjusted for anomalies in growth rate. Any remaining missing values

are extracted from a fitted piecewise cubic spline curve (magenta).
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2.2.2 GEOS-Chem Atmospheric Transport Model

I use output from the GEOS-Chem ACTM to help interpret results from the
CO, data analysis. In particular, this model output is used to estimate the
proportion of seasonal variability in COy observed at surface monitoring sites

driven by carbon fluxes in different geographical regions.

Model Description

The GEOS-Chem model output was provided by Liang Feng of the Tropospheric
Chemistry and Earth Observation Modelling Group within the School of Geo-
sciences at the University of Edinburgh. The model output was produced using
v7-03-06 of the GEOS-Chem ACTM, driven by GEOS-5 assimilated meteorologi-
cal data from the NASA Global Modelling and Assimilation Office (GMAO) God-
dard Earth Observing System (GEOS). It uses a horizontal spatial resolution of
4° latitude by 5° longitude (a degradation of the native resolution of 0.5°x0.667°)
with 47 vertical levels and a temporal resolution of 3 hours. The model uses prior
CO; fluxes for the land biosphere (Randerson et al., 1997), oceans (Takahashi
et al., 2002), biomass burning (GFEDv2), and fossil fuel combustion (Sunthar-
alingam et al., 2005). For the CO, attribution calculations, a “tagged” version
of the model is used (Feng et al., 2011), which decomposes the total COy into
contributions from specific processes and geographical regions. The 23 regions
used here are those often adopted from the original COy TransCom experiments
(Gurney et al., 2002). These include the boreal and temperate regions of North

America, Europe and Asia.

Model Stmulation
The simulation used is a perturbation simulation from 2004-2009. In the
simulation, on the first day of every month, each region releases a fixed quantity of

1 PgCO, from the surface, which is then transported by the GEOS-5 meteorology.
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The CO, is tagged by region and month of the year. I find and sample CO, at
the nearest model grid point to each of the NOAA /ESRL CO, measurement sites
to build up daily CO, time series over the five year period. In order to reflect the
different magnitude of carbon fluxes from different regions and the fact that CO,
fluxes vary seasonally, the 1 PgCO, is multiplied by the prior flux estimate for
that region. The prior fluxes vary seasonally, but not from year to year. I then
derive the relative quantities of CO, arriving at each site from different regions
and times of the year. For each site, I take the maximum contribution from each

region in the first 30 days from the initial monthly flux into the atmosphere.

2.2.3 Other Data

I use the University of East Anglia Climate Research Unit TS3.10 gridded land
temperature dataset (Harris et al., 2013) to help interpret observed variations
in the CO, time series. This data has a 0.5x0.5 degree spatial resolution and
monthly time resolution. I calculate regional mean time series of temperature
using the northern hemisphere TransCom regions shown in Figure 2.1. This
accounts for the fact that CO, measurements typically have a larger spatial
footprint than the gridded climate data. I analyse the resulting time series through
1960-2012, defining a thermal growing season (TGS), where TGSggg is the 5°C
spring crossing date (-ve to +ve), and TGSgyp is the the 5°C autumn crossing
date (+ve to -ve). This is equivalent to the method adopted by Barichivich et al.
(2012). During this warm period of days >5°C (TGSpgy), soil is likely to have
thawed and temperatures are sufficient for plants to become active during the
growing season. [ regress these variables with with COy seasonal cycle phase

metrics.

I originally chose this dataset due to its long-time span, which went as far back as
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the beginning of the continuous COy measurements at Mauna Loa. Although it
was unnecessary to use such a long time series in this particular analysis, I found
that the difference in results when doing the same analysis with other temperature

datasets was insignificant.

2.2.4 Statistical Methods

I use standard linear regression to calculate regression coefficients and their 95%
confidence intervals. I use the F' statistic and its p value to test for statistical
significance of trends. In an F-test, the test statistic has an F’ distribution under
the null hypothesis - that there is no statistical relationship between two time
series. In my analysis [ assume that coefficients with p <0.05 and p <0.01 are
statistically significant and highly statistically significant respectively, while a
p value >0.05 represents a result that is not statistically significant. Unless
otherwise specified, regression coefficients refer to the linear regression of a
variable against time, where a statistically significant coefficient would indicate
the presence of a trend. I use the Pearson product-moment correlation coefficient
r, in order to determine the linear correlation between two time series. I use a
Monte Carlo simulation to empirically derive estimates of uncertainty associated

with the different seasonal cycle metrics used in my analysis.

For regression of CO, against §'3C metrics, Method I (linear) regression is
not appropriate because it assumes that there is no error associated with the
dependent variable, and that the errors in the two variables are unrelated.
This is not the case, as errors are likely to be present in both §3C and CO,
and they are related because one is present in the other. These errors carry
through to the phase metrics used in the analysis and therefore an alternative

regression method is required. I use Method II regression, Reduced Major Axis
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(RMA) Regression, which is also known as Geometric Mean Regression. RMA
is specifically formulated to account for there being errors in both the x and y
variables. This method provides regression coefficients, a 95% confidence interval
on each coefficient, and a p value associated with the statistical significance of the
relationship. I interpret these values as I do for those determined from standard

linear regression.

2.3 Wayvelet transform: methodology and error

characterization

2.3.1 Method

[ use a wavelet transform to spectrally decompose the observed CO, variations
into individual frequency bands that can be attributed to the responsible biolog-

ical and physical processes.

In general a wavelet transform W), uses a wavelet function vy, a pre-defined wave-
like oscillation that is non-continuous in time or space, to decompose a time series
into time-frequency space. This allows an investigation of the dominant modes of
variability within a time series and how they change with time. This improves on
the Fourier transform which determines frequency information using continuous

sine and cosine functions.

The wavelet transform of a time series z,, is defined as

Wh(s) = Epth * (swy,)eknot (2.2)
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where 7 is the discrete Fourier transform of x,, N is the number of points in
the time series, k=0...N — 1 is the frequency index and 1& * (swy) is the complex
conjugate of the Fourier transform of a normalized, scaled and translated version
of ¥o(n), where s is the scale and wy, is the angular frequency. I use the Morlet
wavelet (Torrence and Compo, 1998), a plane wave modulated by a Gaussian

envelope:

o (n) = Aeiwone=n"/2 (2.3)

where wy is the nondimensional frequency and 7 is the nondimensional time-
parameter. I chose the Morlet wavelet because it is nonorthogonal, which is an
attractive property for the analysis of smooth and continuous variations such as
those exhibited by COy mole fraction time series. The wavelet is comprised of
a real and imaginary part, providing information about amplitude and phase,

respectively.
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Figure 2.4: The left panel shows the real (solid) and imaginary (dashed) parts of the
Morlet wavelet. The right panel shows the root mean square errors associated with
different values of Cs derived empirically from residuals determined by subtracting
the reconstructed CO, time series from the original time series, where individually

coloured lines are representative of different CO5 monitoring sites.

The original time series can be recovered from wavelet space using the corre-

sponding inverse transform Torrence and Compo (1998) and summing over all
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frequencies from the real part of the wavelet transform (or a subset of frequencies

if the focus is isolating particular signals):

Gt N R{W ()}
" Cstho(0) syt

J=0

(2.4)

where 1)0(0) removes the energy scaling and 331-/ ? converts the wavelet transform to
an energy density. Cs and 1)0(0) are constants determined for the specific wavelet
function. In order to determine the optimum range of frequencies over which
to sum in order to reconstruct broad scale frequency components I generated a
time series equal to the sum of three individual sine waves with equal magnitude
but specific periods of 12, 6 and 4 months. Figure 2.5 shows the global wavelet
spectrum of this time series, where the global wavelet spectrum is the power of the
wavelet coefficient matrix summed over time. The dashed lines show the points of
minimum overlap between different frequency components of the time series and
are used as thresholds when reconstructing individual harmonics of the wavelet

transformed data.

To minimize edge effects associated with the Fourier transform, I add synthetic
data to pad the start and end of the time series. For my calculation I repeat the
first (last) three years of data backward (forward), accounting for a growth rate
based on following (preceding) years. I also “zero pad” the time series so that
the number of points used is an integral power of two, as this further reduces
edge effects and speeds up the transform. The addition of the padded synthetic
data allows utilisation of the edges of the time series by ensuring that there
is negligible additional error introduced by edge effects, but uncertainty in the
spectral decomposition is still likely to be largest at these points. The padded
data at the edges of the time series are removed prior to analysis after the time

series has been wavelet decomposed, filtered, and reconstructed.
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Figure 2.5: The global wavelet spectrum, defined as the power of the wavelet
coefficient matrix summed over time, of a time series made up of three individual sine
curves of equal magnitude but with periods of 12, 6 and 4 months respectively. The
dashed lines show the points at which there is minimum overlap between the different

components.

I quantify the numerical error associated with the wavelet transform by decom-
posing and reconstructing multiple time series before calculating the root mean
square error (RMSE) from the residuals. I find that the value for Cjs previously
reported (Torrence and Compo, 1998) introduces a small trend in the original
minus reconstructed residual, and find that Cs=0.7785 results in a much smaller,
unbiased residual and RMSE with a typical value <0.05 ppm for monthly data
and <0.025 ppm for weekly data (see Figure 2.4). Table 2.1 shows the wavelet

parameter values I used in my analysis.

Additional uncertainties may arise in the long-term trend and detrended seasonal
cycle as a result of spectral power being assigned to the incorrect frequency band.
This could, for example, result in concentration changes caused by anthropogenic
emissions creeping into what we deem the natural (seasonal) cycle of COsg; the
converse is also true. However, this problem is prevalent amongst most methods

used to decompose the time series.
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Table 2.1: Wavelet parameters

Parameter | 6t=1/12 | jt=1/52
5 0.25 0.01
So 20t ot
Cs 0.7785 0.7785
Yo L L

Example of spectral decomposition

Figure 2.6 shows, as an example, the spectral decomposition of CO5 mole fraction
measurements at Mauna Loa. The wavelet transform decomposes the 1-D time
series into a 2-D power spectrum, describing energy per unit time, as a function
of frequency (the reciprocal of period) and time. The cone of influence is the
boundary below which wavelet coefficients are compromised by edge effects. I find
that most of the power is in the annual and semi-annual periods, as expected,
but also peaks in power at periods > 12 months. This is likely to be a result of
responses of the CO, growth rate to large-scale climate variability, e.g., the El
Nino-Southern Oscillation (ENSO). This is supported by the global wavelet power
spectra (integrated over all time). The interannual growth rate is determined by
taking the value of the long-term trend (deseasonalized) on January 1st in one
year, and subtracting the value from the previous year to leave the net change in

concentration.

Figure 2.6 shows two example applications of the wavelet transform: 1) as a
low-pass filter to deseasonalize the CO5 data (red line in top panel); and 2) the
associated annual growth rate (ppm/yr), which I find is within <0.1 ppm of the
reported values from NOAA/ESRL (not shown).
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Figure 2.6: Top row: weekly mean (black) and low-pass filtered (red, frequencies
>18 months) CO, mole fraction time series (ppm) at Mauna Loa, 1959-2012. Middle
row: (left) the wavelet power spectrum where the colour scale is log(power). The
black solid lines denotes the cone of influence. The wavelet power spectrum tends to
emphasise very low frequency information so | have subtracted an exponential term
prior to applying the wavelet transform to emphasise the high frequency variability
(right) the corresponding time-integrated global wavelet spectrum. Bottom row: the

inferred annual growth rate of CO, (ppm/yr).

Components of the Seasonal Cycle

The annual cycle of COy in the high-latitude northern hemisphere is driven
primarily by photosynthesis and respiration of terrestrial vegetation, with a
minima during the summer growing season months and a maxima during the
winter months. The seasonal contribution from ocean sources and sinks is

relatively small. This is discussed further in Section 2.4.
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Past analyses of surface and aircraft in situ CO5 concentration measurements have
shown the presence of a semi-annual cycle in mid-tropospheric and surface CO,
(e.g. Thompson et al. (1986), Jiang et al. (2012)). This signal has recently been
attributed to biosphere-atmosphere COy exchange with a small contribution from
biomass burning (Jiang et al., 2012), although better knowledge of ocean fluxes
is also required to determine their contribution to the COy semi-annual cycle.
The semi-annual cycle has a minima during winter and summer just prior to the
maxima and minima of the annual cycle, and has a maxima during spring and

autumn just prior to times of peak net uptake and release of CO,, respectively.

In terms of spectral decomposition, the presence of a semi-annual cycle in high-
latitude COs is not surprising. This is because the high-latitude seasonal cycle is
not sinusoidal, but instead varies asymmetrically. Consequently, it is important
to consider both the semi-annual and annual cycles together when interpreting
changes in the phase of the seasonal cycle. For this reason, and based on the
analysis of the global wavelet spectrums shown in Figures 2.6 and 2.5, I find that
using periods of >2 months and <18 months to construct the CO, seasonal cycle

adequately describes variability in the phase and amplitude.

In the next section, I define a number of metrics which describe different
ways in which the seasonal cycle changes shape. I use a series of numerical
experiments based on synthetic data to characterise the aliasing errors associated
with detrending the seasonal cycle and the ability to detect trends and interannual

variability in each of the metrics.
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2.3.2 Error characterisation

Although the atmospheric growth rate of CO, contains important information
about the carbon balance of large-scale vegetation, it is mixed in with information
about many other sources and sinks of COs such as oceanic and anthropogenic
sources. The seasonal cycle on the other hand is predominantly driven by
seasonal changes in the uptake and release of carbon by terrestrial vegetation.
Furthermore, the high-latitude seasonal cycle is predominantly driven by boreal
vegetation (see Section 2.4). It would therefore make sense that analysing this
seasonal cycle could provide invaluable insights into changes in the CO5 flux from

boreal vegetation.

The wavelet detrended seasonal cycle of CO, contains a zero net annual flux
by definition. Therefore, analysis of the detrended CO, seasonal cycle does not
provide direct evidence about the balance between uptake and release of carbon.
Furthermore, the detrending process can compromise our ability to accurately
determine changes in the seasonal cycle - a result of aliasing. Here, I use
synthetic COy time series, defined with specific changes in amplitude and phase,
to characterize the aliasing errors associated with analysing COs concentration
time series that have been detrended using the wavelet transform. Insights from
this synthetic analysis will be applied to the interpretation of NOAA /ESRL mole
fraction measurements. [ attempt to use a number of metrics defined below
to provide indirect evidence of trends in the carbon balance of the northern

hemisphere.

The starting point of my numerical experiments is the detrended time series of

atmospheric CO5 mole fraction and it’s first time derivative, A;COs.



58 2.3 Wavelet transform: methodology and error characterization

Synthetic model framework

[ use a simple box model based on the CO5 mole fraction time series at BRW
(Figure 2.7). BRW is the most suitable site for this purpose because it has
the longest time series of all of the high-latitude sites and is considered highly
representative of boreal vegetation in the northern hemisphere. I take the first
time derivative of the detrended time series at BRW to get the “flux” time series,
A;COsy. T then take the time series mean seasonal cycle of the BRW CO, flux
and adjust it so that in its initial state, the source and sink terms are balanced.
This cycle is then repeated for 40 years which is roughly equivalent to the time
span of the BRW data. For my experiments, described below, I apply trends and
variability to various aspects of the CO, flux time series before integrating to
retrieve the CO, concentration. The resulting concentration time series emulates

an observed time series.

In these experiments, the trends are introduced to the flux time series rather than
the mole fraction time series because this includes in the analysis the changes in
the interannual growth rate which are now present due to the imbalance between
the source and sink terms. If I were to instead apply the trends to the CO, mole
fraction time series, the only error introduced would be the numerical error of the

wavelet transform which is negligible.

Biological period defined by atmospheric CO,

Based on the flux time series I define three periods during an annual cycle: 1) a
carbon uptake period when there is a net negative CO5 flux to the atmosphere
(photosynthesis is higher than respiration); 2) a release period when there is a net

source of CO, to the atmosphere; and 3) a dormant period, defined between the
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Figure 2.7: Synthetic COy ‘flux’, expressed here at ppm/wk over an annual cycle
(left) and the corresponding mole fraction (ppm) time series repeated over successive

years (right). The CO, annual cycle is based on the observed cycle at BRW.

latter half of winter and the start of the next uptake period, when plant activity
is very low due to frozen ground such that A;COs is typically small (but non-zero

due to transport of COs from the lower latitudes).

Metrics used to interpret atmospheric CO, variations

I use several metrics from the time series analysis, each of them determined from
the detrended CO, seasonal cycle: the seasonal amplitude and zero-crossing points
of the CO4 mole fraction, and peak uptake /release and numerous phase thresholds

from the first time differential of CO5, A;COs.

The amplitude of the seasonal cycle, defined as the peak to peak difference
(maxima minus minima) of the seasonal COy mole fraction time series, has been
used in previous studies as a measure of biological activity. This metric alone
cannot tell us whether net uptake or release is responsible for observed variations

in the seasonal cycle, but previous work has shown that it tends to have a stronger
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Figure 2.8: A schematic of the measures | used to characterize changes in the
amplitude and phase of atmospheric COy (ppm). In this example | use detrended

annual and semi-annual components of CO, data from BRW.

relationship with the period of strong net uptake during summer months (Graven
et al., 2013). Zero-crossing points refer to times when the detrended seasonal
cycle is equal to zero. For a seasonal cycle there is a downward and upward ZCP
(DZCP and UZCP, respectively) within one year. The DZCP does not necessarily
correspond with spring onset, but can be considered as a proxy; similarly, the
UZCP is a proxy for the timing of autumn carbon release but typically lies near
to the end of the period of net carbon release. Peak uptake (PU) and peak
release (PR) refers to the minima and maxima of the flux time series respectively.
Changes in A;CO4 have a clearer physical interpretation than the concentration
ZCPs. For example, the A;CO, DZCP and UZCP is the approximate timing of
when terrestrial vegetation becomes a net sink or a net source of CO, respectively.
For A;CO5 T use a number of additional phase thresholds which represent the
timing of when certain thresholds in A;CO, are reached (e.g. 25% of peak uptake).
The A;COy DZCP is more difficult to determine using the BRW seasonal cycle
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because small mole fraction variations during the dormant period (which has a
near-zero flux) are sufficient to bring A;COs below zero prior to the onset of
large-scale net uptake. As discussed below a more robust approach is to use
25% of peak uptake as an indicator of spring timing rather than the DZCP. In
contrast, the A;COy UZCP is well defined and trivial to calculate. Finally, I
define a carbon uptake period (CUP), COy CUP and CUP, for COy and A;COq
respectively, where this represents the difference between the autumn and spring

phase metrics defined above.

Numerical Experiments

The following three broad set experiments are designed to identify the best metrics
to describe changes in the contemporary cycle from detrended CO5 mole fraction
measurements. First, I perturb the timing of spring or autumn by adding or
subtracting a smooth Gaussian curve with a flat top centred roughly about the
onset of net uptake or release, and increase the magnitude of the curve each year
to introduce a trend across the time series. I use a different shaped Gaussian
curve for spring and autumn to account for the asymmetry of the seasonal cycle.
Second, I perturb the magnitude of net uptake or net release by multiplying the
uptake (-ve A;CO,) or release (+ve A;CO2) by some factor, and increase the
factor each year to introduce a trend. Finally, [ add year to year variability
(or noise) to each variable in the time series to assess the ability of the spectral
method to extract trends from the data. I compare each metric by calculating
the % difference in trend from the input time series and the wavelet detrended
time series. A series of Monte Carlo simulations allows us to present statistical

analysis of our ability to detect trends in the CO, time series.
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Perturbing the timing of the spring and autumn phases

Figure 2.9 shows the results of the spectral analysis of a time series for which
[ introduced a progressively earlier onset of net COy uptake of 0.50 days/yr for
A;COy DZCP. The A;COy DZCP is very sensitive to the curve I used to perturb
the time series due to the relatively flat period of near-zero net flux preceding
it (it does not take much to bring this below zero). While for the synthetic
example, I have used a smoothed version of the BRW time series, in practice
there is substantial variability in the spring shoulder so that it is often difficult to
accurately define a trend in the A;CO5 DZCP. To address this I use an operational
definition that is defined as 25% from zero to the peak uptake (A;CO3=25%PU)
- which in this example has a trend of -0.35 days/yr. The A;COs metrics were
found to be better at capturing the springtime trend to within 23% and 16%
for A;COy DZCP and A;CO»,=25%PU respectively, with the CO, mole DZCP
underestimating the trend by 63%. This has implications for using this CO, mole
fraction metric to interpret changes in the spring and autumn phase. There is
little change in any of the UZCP metrics (typically <0.025 days/yr) as a result
of aliasing. The wavelet detrending introduces a -0.01% /yr trend in peak COq
uptake and a concurrent increase in peak COjy release of 0.14% /yr corresponding
to -0.4% and 5.6% across the 40 year time series respectively. This is considered
an aliasing error and is relatively small considering the large trends introduced in

spring uptake.

Figure 2.10 shows the same calculation but from introducing an earlier autumn
onset of net CO, release of 0.30 days/yr with a trend of equivalent magnitude
introduced for A;CO,=25% PR. I find that the metrics for spring phase respond
to the prescribed change in autumn phase due to aliasing, where the mole fraction
and A;COy=0 metrics had non-zero trends up to ~-0.16 days/yr. All three UZCP

phase metrics underestimate the change in the defined phase change by amounts
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Figure 2.9: Wavelet analysis of A;CO, flux time series including a prescribed earlier

onset of net CO, uptake. Top left panel: the defined flux time series and the associated

wavelet detrended time series. Top right panel: the expected (defined) and measured

change in peak uptake and release of CO,. Bottom panels: the expected (defined)
and measured change in (left) DZCP and (right) UZCP.

ranging from 11-22% where the COy UZCP performed the best.

The earlier

onset of net CO, release aliases into a 2.5% increase in peak CO, release and a

5% increase in peak CO, across the entire time series.
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Figure 2.10: As Figure 2.9 but including an earlier autumn onset of net CO release.
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Perturbing the periods of net uptake and release of CO,

Figure 2.11 shows the results of introducing a progressive enhancement of CO,
uptake of roughly 0.70%/yr, equivalent to a 28% increase over 40 years. I
introduce the trend by multiplying the negative flux by an increasing amount
each year. This does not have an effect on the timing of the onset of net CO,
uptake or release. I also introduce two exceptional years to emulate the effect

of interannual variability such as variability driven by climate phenomena like

ENSO.

I find that the wavelet transform attributes the 0.70%/yr increased uptake as
0.59%/yr uptake and 0.20%/yr release. The mole fraction metrics infer non-
zero COy DZCP and UZCP phase changes of 0.06 days/yr and 0.16 days/yr,
respectively, while the 25% A,COy, DZCP and A,CO, UZCP, the operational
metrics, exhibits negligible trends as expected. The exceptional years are well
captured in the PU metric but also appear as changes in the phase for all phase
metrics. The COy UZCP not only exhibits the largest error, but also exhibits the
spreading of information from the exceptional years into adjacent years. This is
not the case for the A,CO, metrics indicating that they are potentially better for

estimating interannual variability in the phase.

Simultaneous variations in phase and peak uptake and release

Figure 2.12 shows the results from a final experiment that describes a calculation
in which I simultaneously perturb the phase of the spring and autumn, as
diagnosed by the A;CO,=0, and the PU and PR. T also superimpose Gaussian
random noise of +10 days and + 25% to describe year-to-year changes to the
phase and to the PU and PR respectively.
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Figure 2.11: As Figure 2.9 but introducing a trend of 0.75%/yr trend in the
peak uptake and an anomalously high year for uptake and release in years 10 and

20 respectively.

Despite large interannual variability, there is a negligible trend in the spring timing
of CO4 uptake (-0.02 days/yr). This is also shown by the A,CO, phase metric
(0.02 days/yr). The CO, DZCP trend has the opposite sign and additionally
overestimates the magnitude of the trend by 4x. The trend in the autumn A;CO,
phase metric (0.05 days/yr) underestimates the expected trend (0.09 days/yr) by
~45%, while the CO5 UZCP overestimates it by 2.8 x. The estimated trend in PU
is 0.54% yr which is 80% of the expected trend (0.68%/yr), while the estimated
PR trend (0.14%/yr) is opposite in sign and double the magnitude of the expected
trend (-0.07%/yr). The estimated CUPA trend is +ve but roughly zero, which
is a little smaller than the expected trend of 0.12 days/yr. The increase in peak

uptake (which is 3x larger than the rise in peak release) and the roughly zero
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trend estimated for the CUPA coincides with an increase in annually integrated

net uptake. The trend in net flux in this example is indeed negative with an

increase in uptake of -0.16 ppm COy/yr.
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Figure 2.12: As Figure 2.9 but introducing simultaneous trends in spring and
autumn phase and in the peak uptake and release of CO,. | also superimpose Gaussian

random noise to describe interannual variation.

So far, analysis of synthetic time series indicates that A,CO, metrics can
reproduce prescribed phase changes to within 30%, but trends with a magnitude
of <0.1 days/yr were uncertain in magnitude and sign. Strong shifts in spring
and autumn phase caused changes in PU and PR of <6% due to aliasing. Strong
trends in PU and PR were estimated to within 25% of their expected values.
Next I repeat these experiments using a Monte Carlo simulation to determine the
consistency of results acquired using this analysis when applied to a large number

of randomly generated time series.
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Monte Carlo simulations

[ used a Monte Carlo simulation (MCS) to study the ability of the wavelet
transform to simultaneously determine the PU, PR and changes in phase. [
generated 1000 synthetic time series with random trends and variability such
as the one exhibited in Figure 2.12, where Figure 2.13 shows the probability
distributions of the trends introduced in the net carbon fluxes and changes in
the CUP. Integrated uptake and release of carbon was in the range of -0.25 to
0.25 ppm/yr?, while changes in the phase were within 1 day/yr. I regressed the
expected trends in phase, PU and PR against the values I estimated following
the wavelet detrending and seasonal cycle analysis. The regression coefficient was

2

used as an estimate of the mean bias, while the r® is indicative of consistency

in the bias and the likelihood of the estimates to deviate far from the expected

value.
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Figure 2.13: Probability densities of trends introduced in the 1000 synthetic time

series generated for the MCS where the black line is the fitted probability distribution.

Figure 2.14 shows the results from the MCS regression analysis where I compare
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Figure 2.14: Regression of expected and estimated linear trends for PU, PR and
the A,COy and CO, phase metrics. Coloured points represent trends that were
not statistically significant (red), trends where the estimate had the incorrect sign
(black), statistically significant trends that were successfully detected (blue), and
statistically significant trends that were not detected in the analysis (green). Statistical
significance is at the 5% level. The numbers, N;_,,, are the number of points in each

category and have a sum of 1000.

expected and estimated trends. The figure also shows the number of estimates
where a trend of incorrect sign was detected and the number of statistically

significant trends (p<0.05) that were and were not detected in the analysis. The
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Figure 2.15: Regression of linear trends in integrated CO, uptake and release in

1000x synthetic time series against seasonal amplitude estimates.

results of the MCS indicated a large mean -ve bias in the COy DZCP trend (-
0.57+4%), but also a large spread about the mean bias (r*=0.35) which suggests
that the COy DZCP is more susceptible to aliasing. On the other hand, the use
of A;CO2=25% PU resulted in a relatively small mean bias (-14+2%) with high
consistency (r’=0.94). Although the mean bias was less in the MCS for the CO,
UZCP (-1£3%), it was also marginally less consistent (r?=0.80). The A,;CO,
UZCP had a mean bias of -23+1% (r*=0.97). Differences between the spring and
autumn phase biases calculated from CO5 and A;CO, phase metrics carry through
to the respective CUP estimates, where the CUPA had a mean bias of -284£1%
(r?=0.93) relative to a bias of -55+1% (r?=0.45) in the CO, CUP. Estimates
of A;CO, phase metrics tended to be more consistent, and while it resulted in
significantly more accurate estimates of the trend in spring phase, the autumn
phase was better represented by the COy UZCP. I expect that this is a result
of the asymmetry of the high-latitude CO, seasonal cycle resulting in different
aliasing effects on different aspects of the seasonal cycle. Analysis of peak rates
of uptake and release resulted in mean biases of -18+2% and -28+2% for PU and
PR respectively. In general, the trend estimates from the analysis had the correct
sign so long as the trend was sufficiently large (>0.25%/yr for PU and PR, and

>(.1 days/yr for changes in phase). The CO, phase metric trend estimates were
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the most likely to have the wrong sign compared to the A,CO, phase metrics
by 4.5, 4 and 1.5x for the DZCP, UZCP and CUP respectively. The A,CO,
metrics were far more effective at detecting statistically significant trends where
the COy metrics typically missed 33-50% of significant trends. Finally, Figure
2.15 shows a regression of the linear trend in integrated CO, uptake and release
against the estimated seasonal amplitude, showing that the seasonal amplitude
is highly correlated with variations in uptake during the CUP (r?=0.73), but far

less so with changes in carbon release during autumn (r*=0.04).

The aim of these experiments was to quantify our ability to make accurate
measurements of the seasonal cycle metrics in order to aid the interpretation
of the trends observed in uptake and release of CO5 in high-latitude CO, data.

In the next section, I apply this analysis to the CO, data.
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2.4 Atmospheric Transport Analysis

I use output from the GEOS-Chem simulation described in Section 2.2.2 to
determine regional contributions to seasonal COs variations. 1 sample CO,
concentrations, tagged by region, at the nearest grid point to each of the
northern hemisphere monitoring sites shown in Figure 2.1. I take the maximum
contribution to the variation in CO, concentration from each region at each site
and for each month, and take the zonal mean in 30° latitude bins. It should be
noted that these calculations are dependent on both the ability of the model to
reproduce atmospheric transport over the time span of the data, and the accuracy
of the prior CO4 fluxes used for the TransCom regions. Despite this, as I have
averaged over multiple years and over zonal bands, I expect that they reasonably
represent the large scale contributions caused by different regions. Figure 2.16
shows the maximum monthly and annual contributions to the CO4 concentration
arriving at each zonal band by biospheric carbon fluxes from 5 of the TransCom
land regions, averaged over the period 2004-2009. This figure shows that the
COs seasonality in the high-latitude region is dominated by carbon fluxes from
vegetation in boreal North America, Europe and Asia. Peak uptake in Europe,
as seen in the high-latitudes, is reached up to a month earlier than in the other
regions. As such, it may play a marginally more dominant role in determining
the springtime onset of carbon uptake at some high-latitude sites, however this is
relative to its smaller overall contribution to seasonal CO,. As expected, the mid-
latitude sites have a much larger relative contribution from temperate vegetation,
although the effect of boreal vegetation on the seasonal cycle is still prominent.
In the low latitudes it is clear that northern vegetation is still the primary driver
of the seasonal cycle, with both temperate and boreal vegetation playing an
important role. While tropical vegetation is a significant component of the natural
carbon sink and therefore for determining the annual atmospheric growth rate of

CO., it exhibits much lower seasonality when compared with vegetation in the
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mid and high-latitudes. For this reason, I do not consider seasonal contributions

from tropical vegetation in this analysis.
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Figure 2.16: This figure shows the maximum CO, contributions caused by biosphere

carbon fluxes from the TransCom land regions to the zonal mean concentrations in the

high, mid, and low latitude northern hemisphere. These values were determined by

using GEOS-Chem transport model output with prior fluxes on a 4°x5° horizonal grid

from 2004-2009, where the error bars represent the 1o of the year-to-year variability

over this time period. The zonal means were defined as the mean of the grid points

sampled nearest to the sites defined in Figure 2.1. The +ve perturbations are those

caused by vegetative CO, sources, whereas the -ve perturbations are caused by sinks.



74 2.4 Atmospheric Transport Analysis

As the COy concentration measured at a particular site is made up of flux
contributions from different regions, interannual variability in the atmospheric
transport and at different times of year could drive variability in the amplitude
and phase of the seasonal cycle. Low and mid-latitude sites on average receive
roughly equal contributions from temperature and boreal vegetation. In contrast,
it can be seen that the high-latitude sites are overwhelmingly dominated by
boreal vegetation, such that they are highly representative of the vegetation in the
high-latitudes. In addition, the interannual variability of seasonal contributions
indicated by the 1o error bars, and resulting from interannual variations in
atmospheric transport over the 5 year period, are relatively small (<0.5ppm).
To determine the presence of any trends in the CO, seasonal cycle induced by
long-term changes in atmospheric transport would require a control experiment
using constant COs emissions but variable transport over the time-span of the CO,
data. The reliability of the results from such an experiment would be dependent
on the ability to accurately constrain atmospheric transport over the past four or

five decades.
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2.5 Data Analysis

2.5.1 Growth Rates Analysis

I determined time series of annual growth rates for individual CO, sites (shown
in Figure 2.1) using the method outlined in Section 2.3, before first calculating
decadal mean growth rates, and second binning the decadal mean growth rates
into 20° latitude bins. The subtracted decadal mean fossil fuel emissions are
constant with latitude. Figure 2.17 shows how the decadal mean of the annual
atmospheric growth rates have changed from 1980 to 2009 for individual sites and
as a function of latitude. I find that in the 1980s and 1990s the growth rates are
approximately the same in the southern hemisphere, but diverge further north.
The 1980-1989 growth rate rises sharply towards the northern high-latitudes while
there is a dip in the 1990-1999 in the same latitude band. I anticipate that this
is partially due to the collapse of the Soviet Union but also due to changes in
biospheric uptake in the northern hemisphere. It should be noted that the number
of COy monitoring sites in the 1980s is considerably more sparse. The 2000-
2009 decadal mean growth rate is significantly higher than both of the previous
decades by ~ 0.35 ppm/yr and rises from the southern hemisphere to mid-latitude

northern hemisphere before dropping off again in the northern high-latitudes.

By subtracting anthropogenic fossil fuel emission estimates from the atmospheric
CO; signal (see Table 2.2 for values) uptake from the ocean and terrestrial
biosphere can effectively be isolated, acknowledging the uncertainties associated
with the emission estimates and that [ have not accounted for land use change
emissions. The residual growth rate is negative, as expected. I find that during

the 1980s the net uptake by the biosphere was typically -1.03+0.11 ppm/yr. This
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Figure 2.17: Decadal mean CO, growth rates inferred from measurements at
individual sites and averaged in 20° latitude bins having retained (left) and subtracted
(right) the decadal mean global fossil fuel emissions. The solid line with error bars
represents the decadal mean growth rate in each latitude bin with +10 representing
the standard deviation between individual sites in that latitude bin. The global
decadal mean growth rate is indicated by the dashed lines and mean values with +10
representing the standard deviation between all sites. Values for Mauna Loa, which
are typically taken to be representative of the global growth rate, are highlighted with

a circle.

increases dramatically in the 1990s to approximately -1.5440.06 ppm/yr and to -
1.8940.08 ppm /yr in 2000s. This supports the notion that the natural component
of the carbon cycle is increasing the amount of carbon taken up in response to
the amount of carbon emitted into the atmosphere, although the last two decades
show a smaller increase in uptake. This apparent equilibrium state results in an
approximate mean airborne fraction of 55.8418.2% (including only fossil fuel)
and 44.1+14.4% (including fossil fuel and land use change) which is consistent
with existing analysis (Knorr, 2009; Le Quéré et al., 2009; Gloor et al., 2010).
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Table 2.2: Decadal mean growth rates (ppm/yr)

Decade | No. Sites | Fossil Fuel (FF) | Growth Rate (GR) | GR 10 | GR - FF
1960-1969 1 1.51 0.86 N/A -0.65
1970-1979 2 2.25 1.21 0.055 -1.04
1980-1989 13 2.61 1.58 0.108 -1.03
1990-1999 38 3.02 1.48 0.056 -1.54
2000-2009 49 3.79 1.90 0.076 -1.89

2.5.2 Seasonal Cycle Analysis

Barrow, Alaska

I calculate changes in the seasonal cycle at BRW using the metrics defined in the

previous section. Changes in the spring and autumn phase determined using the

CO2 and A;COy metrics are shown in the left and right panels of Figure 2.18

respectively.
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Figure 2.18: Scatterplot of spring (DZCP) and autumn (UZCP) phase calculated

from BRW CO, (left panel) and A;CO, (right panel) time series respectively, where

individual points are coloured according to the year of measurement (1973-2013).

The trends in COy DZCP and UZCP at BRW are -0.2040.08 days/yr (p<0.01)
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and -0.1840.14 days/yr (p<0.05), respectively, with a corresponding CUP change
of 0.02+0.15 days/yr (p>0.1); The equivalent analysis using the A;COy metrics
shows changes in spring and autumn of -0.144+0.14 days/yr (p<0.05) and -
0.25+0.08 days/yr (p<0.01) respectively with a change in CUP of -0.11+0.16
days/yr (p>0.1). Changes in the CUP length are not statistically significant in
either case. The COy phase metrics show a tighter coupling between the spring
and autumn phases and a more conserved CUP. The A;CO, metric indicates
a deviation to a slightly longer CUP throughout 1975-1990, however there is a
negative linear trend in the CUP, of -1.14+1.6 days/decade across the entire time
series. This is a result of an earlier net release of carbon in autumn in comparison
to the weaker trend in spring. In general, the CO, and A;CO4y metrics attribute
more variability to either autumn or spring phase changes respectively, but neither

show a trend in the CUP.

The MCS indicated that phase trends needed a magnitude of >0.1 days/yr before
high confidence could be given to the sign of the trend when assuming that
interannual variability was +10 days or less. In general interannual variability
at BRW is <10 days, and the trends are sufficiently large (>0.1 days/yr) to give
high confidence in the sign of the spring and autumn trends. The results of the
MCS also suggested that the COy DZCP was often underestimated compared to
the expected change in spring phase, but this bias was not consistent across all
of the synthetic time series. Infact, the trend in BRW spring phase determined
from the CO. metric is larger in magnitude than the trend calculated from the
A;CO4 metric, which I estimated to have a smaller, yet more consistent bias. The
general agreement of the trends determined from the CO5 and A;CO5 metrics for
spring and autumn phase and their statistical significance gives high confidence
that both have been advancing over the past 40 years. Given the large trends in
spring and autumn phase over the span of the time series, it is remarkable that

the CUP changes are so small.
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My estimate of amplitude changes at BRW (0.094+0.02 ppm/yr) are consistent
in percentage terms (~0.62%/yr) with previous work (0.60%/yr, Graven et al.
(2013)) who also showed that changes in atmospheric transport could only explain
<7% of the amplitude variations. The seasonal amplitude which exhibits a
consistent and almost linearly increasing trend suggests a larger exchange of
carbon between vegetation and the atmosphere, however this does not appear
to be a result of a change in the CUP as this has remained relatively constant
over the past 40 years. I showed in Figure 2.15 that the seasonal amplitude is
more highly correlated with changes in uptake during the CUP than changes in
period of net carbon release. In addition, the increase in PR of 0.42+0.37 ppm/yr
(p<0.05) is much smaller than the increase in PU of 0.654+0.34 ppm/yr (p<0.01)
and the former is less statistically significant. I found in the MCS that changes
in PU and PR must be >0.25%/yr assuming interannual variability of £25%/yr
to have confidence in the sign of the trend. This indicates that the PR observed

at BRW is likely to be increasing, but significantly less so than the PU.

I analysed scenarios from the 1000 time series generated in the MCS which exhib-
ited similar trend characteristics to those observed at BRW. These characteristics
were as follows (1) CUP trend <0.15 days/yr, p>0.1 (2) PU trend, p<0.01 (3)
PR trend, p>0.1 (4) PU trend > PR trend. There were only 14 time series which
met these specifications, however, they all exhibited an increase in net uptake

ranging from an additional 0.05-0.30 ppm /yr.

My analysis of BRW CO, suggests that the intensity of carbon uptake in summer
has increased during the CUP. The trends in phase at either edge of the CUP
appear to be robust, as both sets of phase metrics agree in sign, however there
are some differences, where the A;COy metric attributes a slightly greater trend
to autumn, and the COy metric attributes a slightly greater trend to spring.

Piao et al. (2008) suggested that increased carbon losses in autumn resulting in a
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reduction of the CUP could result in a net source of CO, from northern vegetation.
However, my analysis suggests that there is currently no robust evidence that

there has been a trend in the CUP over the past 40 years.

Analysis of other high northern latitude sites

Table 2.3 shows the results of the linear regression analysis of CO, seasonal cycles
from each of the high-latitude sites shown in Figure 2.1. The error characterisation
of the seasonal cycle analysis was based on a 40 year time series based on the BRW
CO, seasonal cycle. I therefore analysed these time series under the assumption
that they typically exhibit a seasonal cycle of similar shape, phase and amplitude
to the seasonal cycle observed at BRW. It should also be taken into account
that each of these time series covers a different time span, which means that the
magnitude of the linear regression coefficients is representative of different periods
of time. In this discussion, I continue to use COy DZCP and A,CO,—25%PU as
the operational spring phase metrics and CO, and A;CO, UZCPs as the autumn

phase metrics.

I find that coefficients for the spring phase vary significantly depending on the
site and between the CO, and A;COs metric, however they are nearly all negative
in sign. While most of the sites exhibit negative coefficients for the spring phase,
the analysis of ICE shows a large positive coefficient for spring phase which is
statistically significant for the CO, and A;CO, metrics. The remaining seasonal
cycles exhibit a negative coefficient for spring phase ranging from zero (ZEP) to
-0.4 days/yr (SHM). Other than BRW, only SHM has a statistically significant
coefficient indicating the presence of a trend in the spring phase when using CO,
and A;CO, phase metrics, while STM has a statistically significant trend when
using the COy metric.
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Most sites also exhibit negative coefficients for autumn phase, where the only
exceptions are the ZEP CO, UZCP and the ICE A;COy UZCP. ALT, BRW,
CBA and SHM each have statistically significant trends showing an advance of
COy UZCP where four sites have coefficients lying in the range of -0.24 and -0.27

days/yr.

The advances of spring and autumn phase is not entirely consistent between sites,
as the magnitude varies significantly and few sites show statistically significant
trends in spring phase and the A,CO, UZCP. ICE and ZEP show contradictory
results in that they exhibit delays in the spring and autumn phases respectively.
However, the differences in autumn and spring phases typically result in a CUP
change which is not statistically significant. As this is consistent with my BRW
analysis, this work provides strong evidence that the length of the high-latitude
CUP had been roughly conserved over the past 40 years.

All sites exhibit significant increases in amplitude where the magnitude of increase
differs from 0.05 to 0.14 ppm/yr where this range is likely to reflect differences
in the time span of the data. Larger increases in PU than PR are seen at ALT,

CBA and ZEP.

My analysis of CO5 at other high-latitude sites emphasises the uniqueness of BRW
in that almost every metric I used with the exception of PR and CUP exhibits a
statistically significant trend. This may reflect the position of BRW with respect
to boreal vegetation, however it is also likely that the longer time series at BRW

increases the chance of detecting a long-term trend in data.



Site Info Spring Phase Autumn Phase Uptake Period C. Exchange
co, A:C0z co, G0z Co, Seas.

Site | Times. | DzCP | T2 B A€ cp | 2192 B €% hup | 22 amp. | PV PR

ban (days/y~)DZCP 25% = PU (days/y .)UZCP 25% = PR (days/vh) cup (ppm/y")(%/yr) (%/yr)
(days/yr) PU (days/yt) (days/yf) PR (days/yr) (days/yt)
(days/yt) (days/yt)

Lo86. -0.14 -0.34 -0.16 -0.18 -0.27 -0.10 -0.09 0.15 -0.02 0.05 0.10 0.61 0.40

ALT +0.15 +0.83 +0.26 +0.26 +0.19 +0.17 +0.20 +0.59 +0.20 +0.32 +0.04 +0.60 +0.60
201 (p<0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p<0.01)| (p>0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p<0.01)| (p<0.01)| (p<0.1)

-0.20 -0.02 -0.14 -0.21 -0.18 -0.25 -0.26 -0.25 0.02 -0.11 0.09 0.65 0.42

BRW 1 +0.08 +0.47 +0.14 +0.15 +0.14 +0.08 +0.10 +0.10 +0.15 +0.16 +0.02 +0.34 +0.34
201 (p<0.01)| (p>0.1) | (p<0.05)| (p<0.01)| (p<0.05)| (p<0.01)| (p<0.01)| (p<0.1) | (p>0.1) | (p>0.1) | (p<0.01)| (p<0.01)| (p<0.05)

Lo, -0.14 -0.56 0.06 -0.24 -0.27 -0.16 -0.17 0.14 -0.07 -0.22 0.07 0.66 0.58

CBA Jo1o +0.15 +0.34 +0.11 +0.37 +0.27 +0.17 +0.20 +0.33 +0.29 +0.34 +0.04 +0.48 +0.48
(p<0.1) | (p<0.01)| (p>0.1) | (p>0.1) | (p<0.05)| (p<0.1) | (p<0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p<0.01)| (p<0.01)| (p<0.05)

L00s. 0.34 0.62 0.63 0.25 -0.13 0.18 0.22 0.11 -0.21 -0.45 0.06 0.97 0.92

ICE JoL3 +0.27 +0.98 +0.65 +0.54 +0.28 +0.25 +0.24 +0.99 +0.33 +0.64 +0.04 +0.94 +0.92
(p<0.05)| (p<0.01)| (p<0.01)| (p<0.1) | (p>0.1) | (p>0.1) | (p<0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p<0.01)| (p<0.01)| (p<0.05)

Los7. -0.40 -0.59 -0.45 -0.54 -0.27 -0.13 -0.11 -0.15 -0.13 0.32 0.06 -0.24 -0.05

SHM 2019 +0.18 +0.45 +0.34 +0.40 +0.22 +0.23 +0.25 +0.33 +0.24 +0.44 +0.05 +0.75 +0.69
(p<0.01)| (p<0.05)| (p<0.05)| (p<0.01)| (p<0.05)| (p>0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p<0.05)| (p>0.1) | (p>0.1)

Lo81. -0.17 -0.60 -0.03 -0.04 -0.24 -0.01 -0.01 0.16 -0.07 0.02 0.05 0.04 0.72

STM 2010 +0.14 +0.74 +0.65 +0.27 +0.25 +0.15 +0.18 +0.62 +0.31 +0.66 +0.03 +0.63 +0.62
(p<0.05)| (p>0.1) | (p>0.1) | (p>0.1) | (p<0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p<0.01)| (p>0.1) | (p<0.05)

L0 -0.01 -1.24 0.01 -0.06 0.40 -0.16 -0.24 0.43 0.12 -0.18 0.14 1.00 -0.30

ZEP 2013 +0.21 +1.78 +0.61 +0.40 +0.52 +0.33 +0.38 +1.20 +0.25 +0.76 +0.05 +1.06 +1.07
(p>0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p>0.1) | (p<0.01)| (p<0.05)| (p>0.1)

Table 2.3: Estimated trends of downward and upward zero crossing points (DZCP and UZCP, respectively), peak uptake and
release (PU and PR, respectively), and carbon uptake period (CUP) calculated from CO, and A;CO, data for seven high latitude

measurement sites (Figure 2.1). The 95% confidence intervals and p-values are calculated for each trend estimate.
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2.6 Analysis of Ancillary Data

2.6.1 Surface Temperature Analyses

Table 2.4 shows results from the linear trend analysis of temperature and the TGS
as determined from surface land temperatures averaged over northern hemisphere
TransCom regions, where all trends are highly statistically significant (p<0.01).
The analysis shows that temperatures have warmed significantly at high-latitudes
since 1970. I find that an earlier onset of the mean temperature reaching 5°C in
spring, TGSgpe and a delay in the temperature dropping below 5°C in autumn,
TGSgnyp results in a significant lengthening of the thermal growing season,
TGSy since 1970 for a number of high-latitude regions. Of the TransCom
regions, I find that Europe exhibits the largest change in TGSy gy of ~3.41£0.9
days/decade, a result of equal shifts in TGSgrg and TGSgyp. Europe is followed
by roughly equal changes in Boreal North America and Asia, however these regions
exhibit different changes in spring and autumn temperature. The largest overall
changes are seen >60°N where TGSy gy has increased by up to 5£1.7 days/decade
where a larger proportion of this change is due to autumn warming. This increase
in TGSy pNy suggests that the potential period during which plant growth is not
hindered by low temperatures has been significantly extended by approximately 11
days (>45°N) and 20 days (>60°N) since 1970, consistent with previous findings
(Linderholm, 2006; Barichivich et al., 2012).

Table 2.5 shows the relationship between TGSgprpg, TGSgnp and TGSy ey

determined from northern high-latitude land surface temperature anomalies
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Table 2.4: Temperature linear trend analysis (1970-2011)
TGSprc (Days/decade) Spring T (°C/decade)

Region | Trend unc r? p-value | Trend unc r?  p-value

ASBor | -1.39 +0.49 | 045 <0.01 0.58 0.27 | 0.32 p<0.01
Europe | -1.67 £0.52 | 0.51 <0.01 033 0.11 | 047 p<0.01
USBor | -1.06 +0.72 | 0.18 <0.01 0.34 0.25 | 0.15 p<0.05
>45° N | -1.24 +044 | 0.44 <0.01 041 0.13 | 049 p<0.01
>60° N | -2.12  40.75 | 0.45 <0.01 045 0.18 | 0.40 p<0.01

TGSEND Autumn T

Region | Trend  unc r?  p-value

ASBor 1.07  +0.79 | 0.16 <0.01 0.57 0.29 | 0.28 p<0.01
Europe 174 £0.66 | 0.42 <0.01 038 0.12 | 049 p<0.01
USBor 1.57 +£0.69 | 0.35 <0.01 047 0.21 | 0.34 p<0.01
>45° N | 1.34 +047 | 0.45 <0.01 044 0.13 | 0.55 p<0.01
>60° N | 2.85 £1.04 | 043 <0.01 0.52 0.16 | 0.53 p<0.01

TGSLEN Annual T

Region | Trend  unc r?  p-value

ASBor 246  £1.08 | 0.35 <0.01 045 0.16 | 045 p<0.01
Europe | 3.41  £0.90 | 0.60 <0.01 0.35 0.10 | 0.61 p<0.01
USBor 2.63 +£1.25 | 031 <0.01 0.43 0.16 | 041 p<0.01
>45° N | 2.57 £0.78 | 0.52 <0.01 0.40 0.10 | 0.67 p<0.01
>60° N | 497 £1.69 | 047 <0.01 043 0.11 | 0.63 p<0.01

>45°N and >60° with the BRW CO5 and A;CO, phase metrics throughout 1973-
2011 respectively, where the individual time series are shown in Figure 2.19. The
autumn phase metrics for COy and A,COy are anti-correlated with TGSgyp
indicating that autumn carbon release has increased while temperatures have
risen in autumn. The spring phase is positively correlated indicating that carbon
uptake has increased as temperature has risen in spring. If spring and autumn
temperature variations could account for 100% of changes in carbon uptake in
spring and autumn, the expected regression coefficients for CO, and A;CO,

would be roughly equal to one. This is the case for the COy DZCP and the
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CO,

DZCP vs. TGSBEG

UZCP vs. TGSEND

CUP vs. TGSLEN

(r2-0.38, p<0.01)

>45°N | 1.02+£0.47 -0.13+0.73 0.31+0.44
(r?=34, p<0.01) (r*=0.01, p>0.1) (r?=0.04, p>0.1)
>60°N | 0.63£0.27 -0.11£0.34 0.14£0.22

(r2-0.01, p>0.1)

(r’=0.04, p>0.1)

A CO,q

DZCP vs. TGSBEG

UZCP vs. TGSEND

CUP vs. TGSLE‘N

>45°N

0.57+0.81
(r2-0.05, p>0.1)

-0.89+0.51
(r2=0.25, p<0.01)

-0.42+0.48
(r’=0.08, p<0.1)

>60°N

0.28£0.48
(r?=0.04, p>0.1)

-0.424+0.24
(r2=0.26, p<0.01)

-0.1940.24
(r*=0.07, p<0.1)

Table 2.5: Regression coefficients between CO5, A;CO, and temperature phase
metrics (1973-2012).

A;CO4 UZCP which both have statistically significant relationships (p<0.01) with

TGSpeg and TGSgnp respectively when compared with temperature anomalies

>45°N. However both metrics show either a weak correlation in spring phase or

a weak correlation in autumn phase, and all COy metrics are smaller than the

temperature trend >60°. The low correlation between the COy CUP and CUPx

reflects that the CUP has not extended despite a significantly longer period of

potential plant productivity.
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Figure 2.19: Phase anomalies for COy, A;CO; and >60°N TGS. Regression

coefficients and stats are shown in Table 2.5.
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2.6.2 ¢3C Isotope Measurements

As the seasonality of 6'3C is anti-correlated with COs, I perform the same phase
analysis on (-1)xd'C and (-1)xA;6'3C to determine annual time series of §'3C
phase changes. I compare the variability and trends of the CO, and 6'3C phase
changes using RMA. RMA accounts for there being errors in both regression
variables, where the errors are related to each other. In this case, the errors are
related because the phase metrics are derived from measurements of §6*C and
COy which are obtained from the same flask samples. The phase time series

determined from CO, and §'3C are shown in Figure 2.20.

Table 2.6 shows the RMA regression coefficients and stats for the spring and
autumn phase and the CUP. If the trend in biospheric uptake was perfectly
represented by 6'2C and the trend in CO, was caused entirely by changes in
the biosphere, the expected regression coefficients would be equal to one. Indeed,
many of the regression coefficients are close to a value of one, the coefficients
are much larger than the uncertainties, the time series are highly correlated, and
they each exhibit a highly statistically significant relationship (p<0.01). The
COsy seasonal signal measured at BRW, while mostly being driven by boreal
vegetation is also subject to variability in atmospheric transport and minor
contributions from other COs sources and sinks that are difficult to separate
from the seasonal signal. As the CO, and §'2C values are retrieved from the same
flask samples, this means that the trends are primarily either a result of CO5 and
013C transported from elsewhere, or changes biospheric fluxes. However Graven
et al. (2013) found in a study of northern hemisphere seasonal amplitude changes
that atmospheric transport was a larger contributor in the lower latitudes, and
that its magnitude was 7% or less at all locations, subject to errors in model
transport. It therefore appears that much of the variability in phase, at least 80%

of the spring and autumn phases, are likely driven by changes in carbon exchange
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by the terrestrial biosphere. The CO, vs. 6'3C regression shows a similar pattern
to the temperature regression analysis, in that the CO, spring phase and A;CO,
autumn phase are the most highly correlated with the isotope record. The CO,

and 0'3CO, CUP changes are also highly correlated.

DZCP UZCP CUP

CO; 0.97+£0.18 1.0440.37 0.99-£0.36

vs. 013C | (12-0.91, p<0.01) | (r2-0.61, p<0.01) | (r>=0.58, p<0.01)
A,CO, 0.95+0.33 0.87+0.22 0.79-:0.26

vs. ABC | (122064, p<0.01) | (r2-0.83, p<0.01) | (r>=0.69, p<0.01)

Table 2.6: Regression coefficients comparing changes in CO, against changes in

§13C at BRW during the overlapping time span of the data (1990-2012).
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Figure 2.20: Comparison of phase time series determined from the CO5 and A;CO,

seasonal cycles and the equivalent values calculated from §'3C ratios.
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2.7 Summary

Changes in the functioning of terrestrial ecosystems represent a substantial
climate feedback, but current understanding precludes our identification and
protection of the responsible geographic regions. My results provide evidence
of substantial changes in carbon uptake and release by northern high-latitude

ecosystems.

I used the wavelet transform to spectrally decompose CO, mole fraction data into
a trend component and a seasonal cycle. I compared growth rates determined
from the trend component at Mauna Loa with NOAA/ESRL values and found
differences of <0.1 ppm/yr. I found that global atmospheric growth rates exhibit
large decadal changes, and once the anthropogenic signal has been removed, I find
strong evidence that the natural signal corresponding to oceanic and biospheric
sinks has responded to increasing atmospheric COs concentrations. This has
resulted in a near-constant airborne CO, fraction of 55.8+18.2 % (including only
fossil fuel emissions) and 44.1+14.4 % (including fossil fuel and land use change

emissions).

[ used numerical Monte Carlo experiments to characterize the aliasing errors
associated with independently identifying changes in phase and amplitude of the
detrended CO, seasonal cycle that can otherwise lead to the misinterpretation of
the data; these errors are not unique to the wavelet transform. For example, I
show that a realistic trend in the downward, spring phase can be misinterpreted
as changes in the downward and upward phase and in the peak uptake and release

of COs.

Statistical analysis from the Monte Carlo simulation generally indicated that use

of the first derivative of the CO, mole fraction produces more reliable and less
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biased estimates for the changes in either phase with an estimated 25% aliasing
error. I also found that the wavelet transform can capture at least 80% of
independent changes in the peak and trough of the seasonal cycle, which has
not been reported previously and allows us to study changes in characteristics

more closely related to annual changes in biological release and uptake of COs.

My data analysis was predominantly focused on the BRW site in Alaska as this
site has the longest time series of atmospheric CO, in the high-latitude northern
hemisphere, but is also highly representative of boreal carbon fluxes. I found
advances in both the spring and autumn phases of the seasonal cycle indicating
an earlier onset of net carbon uptake in spring and an earlier onset of net carbon
release in autumn. Changes in the spring and autumn phase are supported by
concomitant changes in the 6'>C records supporting the idea that at least 80%
of the observed phase variations are due to the terrestrial biosphere. Analysis
of surface temperature analyses also support this result, although I find that the
start of the thermal growing season (defined as the continuous period above 5°C)
is advancing two (three) times faster at latitudes >45°N (>60°N). In contrast,
the COy autumn phase is anti-correlated with the end of the thermal growing
season and tracks it more closely. PU was found to be increasing at a greater
rate than PR, which along with the increase in seasonal amplitude, indicates that
uptake during the CUP is likely to be increasing. Statistical analysis indicated
that the trends in the high-latitude seasonal cycle are consistent with an increase
in net uptake by boreal vegetation. However, our understanding of the processes

underlying the changes at the edges of the CUP need to be improved.

My analysis here does not provide direct evidence about the balance between
uptake and release of carbon, but changes in the peak uptake and release together
with an invariant carbon uptake period provides indirect evidence that high

northern latitude ecosystems are progressively taking up more carbon. Changes
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in the atmospheric CO, mole fraction only tell us part of the underlying carbon
cycle story in terms of how the underlying ecosystems are changing. Clearly,
additional measurements and models need to be applied to better understand
these observed changes. A more frequent inspection of these data using advanced

statistical tools such as the wavelet transform is likely to have a role to play.



Chapter 3

Are high latitude CH, emissions
increasing? An analysis of surface

CH, mole fraction data

3.1 Introduction

Methane is the second most important greenhouse gas after carbon dioxide.
Although CHy has a much shorter atmospheric lifetime (<10 years) than COs,,
it has a much higher radiative forcing on a per molar basis, such that additional
release of CHy is particularly important over short durations. The concentration of
CH4 has more than doubled since pre-industrial times. However the atmospheric
growth rate of CH4 which has been positive throughout much of the twentieth
century, slowed towards the end of the 1990’s, reaching a relatively stable state
(Dlugokencky et al., 1998) before continuing to increase again in 2007 (Rigby
et al., 2008; Dlugokencky et al., 2009). There are a large number of sources

93
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of CH4 to the atmosphere, the largest being wetlands and rice paddies, but
the recent changes in the atmospheric growth rate are still poorly understood.
Our need to increase the effectiveness of emission reduction schemes and detect
feedbacks to climate change depends on our ability to quantify CH, emissions at
regional scales. The purpose of this chapter is to determine whether an increase
in the emissions of CH; from high-latitude wetland sources can be detected
in atmospheric concentration data by looking at changes in the seasonal cycle
amplitude. In particular, I focus on using changes in the amplitude of the CHy
seasonal cycle for the detection of large-scale change. Measurements of the CH,
concentration at any particular site contains contributions from different local and
non-local sources and sinks. This makes interpretation of the data particularly
difficult. High-latitude sites are likely to be the most sensitive to changes in
wetland emissions and use of concentration data means that long time series can

be utilised for trend analysis.

Arctic permafrost is a particularly vulnerable source of CHy to the atmosphere.
Large amounts of organic carbon is stored within Arctic permafrost (Ping et al.,
2008; Tarnocai et al., 2009) and in CH, hydrates beneath subterranean and
submerged permafrost (Corell et al., 2008). McGuire et al. (2009) estimated that
the amount of CHy stored as gas hydrate in the Arctic is likely to range between
35 and 365 Pg CH4. When the frozen soils in land-based permafrost layers thaw,
the organic carbon stored within becomes exposed to microbial decomposition

releasing it into the atmosphere.

Current CHy fluxes from the Arctic are currently considered relatively small from
a global perspective. A recent review of the Arctic carbon cycle by McGuire
et al. (2012) found that most estimates lie within the range of 8-29 TgCH,/yr.
The vast stores of carbon in the region are vulnerable to the unprecedented

rises in temperature that have been observed in the Arctic (Overland et al.,
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2008), especially as much of the warming is occurring near to the surface (Screen
and Simmonds, 2010). It has been determined that while methanogenesis is
sensitive to a number of environmental variables (primarily soil temperature,
labile carbon availability and the depth of the water table), soil temperature
is the dominant factor in determining emissions on an annual basis (Zhuang
et al., 2007). Therefore these stores are a significant cause for concern due to
the potency of CH, as a greenhouse gas, with the possibility of strong climate-
feedbacks as a consequence of its release into the atmosphere. As most hydrates
are stored at considerable depth, most modelling studies have suggested that the
climate-CH, feedback from high-latitude wetlands and permafrost is unlikely to
be catastrophic, but will occur in the form of sustained CHy release over the next
few decades (Archer, 2007). Gedney et al. (2004) and Zhuang et al. (2006) both
estimate a doubling of Arctic CH, emissions by 2100 under high anthropogenic

emissions scenarios.

Current estimates of Arctic CH, emissions have been determined independently
using direct flux observations, process-based models, and atmospheric inversions
in conjunction with surface CH4 concentration measurements. Flux observation
studies have been of great use in understanding surface processes affecting the
strength of CH, emissions during summer and autumn. However these studies
tend to be short, perhaps one or two years, and are typically representative of
reasonably local areas (which are subsequently scaled up). The spatio-temporal
discontinuities inherent across the range of flux observations and the range of
instruments each with their own uncertainty ranges means that it has been
difficult to quantify the decadal trend in emissions. CH,4 emissions from wetlands
are difficult to quantify using assimilation systems for two reasons: poor or
inaccurate knowledge of their global distribution, and large variability in emission

rates over small spatial scales making it difficult to upscale to larger spatial scales.
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Some studies have recorded large, short-term increases in CH, flux from the
Arctic, highlighting the sensitivity of emissions to even small amounts of warming.
For example, Bloom et al. (2010) found increases in Arctic wetland emissions
(>67°N) of 30.6+0.9% in the period 2003-2007 using data from SCIAMACHY,
and that these changes were highly correlated with surface temperature. Again
these short term datasets do not give us much information about long-term trends

in Arctic CHy emissions.

It has been argued that if there had been a large-scale increase in surface emissions
of CHy as a result of recent Arctic warming, that we should be able to see it in
atmospheric measurements of CHy, for example from the NOAA /ESRL CGASN.
The numerous high-latitude measurement sites, some of which have been running
for up to 30 years, provide a long-term picture of the growth rate and seasonality of
surface CH, concentrations. These measurements contain information about local
surface fluxes, and fluxes from other parts of the world as a result of atmospheric
mixing. ACTMs are typically used to disentangle such signals, where inversion
studies produce emission estimates of CH, from different regions. Previous studies
have shown that the network has a sensitivity of at least 3TgCH, /yr (Dlugokencky
et al., 2003). Despite this, there has been no evidence using concentration data
that has shown a significant decadal increase in Arctic wetland emissions. This
could either be because there is simply no long-term trend in emissions, that
the trend is too small to detect over factors such as variations in atmospheric
transport, or because the measurement network is not sensitive enough to detect

changing emissions in the Arctic.

In this chapter, I use a simple approach to investigate long-term changes in the
seasonality of high-latitude CH4 concentrations. 1 focus my analysis on CHy
concentrations measured at the site of Barrow in northern Alaska. Analysis of

CHy at this site is beneficial for a number of reasons: (1) it has the longest CHy
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concentration time series of all of the high latitude sites (2) it is host to a number
of measurement programs, including in situ and discrete CH4 flask measurements
and measurements of the isotope ratio §'3C-CH, and (3) it is in close proximity
to large areas of natural wetlands. First I use in situ measurements of BRW
CH,, filtered using local meteorological fields, to estimate changes in summer
CH, anomalies at a local scale, making a comparison with local variations in
temperature. Second, I spectrally decompose CH,4 flask time series measured at
numerous high-latitude sites to quantify variability and trends in the seasonal
amplitude. Wetland emissions typically peak in late summer/early autumn,
which roughly coincides with the seasonal minima of the high-latitude CHy
concentration. Next, I test the hypothesis that increased high-latitude wetland
emissions could reduce the seasonal amplitude of CH, by “filling” in part of
this minima. I use an atmospheric transport model to interpret the observed
variability and trends in CHy4, with a focus on the contribution from transport

variability and Arctic wetland emissions.

3.2 Data and Methods

3.2.1 Data

In situ CHy

To estimate local CH; summer anomalies on the Alaska North Slope, I use
hourly averaged in situ CH; measurements at Barrow, Alaska (BRW) provided
by the NOAA/ESRL CGASN. These measurements are made using a gas
chromatograph designed specifically for analysis of ambient levels of CH4, CO
(carbon monoxide) and CO,. The precision of a single CH; measurement

is estimated to be approximately 0.2%, the standard deviation (lo) of 20
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measurements of standard gas (Dlugokencky et al., 1995). Measurements made
when the analytical instrument was not working properly are first removed using
a rule-based editing algorithm (Masarie et al., 1991). Hourly averages were
calculated from 2-3 individual measurements per hour from 1986-1996 and 4

measurements per hour from 1996 to the present day.

Flask CH,

I use weekly values and monthly averages of CH; from flask measurements at a
number of high-latitude sites shown in Figure 3.2 from the NOAA /ESRL CGASN.
Air samples (flask) are collected at the sites and analysed for CH, at NOAA /ESRL
in Boulder, Colorado by the NOAA/ESRL GMD using a gas chromatograph
with flame ionization detection. Each sample aliquot is referenced to the NOAA
2004 CH,4 standard scale (Dlugokencky et al., 2005). Individual measurement
uncertainties are calculated based on analytical repeatability and the ability to
propagate the World Meteorological Organization (WMO) CH, mole fraction
standard scale. Analytical repeatability has varied between 0.8 and 2.3 ppb,
but averaged over the measurement record is approximately 2 ppb. Propagation
of the scale is based on a comparison of flask and in situ measurements at the
MLO and BRW observatories and has a fixed value 0.7 ppb. These two values
are added in quadrature (square root of the sum of the squares) to estimate the

total measurement uncertainty, equivalent to a ~68% confidence interval.

These monitoring sites usually collect at least one CH,4 sample per week, and thus
it is suitable to use weekly values or monthly averages for the analysis. As there
are data gaps in the weekly time series and we need a continuous time series with
a constant time step to use the wavelet decomposition technique, it is necessary
to impute missing data points in the time series. Initially I subtract the long-term
trend from a reference time series which is representative of the latitude band,

in this case BRW. I then calculate a locally averaged in time seasonal cycle and
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Figure 3.1: Discrete CH, flask data at BRW (black) where magenta points are
those which have been interpolated. The lower panel shows the number of missing

weekly observations across the time series in a running window of 52 weeks.

extract the missing value from this seasonal cycle before adding the trend value
from the reference time series. This method ensures that imputed data points
are weighted by variability in the actual data under the assumption that the
atmospheric growth rate at any particular site is similar to BRW. Any remaining
missing data points are extracted from a piecewise cubic spline curve fit. Parts
of the time series which contain significant sections of missing data are likely
to exhibit unreliable interannual variations - this is especially the case because
the CH,4 time series are noisy. However missing sections are unusual and I find
that isolated missing data points do not significantly impact the determination of

long-term trends.

Figure 3.1 shows the discrete CH, flask measurements at BRW and data points
that I have imputed, where the lower panel shows the % of measurements missing
in any 52 week period. It can be seen that the first 5-6 years has the largest
proportion of missing data but in general there is <25% missing data points and

they tend to be sporadic rather than consecutive. The earliest years of the BRW
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time series are likely to be the most unreliable.

Marine Boundary Layer Reference CHy (MBL)

The NOAA/ESRL CO, MBL is a data product showing the evolution of CHy
concentration by latitude over time. The MBL is based on measurements from
the CGASN. The sites which are included are those at remote marine sea level
locations with prevailing onshore winds such that they pick up well-mixed ma-
rine boundary layer air that is representative of large volumes of the atmosphere.
These data are smoothed in time (Thoning and Tans, 1989), temporal gaps in
the data are filled using a data-based extension methodology (Masarie and Tans,
1995), and latitudinal smoothing is also applied by fitting curves to each weekly
latitudinal distribution, where sites exhibiting higher signal-to-noise and more
consistent sampling have greater weighting (Tans et al., 1989). The MBL refer-
ence surface is a 2-dimensional matrix composed of weekly CH, concentrations
from 1984-2012 at intervals of 0.05 sine of latitude from 90°S to 90°N. I also use
zonal-averages of CH, from the MBL, namely the Polar Northern Hemisphere
(PNH) mean.

CH, Isotope Record (6**C-CHy)

[ also use weekly measurements of the stable isotopic composition (*3C) of
atmospheric CHy, §'3*C-CH; (White and Vaughn, 2011b). The isotope samples
are analysed at CU-INSTAAR where precision is estimated to be approximately
0.06 permil for §**C-CH,. The §'3C-CH, ratios at ALT and BRW cover the time
spans of 1990-2012 and 1998-2012 respectively, and are the only high-latitude
records with a time span of >10 years. The isotope ratios are derived from the

same flasks of air used to measure the quantity of CH4. The ¢ notation refers to
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the ratio of minor to major isotopes relative to a standard:

(130/120)sample
(130/120)std

13
J C1sample -

— 1] x 1000 (3.1)

and is expressed in units of ‘permil’ (parts per thousand).

I use the Keeling plot approach outlined in Pataki et al. (2003) to assess bulk
inputs of CH, into Arctic air. This involves using RMA regression to find the
intercept of §"*C-CH, and 1/CHy, a value which can be associated with the CH,
source. Method I (standard linear) regression is not appropriate because it as-
sumes that there is no error associated with the dependent variable, 6**C-CHy,
and that the errors in the two variables are unrelated. This is not the case, as
errors are likely to be present in both §'*C and CHy and they are related because
one is present in the other. I use a running window of 9 weeks across the 1/CH,
and 6*C-CH, time series and produce a Keeling plot, calculating the intersect for
each window, assuming that the window has at least 5 coinciding measurements.
The geometric mean regression provides the intersect and 95% confidence inter-
val for each Keeling plot. I also calculate the mean intersect by season for each
year. The three primary classes of CH, have distinct isotopic signatures, §'3C~-
60%o for bacterial CHy, §'3C~-40%0 for thermogenic CH, and §3C=-20% for
biomass burning CHy (Quay et al., 1991). While individual sources of CHy are
likely to be significantly different from the source type’s characteristic signature,
the average values are likely to be valid for large spatial scales (Conny and Currie,

1996).

Meteorological Data

For the analysis of BRW insitu hourly mean CH, I use local meteorological data

from the site of BRW. This includes hourly mean time series of wind speed and
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wind direction which are used to separate the measurements of CH, into air sec-
tors. I use hourly averages of the two metre temperature for comparison with

CH, emission estimates.

Other Data

I compare trends and interannual variability of CH, with gridded temperature
(resolution of 1 degree latitude x 2/3 degrees longitude) from the Global Mod-
elling and Assimilation Office (GMAO) Modern Era-Retrospective Analysis for
Research and Applications (MERRA) dataset (Rienecker et al., 2011). MERRA
covers the time span of modern era remotely sensed data (1979-present), and also
overlaps with the period of consistent ground-based observations of surface CH,
concentrations from NOAA /ESRL CGASN. I sample gridded surface tempera-
tures over areas of Eurasian and North American permafrost affected wetlands
(see Figure 3.2) and build up time series of growing season temperature anomalies
and potential growing season length (where the potential growing period is de-
fined as days>0°) for each region. The permafrost affected wetland map is based
on a reclassification of the FAO-UNESCO soil map of the world, combined with
a soil climate map from USDA-NRCS.

3.2.2 Wayvelet Transform

[ use the wavelet transform to decompose the CHy time series into a wavelet
coefficient matrix, which shows the power of different frequencies contained within
the data and how they evolve with time. I use this method with the Morlet wavelet
to spectrally filter CH, time series, to separate the seasonal variability and long-

term trend, and also to remove high frequency noise. In general I remove high
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Growing Period Trend (days decade 1)

Figure 3.2: Map of the polar northern hemisphere. Decadal trends in potential
period of thaw (days >0°C) over the period 1979-2012 are imposed over permafrost
affected wetland regions as calculated from the MERRA reanalysis dataset (Rienecker
et al., 2011). Decadal trends <0.5 days/decade are shown in grey. The NOAA/ESRL
CHy flask sites used in the analysis are shown by the blue markers, where sites with
a blue star also have an in situ measurement program. Monitoring sites are as
follows: Alert, Nunavut, Canada (ALT - 62.51°W, 82.45°N), Barrow, Alaska (BRW
- 156.61°W, 71.32°W), Cold Bay, Alaska (CBA - 162.72°W, 55.21°N), Storhofdi,
Vestmannaeyjar, Iceland (ICE - 20.29°W, 63.40°N), Shemya Island, Alaska (SHM -
174.13°E, 52.71°N), Ocean Station M, Norway (STM - 2.00°E, 66.00°N), Ny-Alesund,
Svalbard, Norway (ZEP - 11.89°E, 78.91°N).

frequency variations (<2 months) and retain a sub-annual frequency (<7 months),

an annual frequency (<18 months), and a trend component (>18 months).
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3.2.3 TMb5 Atmospheric Transport Model

Model Description

To help interpret the trends in Arctic CH, concentrations, I use model output from
Transport Model 5 (TM5, Krol et al. (2005)), firstly to determine trend contribu-
tion from atmospheric transport and second, to simulate the effect of increased
Arctic wetland emissions to the CHy concentrations observed by high-latitude
monitoring sites. The TM5 model simulations used in this study were provided
by Lori Bruhwiler from the Carbon Cycle Greenhouse Gases Group within the
NOAA GMD in Boulder, Colorado (Bruhwiler et al., 2014). TM5 is developed
and maintained jointly by the Institute for Marine and Atmospheric Research
Utrecht (IMAU, the Netherlands), the Joint Research Centre (JRC, Italy), the
Royal Netherlands Meteorological Institute (KNMI, the Netherlands), NOAA and
ESRL. The inputs of TM5 are 3D meteorological fields and best guess regional
estimates of CHy sources and sinks (priors), including loss processes of CHy (e.g.
by reaction with OH) in the atmosphere. The output of the model is a gridded
3D field of CH4 concentration throughout the period 1989-2010. In this case, the
winds used for transport in the TM5 simulations come from the European Centre
for Medium range Weather Forecast (ECMWF) operational forecast model. The
TM5 simulations have a horizontal resolution of 4° latitude x 6° longitude and
a vertical resolution of 34 hybrid sigma-pressure levels (from 2006 onwards; 25

levels previously).

Prior Emission Estimates

The prior flux estimates used for wetlands are from Bergamaschi et al. (2005).
Wetlands are the largest natural source of CHy, and occur in regions that are
permanently or seasonally water logged, a broad category including high-latitude

bogs and tropical swamps. The prior flux estimates of Bergamaschi et al. (2005)
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are based on wetland distribution of Matthews (1989) and wetland emission model
of Kaplan (2002) which parameterizes emissions based on moisture, temperature
and soil carbon. Arctic wetland emissions are symmetric across the growing sea-
son, peaking in mid-summer. Other prior emissions include fossil fuel, agriculture
and waste (EDGAR 3.2FT2000, European Commission (2009)), biomass burning
(Global Fire Emissions Database), and atmospheric chemical loss. Atmospheric
chemical loss from the reaction with OH is the primary mechanism by which CH,
is removed from the atmosphere. This reaction roughly balances the total atmo-
spheric input of CHy from sources, however small differences lead to trends in the
atmospheric abundance of CH, as have been observed in recent years. Interannual
variability of the OH sink is expected to be small, within ~2% (Montzka et al.,
2011). This is equivalent to ~10 TgCH, /yr, the approximate size of inter-annual
variability in CH, emissions (Bruhwiler et al., 2014). Details of chemical loss
fields can be found in Bergamaschi et al. (2005) and consist of a single, repeating

seasonal cycle resulting in a CH, lifetime of approximately 9.5 years.

Model Simulations

I use a number of different model simulations, a control simulation in which
prior emissions do not vary from year to year, and a series of emissions scenarios
where Arctic wetland emissions increase each year. In the control simulation,
prior emissions do not change (2000 anthropogenic emissions are used), so that
only meteorology changes on an interannual basis. This allows me to determine
the interannual variability in seasonal amplitude produced by variations in
atmospheric transport alone and also acts as a reference time series with which I
can compare the output from the emission scenarios. The emission scenarios are
the same as the control simulation but with incremental increases in high-latitude
wetland CHy emissions of 1, 2 and 5 TgCH, /yr respectively, where the emissions

increases are symmetric across the growing season. The high-latitude region is
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defined as an aggregation of the TransCom 3 regions boreal North America, boreal
Eurasia and Europe. As some of Europe lies to the south of what might typically
be considered high northern latitudes, the area of Europe north of 47°N is used
in the definition of the high-latitude region as this roughly corresponds with the
southern extent of boreal North America and Eurasia (Bruhwiler et al., 2014).
To compare model output with CHy mole fraction data, the 3D field of model
CHy4 concentrations is sampled at the surface level at the nearest grid point to
each of the NOAA/ESRL monitoring sites. The result is a time series made up
of 48 data points per year (1 per 7.6 days). I then interpolate these time series to
a constant weekly time step (52 data points per year) for consistent comparison

with the CH,4 data.

I decompose the sampled time series into sub-annual, annual and trend compo-
nents using the criteria previously defined. First, I check for consistency between
the model and data by comparing the mean seasonal cycles from the model out-
put and CH, data respectively. I then use the model time series for analysis of

the seasonal cycle amplitude, as described for the CH, mole fraction data.
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3.3 Analysis of Isotopes

My analysis of the 6**C-CH, ratio at ALT and BRW is shown in Figure 3.3.
It can be seen in the top panels that some years have sparse observations of the
isotope, however each Keeling plot was calculated using at least 5 coinciding mea-
surements in each window of 9 measurements across the time series. The middle
panels show that the majority of intersects >-60%0 tend to occur in spring and
winter whereas the opposite is true for summer and autumn. The time series mean
intersects for summer and autumn are -68.79+13.55%0 and -69.47+13.55%0 for
ALT and -68.104+12.90%0 and -64.7444.81%¢ for BRW respectively. Most iso-
topic wetland signatures tend to lie in this region where, for example, the signa-
tures associated with worldwide boreal wetland emissions are typically between
-69 to -65%0 (Striskantharajah et al., 2012). This suggests that the large-scale

variability in summertime CHy is driven by high-latitude wetlands, as expected.
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Figure 3.3: Top two panels show (black) CH, and (green) §'3C-CH, time series
between 1997 and 2013 for (left) ALT and (right) BRW. Middle panels show the

Keeling plot intersects for the 9 week running window calculated from 1/CH, and

d13C-CHy, where the colour of the markers represents the week of the year.

The

bottom panels show the seasonal mean intersects for (green) summer (JJA) and (red)

autumn (SON) where the error bars show the standard deviation in each season and

the solid lines show the linear trend in the seasonal means.
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3.4 Barrow In situ Data Analysis

I use hourly averages from the continuous measurements of surface CH, at Barrow,
Alaska (BRW) in an attempt to quantify changes in local summertime CH,
anomalies associated with wetlands. I use hourly averages of local meteorological
data, namely wind speed and wind direction to filter the CH, data by air sectors
as defined in (Dlugokencky et al., 1995). Measurements of CH4 inbound from the
north air sector (020°-110°) are typically used to avoid contamination from “non-
background” or local sources, namely anthropogenic sources from gas wells and the
town of Barrow, and emissions from the large areas of permafrost affected wetlands
in the region. The air from the north air sector is therefore considered to be
representative of “background” conditions and contain information about regional
variations of CH,. Here I also use measurements of CH, from the south air sector
(135°-220°), which does contain information about the local emissions as well as
regionally representative air. [ use CH; measurements only when the wind speed is
>1m/s and ensure that the selected meteorological conditions have been in effect
for at least one hour. Examination of data from the north and south air sector
indicates that there is significant diurnal variability of the CH, concentration from
the south air sector, where there is a maximum between 03:00-05:00. To reduce
potential biases without over-constraining the data, I calculate diurnal averages
from 09:00-17:00, the period of least variability. Finally, [ determine monthly
averages from the filtered data. Figure 3.4 shows graphical representation of my
choices of filtering criteria for wind direction and time of day. It can be seen in
the bottom left panel of Figure 3.4 that prevailing winds from the north result
in substantially more observations from the north air sector than from the south
air sector. The top left panel shows that air from the south air sector typically
has much higher CH, concentrations as a result of local emissions. The diurnal
variability in CH, is much greater in the air from the south air sector, with the

greatest variability in summer. It is suspected that this is partially a result of CH,
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building up in the boundary layer over night, but also due to the recirculation of

air during onshore/offshore winds.
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Figure 3.4: (Top left) mean CH,4 concentrations with 1o observed from different
wind directions (Bottom left) histogram showing the number of hourly observations
taken of different wind directions (Top right) mean diurnal cycles measured during
winds inbound from the north air sector for each season (Bottom right) mean diurnal

cycles measured during winds inbound from the south air sector.

As the prevailing wind is from the north air sector, this sector is better represented
by the observations than the south air sector. This leaves potential for biases.
One way to better reduce large biases introduced by low number of observations is
to use a curve-fitting procedure for comparison with the data averages. Figure 3.5
shows the BRW hourly CH,4 observations filtered according to air sector, where
the top left inset panel shows the time series mean CH, seasonal cycle (blue) and

the mean difference of the two time series (red).

There are some striking differences between the CHy concentrations inbound
from the north and south air sectors. Notably, while they are both strongly
seasonal, the seasonal maxima from the south air sector typically occurs during

the ascending shoulder of the seasonal cycle and often overlaps with the seasonal
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Figure 3.5: CH, time series filtered according to the criteria defined for the north

(blue) and south (green) air sectors. The most significant differences between the

two time series occurs during the summer and autumn months, when local wetland

emissions peak, with the differences in winter being small. The top left panel shows

the mean north air sector seasonal cycle, and the mean South-North Difference.

minima from the north air sector. The timing of the strong seasonal differences
occurring primarily in summer and autumn are consistent with the timing wetland
CH,4 emissions, which typically peak in late summer. Local anthropogenic sources
are likely to play a minor role in these differences. In addition, the difference
between the north and south CH,4 concentrations are small during the north air
sector seasonal maxima, which occurs during winter when local wetland emissions
are likely to be negligible. I subsequently calculate the “South-North” difference
(SND) by subtracting the monthly-averaged CHy concentrations from the north
air sector from those of the south air sector. In theory, this will remove the part
of the CH, concentration that is representative of large, well-mixed air masses,
leaving primarily the CH; anomalies resulting from sources local to BRW. I
compare the CH, anomalies with an analysis of BRW 2 metre temperature data. I
use the number of days >0°C as a temperature metric, representing the potential

period of soil thaw and wetland CH,4 emission, although emission of CH; may
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continue until the soil has frozen over in autumn. Figure 3.6 shows a contour of
temperature at BRW, where the dashed lines are the linear fit to the start and
end dates of the >00C period. The temperature at BRW typically rises above 0°C
in June and drops below in September, however I find that these dates have been
shifting by -3.04+2.6 days/decade (p<0.01) and +5.6+3.1 days/decade (p<0.01)
respectively. Figure 3.7 shows the result of the CH, analysis and the resulting
time series of summer CH,4 anomalies determined from the SND, compared to the

annual rise in days >0°C.
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Figure 3.6: 2 metre temperature measurements at BRW, where colour represents
changes in temperature seasonally (horizontal axis) and annually (vertical axis). Black
markers are 5 year means of the dates when smoothed temperature passes above (left)
and below (right) 0°C. Dashed black lines represent the least squares linear fit to the
annual zero crossing dates. The time series mean zero crossing dates are approximately

day 160 for -ve to +ve and 260 for +ve to -ve respectively.

Having calculated the SND summer anomalies, I find three periods of rel-

atively high CH,; anomalies and a positive linear regression coefficient of
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5.449.0 ppb/decade which is not statistically significant (p>0.1). The interan-
nual variability is similar using different filtering criteria and averages calculated
from the data and curve fit (not shown), and while altering these variables does
have an effect on the magnitude of the coefficient calculated from the summertime
CH, anomalies at BRW, the sign of the coefficient remains positive in all cases.
Despite this, there was no evidence of a trend. The sensitivity of the coefficient to
filtering criteria is a result of the low number of CH,4 observations from the south
air sector which is likely to significantly increase the effect of averaging biases and
increases the uncertainties associated with the summer anomalies from the SND.
This is not surprising as the site was chosen to be representative of background
conditions. Despite this, I find that some of the temporal variability in CH4 coin-
cides with temperature variability, where the linear trend in the number of days
>0°C over the same time span is 8.24+7.7 days/decade (p<0.01), with a particu-
larly rapid increase following 2000. The linear relationship between temperature
and the CH, anomalies (r?=0.18) is statistically significant, with a sensitivity of
0.47+0.42 ppb per additional day >0°C (p<0.05), where some peaks in CHy (e.g.
2004) cannot be explained by temperature variability. The 72 is small, which sug-
gests a weak relationship, but it remains statistically significant for a range of CH,
filtering criteria which gives some confidence that at least some of the observed
changes in CH; may be due to physical mechanisms rather than an artefact of

biases and data processing.

We have seen that emissions from the wetlands close to BRW are greatest during
summer and early autumn. This partially overlaps with the seasonal cycle minima
from the north air sector, and also creates a shoulder on the ascending phase
of the seasonal cycle. A large-scale increase in high-latitude wetland emissions
is therefore likely to have two major effects on high-latitude measurements of
surface CHy: first we expect an increase in the growth rate resulting from the net

increase in emissions, and second, we expect both a reduction in the amplitude of
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Figure 3.7: Summer CH, anomaly (black) and number of days >0°C (red) with

linear least squares fit.

the seasonal cycle due to the summertime emissions partly “filling in” the seasonal
minima, and an enhanced shoulder on the ascending edge of the seasonal cycle.
In the next section I examine changes in the amplitude of the seasonal cycle at
numerous high-latitude sites, before assessing how useful the amplitude is as an
indicator of changes in wetland emissions. My hypothesis is that an increase in

Arctic wetland emissions will lead to a decrease in the seasonal amplitude of CHy.

3.5 Flask Time Series Data Analysis

Here I analyse time series of surface CH4 concentrations from the high-latitude
monitoring sites of the NOAA/ESRL CGASN - these sites are shown in Figure
3.2. The background flask sites sample air that is considered to be representative
of large, well-mixed air parcels, and the high-latitude sites were selected as they
are likely to be the most sensitive to changes in large-scale changes in emissions

from Arctic wetlands.

Figure 3.8 shows the linear regression coefficients of seasonal amplitude of CH,

calculated from monthly flask time series at sites in the NOAA /ESRL network
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Figure 3.8: (Top) Linear regression coefficients of time vs. amplitude anomalies
from individual CH, flask sites. Error bars indicate the 1o uncertainty on the linear
trends while significance levels are shown by the different markers. (Bottom) Time
series of amplitude anomalies determined from the MBL CH, PNH zonal mean, with

linear least-squares fit.

and a time series of seasonal amplitude for the PNH mean. The coefficients
show a number of regional patterns: a small but statistically significant increase
in amplitude in the southern hemisphere, huge variability in amplitude in the
mid-latitude northern hemisphere, and decreasing amplitude in the high-latitude
northern hemisphere. The high-latitude region contrasts with the other regions
in that the linear regression coefficients lie consistently below zero, whereas
most of the coefficients in the mid-latitudes lie above zero. The PNH mean
seasonal amplitude, based on high-latitude CH, flask data is consistent with the
negative coefficients of the individual sites, exhibiting a significant trend of -

2.941.6 ppb/decade (p<0.01) over the 29 year period.

In order to test how robust this result is, I perform a more in-depth analysis of CHy
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at individual high-latitude sites. I calculate the seasonal amplitude at these sites
using two methods and from both monthly and weekly time series determined
from the NOAA/ESRL discrete CHy flask measurements. The first and most
simple option is take the range of the detrended CH, concentration in a given
year, termed the annual range. As the seasonal maxima occur during winter, this
doesn’t take account of the fact that there can be two seasonal maxima in one
year when the timing of the maxima shift. A second option is therefore to take
the peak to peak difference of one seasonal oscillation, termed the seasonal range.

The results of this analysis are shown in Table 3.1.

The regression coefficients calculated from the seasonal amplitude time series
when using NOAA/ESRL monthly means are predominantly negative. However,
I find that there are just three sites that exhibit a statistically significant (or near)
trend in amplitude over the time span of the data. These sites are ALT (p<0.01,
since 1990), BRW (p<0.01) and STM (p=0.06), where time series of the amplitude
anomalies at these sites are shown in Figure 3.9. While most of the decrease in
amplitude at ALT occurs following 1990, the largest decrease at BRW and STM
occur between 1984-1998 and 1984-2004 respectively. Interannual variability of
the seasonal amplitude at ALT shows some correlation with the peaks and troughs
in amplitude at BRW, however it is unclear whether the first few years of the ALT
time series, which show a period of particularly low amplitude anomalies, were

preceded by anomalously high years in amplitude as seen at BRW and STM.

I also calculate seasonal amplitude time series from discrete CH4 mole fraction
measurements (weekly means), the associated regression coefficients of these time
series are also shown in Table 3.1. Interannual variability in the amplitudes
appear to be sensitive to both the method of imputing missing data, and the
filtering criteria defined in the wavelet transform, a result of the level of noise

in the CH, time series. However, the regression analysis using weekly data still
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shows a statistically significant trend at BRW (p<0.01) and an even more robust

trend at STM (p<0.01). The trend at ALT since 1990 is statistically significant
(p<0.05) at -3.62+3.48 days/decade.



NOAA/ESRL Monthly Flask Data

Annual Range

Seasonal Range

Site | Time Span | Mean+1c0 (ppb) | Trend+1c (ppb/decade) | Mean 1o (ppb) | Trend+1o (ppb/decade)
ALT | 1986-2013 | 50.1846.22 -2.3442.90 (p>0.1) 50.21+6.00 -2.30+2.86 (p>0.1)
BRW | 1984-2013 | 47.4549.27 -4.91+3.61 (p<0.01) 47.73£9.34 -5.1443.60 (p<0.01)
CBA | 1984-2012 | 38.16+£6.01 -0.60+2.60 (p>0.1) 37.92+5.95 -1.03+2.59 (p>0.1)

ICE | 1993-2013 | 32.77£6.00 -3.37+4.35 (p>0.1) 32.45£5.65 -2.35+4.22 (p>0.1)
SHM | 1986-2013 | 41.27+6.00 0.73£3.10 (p>0.1) 40.62+6.33 -2.3543.10 (p>0.1)
STM | 1984-2008 | 37.04+6.44 -3.38+3.49 (p=0.06) 36.37£6.15 -3.06+3.13 (p=0.06)
ZEP | 1995-2013 | 46.23+4.73 -1.03+4.27 (p>0.1) 46.09+4.87 -0.92+4.41 (p>0.1)

81T

NOAA/ESRL Weekly Flask Data

Annual Range Seasonal Range

Site | Time Span | Mean+1c (ppb) | Trend+1c (ppb/decade) | Mean+1o (ppb) | Trend+lo (ppb/decade)
ALT | 1986-2011 | 56.26+6.14 -0.93+2.98 (p>0.1) 56.49£6.41 -1.05+2.87 (p>0.1)
BRW | 1984-2011 | 56.17%8.55 -4.70+3.29 (p<0.01) 56.63£8.67 -4.48+3.31 (p<0.01)
CBA | 1984-2011 | 45.49+7.93 -2.70+3.73 (p~0.1) 45.66£8.19 -2.9142.58 (p~0.1)

ICE | 1993-2011 | 39.75+7.35 4.8244.71 (p<0.05) 37.7646.01 12.5844.45 (p>0.1)
SHM | 1986-2011 | 48.36+6.93 3.43£4.05 (p~0.1) 48.84+6.60 2.81+£3.81 (p>0.1)

STM | 1984-2008 | 43.53+£7.92 -5.65+3.69 (p<0.01) 41.96£7.28 -4.3143.35 (p<0.05)
ZEP | 1995-2011 | 52.9745.49 -2.07+4.87 (p>0.1) 51.92+6.23 -1.7945.61 (p>0.1)

Table 3.1: CH, amplitude trends at ALT, BRW, CBA, ICE, SHM, STM and ZEP determined from NOAA/ESRL monthly and

weekly CH, data respectively.
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We saw in Figure 3.1 that the first 5-6 years of the weekly BRW CH, time series
had the largest proportion of missing observations. As a result, this section of
the time series has a larger proportion of imputed data points which could have
significantly contributed to the observed trend. However I repeated this analysis
for the in situ observations at BRW by taking weekly averages from the north air
sector and wavelet filtering them before calculating the equivalent amplitude time
series. Figure 3.10 shows a comparison of the CH, concentrations and seasonal
amplitude for annual and sub-annual frequency components determined from
the flask and in situ time series respectively. Although there are occasionally
large differences in the interannual variability of the flask and in situ amplitude
anomalies, the in situ time series also exhibits a decline in the CHy seasonal
amplitude which arguably persists for longer than in the flask time series. This
comparison of two independent time series indicates that the amplitude trend is
not a result of my treatment of the data but due to the presence of a trend in both
time series. In both datasets, the trend is predominantly caused by a decrease in

the annual component of the time series.

Although my analysis shows negative coefficients in the seasonal CH, amplitude
at all but one of the high-latitude monitoring sites, the predominant sites are
ALT, BRW and STM. My analysis suggests that ALT, BRW, and STM seem
to be largely responsible for the negative amplitude trend observed in the PNH

mean calculated from the MBL.
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Figure 3.9: Time series of amplitude anomalies calculated from monthly averages

of CH4 at ALT, BRW and STM. TRD is the trend+10 and p is the value of the trend.
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Figure 3.10: (Top) Comparison of flask and in situ CH, concentration. (Middle)
Amplitude anomalies calculated from annual + sub-annual frequency components.

(Bottom) Amplitude anomalies calculated from annual frequency component only.

There are a number of possible drivers of these observed trends: (1) atmospheric
transport variability, (2) a change in Arctic wetland emissions, (3) a trend
transported from mid-latitude CHy4 sources or (4) variability in OH. In the next
section I will use the TM5 model output to investigate the first and second of

these hypotheses.
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3.6 TMb5 Emission Experiments

Here, I aim to (1) determine the contribution of atmospheric transport to the
observed trend in the high-latitude CHy seasonal amplitude and (2) investigate
the magnitude of trends in amplitude we would expect to see given a range of

different emission scenarios.

3.6.1 Control Simulation

My first use of the TM5 control simulation is to test whether the modelled seasonal
cycle is consistent with the seasonal cycle observed in the data. Although the
control simulation uses prior emissions which remain the same each year, I expect
that the seasonal cycles should at least be similar in shape and amplitude when
compared with the data. To do this, I simply isolate the seasonal cycle using
the wavelet transform (same filtering criteria as used previously) and take the
mean seasonal cycle, before making a comparison with the equivalent seasonal
cycle from the data at each site. These comparisons can be seen as solid lines
in the lower panel of Figure 3.11. Most of the seasonal cycles generated using
the model closely match those calculated from the data indicating that the CHy
priors and meteorology used in the model are able to describe realistic variations
in CHy. The timing of the seasonal minima/maxima and the seasonal amplitude
are captured at ALT, CBA, SHM and ZEP. The model does not capture well
the seasonal cycle at ICE or STM as it largely underestimates the seasonal cycle
amplitude. These sites are in relative close proximity to each other and the poor
representation of the seasonal cycle at these locations is likely to be caused by
an issue with the ACTM. It is therefore necessary to exclude an interpretation of
ICE and STM from my model analysis. At BRW, there appears to be a “hump”

on the descending edge of the seasonal cycle which is not apparent in the data,
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and this leads to a much later minima in the modelled BRW seasonal cycle. It is
suspected that this is due to the presence of local emissions that are sampled by
the model but not observed in the data. This is due to the NOAA /ESRL BRW bi-
weekly flask samples being collected when the wind is from offshore, which largely
negates the contribution from the local emissions, whereas the model includes CH,
concentrations from onshore and offshore. This is particularly apparent at BRW
because the site is in close proximity to areas of natural wetlands. In contrast,
most of the other Arctic sites are more remote, which means that there is some
delay before they pick up the wetland signal and by this time the air is more well
mixed and representative of a larger area. This difference in sampling at BRW
and the subsequent over estimate of the early summer wetland CH, anomaly in
the modelled CH, time series must be taken into account in the interpretation of

the results.

I also use the control simulation to look at the interannual variability and trend
in amplitude as a result of changes in atmospheric transport of CH,4 to each of the
Arctic sites. I first calculate regression coefficients from the individual amplitude
time series from the data and the model, and second determine the Pearson
correlation coefficient and p-value corresponding to the relationship between the
two time series. The results of this analysis are shown in Table 3.2. The
model simulation did not extend as far back as some of the observations and
thus my analysis only shows a comparison during the period of overlap. My
results show that the amplitude regression coefficients resulting from atmospheric
transport typically have the same sign as the coefficients determined from the
data, but also that some sites exhibit coefficients of a similar magnitude and
correlated amplitude anomalies. The correlation coefficients for the most part are
small (<0.26). The TM5 amplitude regression coefficient for ALT CH, driven
by atmospheric transport is -6.104+6.29 ppb/decade, which is larger than the
coefficient observed in the data by ~1.5-3 ppb/decade. Variations in CHy seasonal
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amplitude driven by transport are also correlated with some of the interannual
variability observed in the data at ALT, although the relationship between the
time series is not statistically significant. The most robust decrease in seasonal
amplitude was observed at BRW and I noted that the largest decrease occurred
in the earlier years of the time series. The regression coefficient for the BRW
data during the period overlapping with the model output is not statistically
significant but is still negative in sign. The magnitude of the trend observed in
the data is matched by the coefficient for amplitude changes driven by atmospheric
transport, and shows a statistically significant correlation with the monthly
amplitude anomalies, but not those calculated from the discrete measurements.
Atmospheric transport also seems to explain the change in amplitude at the
only site that showed a positive trend, SHM. ZEP exhibits a negative (but
not statistically significant) trend in amplitude of -2.80+6.41 ppb/decade, while
the model suggests transport has caused a very large increase in the seasonal
amplitude of 6.63+8.94 ppb/decade. The statistically significant relationship
between the model and data amplitude anomalies at ZEP is not representative of
the trend, but the interannual variability which appears to be well explained by

transport.

This analysis shows that variability in atmospheric transport could be a large
factor in driving the CH, seasonal amplitude in the high latitudes. At ALT, a
statistically significant trend in seasonal CH, amplitude (p<0.05) results from
variations in atmospheric transport, although the reasons for this remain unclear.
While the trend at BRW can be explained by transport during the period of
overlap with the model, the biggest decrease occurs in the earlier years of the
time series for which I do not have model output. We would therefore require a
control simulation which extends further back in time to determine the proportion

of the amplitude trend which is driven by atmospheric transport at BRW.
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NOAA/ESRL Monthly Flask Data

Amplitude Trend Regression
Site Time Span | Data (ppb/dec) | Model (ppb/dec) | r? p-value
ALT | 1990-2010 | -4.39+4.45 -6.10+6.29 0.13 | 0.10
BRW | 1990-2010 | -2.96+6.39 -2.74£8.06 0.18 | 0.05
CBA | 1990-2010 | -1.68+4.90 -0.21+6.23 0.01 | 0.58
ICE 1990-2010 | -1.56=£6.29 9.40+£8.57 0.02 | 0.65
SHM | 1990-2010 | 3.33+4.54 1.70+£7.50 0.26 | 0.01
STM | 1990-2010 | -0.28+5.60 -1.70+£12.39 0.20 | 0.04
ZEP | 1990-2010 | -0.90£6.52 6.63+£8.94 0.33 | 0.01

NOAA/ESRL Weekly Flask Data

Amplitude Trend Regression
Site Time Span | Data (ppb/dec) | Model (ppb/dec) | r? p-value
ALT | 1990-2010 | -3.15+3.89 -6.10£6.29 0.16 | 0.06
BRW | 1990-2010 | -2.33+4.86 -2.74+8.06 0.07 | 0.24
CBA | 1990-2010 | -2.03+4.87 -0.21+6.23 0.02 | 0.52
ICE 1990-2010 | -3.73£5.61 9.40+£8.57 0.01 | 0.72
SHM | 1990-2010 | 3.35+4.86 1.70+£7.50 0.20 | 0.03
STM | 1990-2010 | -1.63+4.68 -1.70£12.39 0.03 | 0.47
ZEP | 1990-2010 | -2.80£6.41 6.63+£8.94 0.07 | 0.32

Table 3.2: Trends in amplitude from the data and model (calculated for the

overlapping time period) and r? and p-values of their relationship.
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Figure 3.11: Top panel shows the high-latitude wetland flux (solid blue) and the
resulting increase in seasonal CH, concentration observed at individual monitoring
sites. Bottom panel shows mean seasonal cycles calculated from CH4 mole fraction
data (solid blue) and TM5 control simulation (solid red). Dashed lines show mean

effect of additional wetland emissions (15 TgCH,) to the seasonal cycles.
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3.6.2 Emissions Scenarios

Next I introduce three emissions scenarios, by adding a trend to the prior CHy
wetland emissions of 1 TgCHy/yr, 2 TgCHy/yr and 5 TgCH,/yr respectively,
in order to assess the observed effects of the increased emissions on the high-
latitude CH,4 seasonal cycle amplitude. As an example, the time series generated
at BRW for the control simulation, and each of the emissions scenarios are shown
in Figure 3.12. First I look at the timing of the additional wetland emissions
relative to the seasonal CH, concentration. In order to isolate the additional
contribution from wetland emissions “seen” at each site, I subtract the control
simulation time series from the emissions scenario time series. The remaining
residual time series is made up of a seasonal variation in CH4 which peaks in
the summer when wetland emissions are highest, overlying a trend component
resulting from the additional CH, flux into the atmosphere. In order to isolate
the seasonal component, I remove the trend by fitting a smooth curve through
the seasonal minima and subtracting it from the residual time series. The wavelet
transform is inappropriate for this as it would centre the seasonal oscillation on

Zero.

2050

T
Control
1Tgyr?
2 Tgyrt
5 Tgyr *

2000

1950

1900

1850

CH4 Concentration (ppb)

1800

| | |
1985 1990 1995 2000 2005 2010 2015

1750

Year

Figure 3.12: BRW TMb5 time series for the control run and 1, 2 and 5 TgCH,/yr
high-latitude wetland emissions scenarios respectively, where each time series has been

filtered of high frequency variability using the wavelet transform.
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The top panel of Figure 3.11 shows the prior CH4 high-latitude wetland flux used
in the TM5 simulation, and the seasonal component of the wetland contribution
to the CH4 concentration measured at individual monitoring sites. There is a
delay between the peak emission in the CH, wetland flux and the apparent CHy
concentration, where the delay depends on the distance of the site from wetlands.
BRW appears to see an immediate rise in CHy due to a combination of differences
in the way the air is sampled in the model and data, and due to its close proximity
to large areas of wetlands. The wetland CH, signal takes several weeks longer to
reach some of the more remote sites. The dashed lines in the lower panel of Figure
3.11 show the effect of adding an increase in wetland emissions of 15 TgCHy to
the mean seasonal cycle. It is clear that at some sites, such as ALT and BRW,
additional wetland emissions are likely to reduce the seasonal amplitude. At
some sites, both the minima and maxima of the seasonal cycle are raised, in
which case the amplitude would not be a good metric to show changes in wetland
emissions. The additional wetland emissions are very evident over the ascending
edge of the seasonal cycle in Figure 3.11, but this would be non-trivial to detect
when analysing detrended CH4 mole fraction data due to the aliasing effects of
detrending discussed in the previous chapter, and the level of noise often contained

within the CH, time series.

So far I have primarily focused on the seasonal cycle amplitude calculated from
the combined annual + sub-annual frequency components of the CHy time series.
Table 3.3 shows the amplitude regression coefficients and variability determined
separately from the annual and annual + sub-annual components of the seasonal
cycle for each scenario at ALT, BRW, CBA, SHM and ZEP. At the majority
of sites, there is not a consistent decrease in amplitude for either seasonal cycle

as wetland emissions increase. For example, a trend of 1 TgCH,/yr produces



CHAPTER 3. Are high latitude CH, emissions increasing? An analysis of

surface CH, mole fraction data

129

Frequency Component

ALT Annual Sub-Annual + Annual
Scenario Meanto Trend Meanto Trend

(ppb) (ppb/decade) (ppb) (ppb/decade)
Control 42.447.3 | -6.843.9 (p<0.01) | 54.749.6 | -6.14£6.2 (p<0.1)
1TgCH4/yr | 40.5£7.0 -7.743.9 (p<0.01) | 52.4£9.6 -7.44+5.9 (p<0.05)
2TgCHy/yr | 39.746.5 -6.1+4.1 (p<0.01) | 53.14+8.5 -4.1+6.2 (p>0.1)
5TgCHy/yr | 44.448.7 4.74+4.6 (p>0.1) 61.6+14.1 | 10.74+8.8 (p<0.05)
BRW Annual Sub-Annual + Annual
Scenario Meanto Trend Meanto Trend

(ppb) (ppb/decade) (ppb) (ppb/decade)
Control 27.3+4.3 | 1.143.1 (p>0.1) 49.7+11.4 | -2.7+8.1 (p>0.1)
1TgCHa /yr | 20.945.0 | -4.143.0 (p<0.01) | 48.4414.9 | -5.3410.4 (p>0.1)
2TgCHy /yr | 13.7£7.5 -8.5+3.7 (p<0.01) | 50.14+18.5 | -4.5+13.1 (p>0.1)
5TgCHy/yr | 19.9410.7 | 6.2+7.2 (p<0.1) 64.6+24.1 | 10.4416.6 (p>0.1)
CBA Annual Sub-Annual 4+ Annual
Scenario Meanto Trend Meanto Trend

(ppb) (ppb/decade) (ppb) (ppb/decade)
Control 21.3+4.5 | 1.54+3.3 (p>0.1) 41.148.7 | -0.2+6.2 (p>0.1)
1TgCHa /yr | 18.944.2 | -3.442.6 (p<0.01) | 39.947.9 | -0.3£5.7 (p>0.1)
2TgCHy/yr | 18.74£3.6 -1.242.5 (p>0.1) 43.4£9.5 6.4+6.0 (p<0.05)
5TgCHy/yr | 23.9410.0 | 9.6+5.6 (p<0.01) 52.7+£15.4 | 18.6+7.0 (p<0.01)
SHM Annual Sub-Annual 4+ Annual
Scenario Meanto Trend Meanto Trend

(ppb) (ppb/decade) (ppb) (ppb/decade)
Control 30.3+7.2 | 0.445.1 (p>0.1) 51.6+10.5 | 1.747.5 (p>0.1)
1TgCH4/yr | 29.246.9 | -0.1£4.9 (p<0.01) | 51.6+10.6 | 2.247.5 (p>0.1)
2TgCHy /yr | 29.846.4 | 1.944.5 (p>0.1) 54.5£11.3 | 7.4+7.4 (p<0.1)
5TgCHy/yr | 35.249.1 11.343.8 (p<0.01) | 66.7+17.4 | 20.5+8.0 (p<0.01)
ZEP Annual Sub-Annual 4+ Annual
Scenario Meanto Trend Meanto Trend

(ppb) (ppb/decade) (ppb) (ppb/decade)
Control 35.3+8.2 | 6.049.2 (p>0.1) 57.3+8.1 | 6.6+8.9 (p>0.1)
1TgCH,/yr | 33.148.1 | 5.449.2 (p>0.1) 56.7+11.3 | 7.1412.9 (p>0.1)
2TgCHy/yr | 33.448.1 | 10.147.9 (p<0.05) | 63.4+18.2 | 18.0+19.4 (p<0.1)
5TgCHy/yr | 44.2415.4 | 27.449.1 (p<0.01) | 84.9+33.1 | 46.1£29.7 (p<0.01)

Table 3.3: Mean seasonal cycle amplitude and amplitude trends calculated from
the annual and annual + sub-annual components of the TM5 control simulation and

emission scenario time series.
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a more negative coefficient relative to the control at ALT, whereas a trend of
2 TgCH, /yr causes a more positive coefficient. Likewise at CBA, the 1 TgCH, /yr
simulation doubles the magnitude of the negative coefficient determined from
the annual component, but 2 TgCHy/yr brings the coefficient closer to zero.
Furthermore, the sites of SHM and ZEP see a consistent increase in amplitude as
the wetland emissions increase, where ZEP in particular sees the largest increase
in amplitude. The extreme scenario of 5 TgCH,/yr results in large increases
in amplitude at all sites. BRW is an exception in that the amplitude trend
determined from the annual component becomes consistently more negative from
the control (1.1+3.1 ppb/decade, p>0.1), to 1 TgCHy/yr (-4.1£3.0 ppb/decade,
p<0.01) to 2 TgCH,/yr (-8.54+3.7 ppb/decade, p<0.01). At the end of the BRW
time series in the 2 TgCH,4/yr emission scenario, the annual component of the
BRW seasonal cycle has completely diminished. From my analysis, BRW is clearly
the most sensitive site to increases in wetland emissions - this point is emphasised
in Figure 3.13, which shows the wavelet power spectrum of the residual from
subtracting the control simulation time series from the 1 TgCH,/yr scenario time
series. A gradual increase in power of the annual frequency of the spectrum
is evident of the increasing wetland emissions. Although some variability is
introduced to the sub-annual frequencies, this does not appear to be present

in the form of a trend.
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Figure 3.13: The left panel shows the wavelet coefficient matrix calculated by
subtracting the wavelet coefficient matrix of the BRW control simulation from that
of the BRW 1 TgCH,/yr wetland simulation. The right panel shows the global power
spectrum for the coefficient matrix and indicates that the dominant frequency which

differs between the two time series is the annual frequency.
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3.7 Summary

My analysis of high-latitude surface temperature data suggests that the period
of potential ice thaw (>0°C) has lengthened significantly over the past 30 years.
The trends calculated from the gridded MERRA reanalysis dataset indicated
that temperature trends over high-latitude wetland areas in boreal and Arctic
North America and Eurasia were predominantly positive, ranging from +0.5 to
8 days/decade. My analysis of temperature at the BRW site in Alaska was at
the higher end of the scale with a trend of 8.247.7 days/decade where most of
the change (5.64+3.1 days/decade) was due to an increase in autumn warming,
indicating that trends could be much stronger at local scales. While temperature
is not the only controlling variable on CH, emission rates from thawed soils, the
rapid warming recently observed in the Arctic is a clear indicator of the potential

for large-scale increases in CH, emissions.

I used in situ CH4 observations at BRW, filtered by air sector, to look at local
changes in summertime CH; anomalies. By subtracting monthly mean CH,
concentrations from the north air sector from those of the south air sector, I
isolated CH4 anomalies that I expect are representative of CH4 emissions from
the North Slope of Alaska. Although there are other local sources of CHy in the
vicinity of the BRW site, the seasonal variation in CH, anomalies were consistent
with those of wetland emissions, with a seasonal peak in late summer/early
autumn. I found that although the summertime CH, anomaly from the south
air sector was increasing by 5.449.0 ppb/decade, the trend was not statistically
significant (p>0.1). The CH4 anomalies were correlated with surface temperature
anomalies measured at the site of BRW, with a statistically significant relationship
of 0.47+0.42 ppb for each additional day >0° (p<0.05). This analysis was
inherently biased, as the site of BRW was chosen specifically because of the

prevailing winds from the north, leading to limited observations from the south
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air sector. Despite this I did not find that expanding the filtering criteria I
used to define the air sectors resulted in anything but a positive trend in CHy
anomalies. It was noted that the seasonal peaks in the south air sector CHy time
series typically coincided with the seasonal minima or the ascending edge of the
seasonal cycle from the north air sector. The north air sector contains information
about much larger scale fluxes of CH,, including those in low, mid and high
latitudes. I hypothesised that a large-scale increase in wetland emissions, and the
subsequent increase in the seasonal peak could “fill” in part of the seasonal minima
of time series that are representative of large-scale CH, concentrations. The most

sensitive of these are likely to be flask sites in the northern high latitudes.

I found a statistically significant decrease in the seasonal amplitude in the PNH
mean determined from the MBL CH, surface. This time series is based on CH4
observations at individual sites and weighted according to the size of the air mass
that they typically represent. I found statistically significant trends in amplitude
at a number of the high-latitude flask sites, where the most robust trend was
observed at BRW, showing a decrease of approximately 14.10+£9.90 ppb over 30
years. The use of in situ and flask data both confirmed the presence of a trend
in BRW seasonal CH4 amplitude indicating that the trend is not a result of the
way I handled missing data. The site of BRW also happens to be in closest
proximity to wetlands, while many of the other sites are relatively isolated such
that the relative timing of the seasonal CH, minima, and the peak in CH, resulting
from summertime wetland emissions are likely to have less overlap. While this
result was consistent with my hypothesis, there are numerous other factors that
can influence the seasonal amplitude. One of these would be a change in the
amount of OH, as this could for example limit the amount of CH,4 destroyed in
the atmosphere, however a number of studies have found that there is no trend in
OH that could cause such a change (e.g. Dlugokencky et al. (1997)). Two further

possibilities were that a trend in CHy emission from the mid-latitudes could have
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been transported to the northern sites, or that a change in atmospheric transport

alone could result in the decreased amplitude.

I used a number of simulations from the TM5 ACTM to interpret the recent
variability in the high-latitude CH4 seasonal amplitudes. The first was a control
simulation to assess the variability in CH,4 introduced by changes in atmospheric
transport alone. This simulation showed that the trends in seasonal amplitude
observed in the flask sites were easily within the range of the changes induced
by atmospheric transport, and that atmospheric transport also resulted in large
interannual variability in the amplitude. However at this stage in my analysis,
I was not able to use a simulation that extended as far back in time as flask
time series such as BRW. This is significant, because the biggest decrease in
amplitude at BRW is observed in the earlier years of the time series. Secondly
there were some issues with the TMb5 simulations that are still being resolved. For
example, the modelled BRW seasonal cycle includes CH, from the south, whereas
the NOAA/ESRL GMD only use CHy samples when the wind is coming from the

north.

Finally, I found using a number of emissions scenarios that using the seasonal
amplitude as a metric for changes in wetland emissions was not useful at most
sites. BRW seems to be an exception as this experiment resulted in a strong
decrease in the annual frequency component of the seasonal cycle. Although this
was also observed in the CH, flask and in situ data, I cannot at this point prove
that this was not a result of changes in atmospheric transport. In addition, this
result is likely to be exaggerated due to sampling differences between the model

and data.

A major weakness of this analysis was the assumption that the timing of the
edges of the high-latitude growing season does not change, as I used prior wetland

emissions which were symmetric about the growing season. Substantial warming
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at both edges of the growing season suggests that this is unlikely to be the case.
For example, there is evidence for rapid increases in CH, emissions during spring
(Song et al., 2012) and that there is a relationship between autumn emissions and
spring emissions the following year (Sturtevant et al., 2012; Mastepanov et al.,
2013). Earlier spring emissions would result in more overlap of the high CHy
anomalies resulting from Arctic wetlands with the seasonal minima from the large-
scale seasonal cycle, while an increase in autumn emissions could offset this by

increasing the seasonal maxima.

At present I do not appear to have sufficient evidence to link the recent decrease
in the high-latitude CH,4 seasonal amplitude to an increase in Arctic wetland
emissions. It is possible that this trend is a result of a shift in atmospheric
transport, however the reasons for this are not currently understood. This will
therefore be a topic for future research. It appears that there would have to
be large increases in Arctic wetland emissions before they become detectable in
high-latitude CH, seasonal cycles. Our ability to detect such changes is essential
however, as permafrost CH, could contribute significantly to the carbon-climate

feedback.
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Chapter 4

PERSIST - Prototype Earth

obseRving System using Image

Slicer Technology

PERSIST is the Prototype Earth obseRving System using Image Slicer Tech-
nology. The PERSIST project was funded by the Centre for Earth Observation
Instrumentation (CEOI) as a seed-corn study that took place at the UK Astron-
omy Technology Centre (ATC) during January and February of 2012. The aim
of the project was to build a bench mounted prototype image slicer spectrometer
with a SWIR detector system capable of measuring the atmospheric spectra need
to infer XCOy. The instrument should have the ability to (1) simultaneously
measure three wavelength ranges with one spectrometer (2) demonstrate the fea-
sibility of the technology for use in an Earth Observation instrument to measure
atmospheric CO,. My contribution to this project was the lab-based testing of
the bench mounted prototype spectrometer and analysis of the results. The re-

sults of the study were placed in an CEOI report but also published in SPIE (Lee

137



138 4.1 Introduction

et al., 2012). First I will introduce the basic concepts of observing XCOy from
space. In the following section I will introduce the instrument concept and layout

of the bench mounted prototype before presenting the test results.

4.1 Introduction

Space-based observations of XCO, from low-Earth orbit sensors have the potential
to dramatically improve our knowledge of the carbon cycle. The primary
advantage of space-borne sensors is the potential of repeated global coverage with
high spatial resolution over the vast areas of the Earth where the ground-based
measurement network remains sparse. To be effective, these instruments need a
high spatial resolution in order to locate important point sources of CO5 but also
a high spectral resolution in order to detect diffuse spatial variations in CO, that
reflect larger scale sources and sinks. COs in the atmosphere is considered to be
well mixed, a result of its long lifetime in the atmosphere and relatively low levels
of natural variability. As a consequence, there are only small changes in XCO,
over large spatial scales. This represents a significant challenge to the carbon

cycle science community.

At present there are two primary systems typically used to measure XCOy from
space: the “push broom” system and the Fourier Transform Spectrograph. Both of
these systems measure three atmospheric spectra necessary to infer concentrations
of XCO,: the Oxygen (O2) A-Band, the weak CO, band, and the strong CO5 band
with central wavelengths of approximately 765, 1605 and 2060 nm respectively
(Crisp et al., 2004). Each waveband plays an important role in determining an
accurate XCOy concentration. The Weak CO, band for example is the most
sensitive to surface CO,. The Strong CO, band provides a second, independent

measure of the CO, abundance. This waveband however is particularly sensitive
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to variations in atmospheric pressure and moisture, as well as certain aerosol
particles. The O, band is useful because it provides a measure of the presence
of aerosols and clouds which would reduce the measurement accuracy, and also
allows the determination of surface pressure which is necessary to retrieve the

XCO;, concentration.
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Figure 4.1: Atmospheric spectra observed by OCO in the O,, Weak CO, and Strong

CO, wavebands respectively (Connor et al., 2008).

Fourier Transform Spectrographs such as GOSAT have been utilised for space-
based missions in order to improve spectral sampling. These instruments typically
offer very high spectral resolution but the instrument design is high in complexity
with coinciding increases in cost and weight. Furthermore, the effective scanning
of the instruments means that light collection can still be inefficient and spatial

sampling is more sparse than a “push broom” system.

OCO is an example of a “Push broom” system. It provides a spectrum in one
spatial dimension and builds up a second spatial dimension in time as the satellite
passes over the Earth’s surface or by use of a scanning system. Systems such
as OCO use a dispersive spectrograph to sample the spectral dimension. The
primary limitation of this technique is the amount of light that can pass through
the aperture. Only a small amount of the available light can be transmitted
through the slit, which compromises the level of the signal that can reach the

detector. This leads to a reduction in either spatial or spectral sampling. The
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OCO design uses three separate spectrometers and detectors, one to capture the
04, weak CO, and strong CO, wavebands respectively. For each wavelength
channel, light enters a slit which illuminates the instrument detector, however

only a small proportion of the detector is filled with useful information.

An Integral Field Spectrometer (IFS) can overcome this problem. The feasibility
of using an IFS for Earth Observation was determined in a theoretical study by
(Lee et al., 2011). An IF'S consists of an Integral Field Unit (IFU) which contains
an image slicer. The image slicer reformats light entering the instrument to form
three entrance slits to the spectrometer, one slit for each waveband. A multiple
diffraction order spectrometer is then used to simultaneously disperse spectra for
the three wavelength channels onto the same detector. This fills the detector with
useful information making more efficient use of the available space. The use of an
IF'S can provide numerous performance advantages, but can also reduce the weight
and cost of an instrument while providing similar performance to an instrument
such as OCO. The science requirements for the feasibility study of using the IFS
for space-based XCO, measurements are shown in Table 4.1. If an instrument
such as OCO implemented the IFU, it would have three detectors to fill with
useful information. This could provide a three fold improvement in exposure time,
increasing signal to noise, or a three fold increase in spatial resolution (because
exposure time can be reduced by a factor of three). Alternatively, an instrument
developed with an IFU could measure the three wavelength channels required for
XCO4 with just one spectrometer and one detector, substantially reducing the
instrument weight and cost of the mission. The image slicer is not limited to
three slices. An instrument that utilised an IFU could also measure additional

wavelength channels, for example those required to infer XCO and XCH,.

The PERSIST design is based on the use of this technology to provide simultane-

ous coverage of a number of different wavelength channels for the measurement of
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Figure 4.2: Schematic describing the principle of operation of the CEOI-IFS

hyperspectral imager used in PERSIST.

XCOs,. Figure 4.2 describes the principle of operation of PERSIST when used to

observe XCOy from space. The field of view (left) on the ground is sampled by the

image slicer mirror. Re-imaging optics then reformat the three slices into three

slits which form the entrance slit at the focal plane of the spectrometer. Each

slit forms a spectrum with a different wavelength range, with the spectrometer

subsequently dispersing the light from each slit onto the instrument detector. The

spectra, which contain information about absorption in the respective wavelength

channels are used to infer XCO, concentrations sampled in space and time.

To test the instrument concept, I performed a number of laboratory tests on

PERSIST. The lab setup is described in the following section.



142

4.1 Introduction

Requirement Performance
Target
Orbit Sun synchronous orbit

Orbit altitude

705km

Viewing modes Nadir
Ground track 6.78km /s
Swath width >10km

Spatial resolution

Across track: 1.3km,
Along track: 2.2.km

Instrument 3 channel imaging grating
spectrometer

Wavelengths 05:758-772nm, CO4:1594-
1619nm, CO2:2042-
2082nm

Spectral Resolution | 02:21000, C04:24000,
C02:24000

Signal to Noise 0-2:>TBD, C0O4:>300,
CO45:>240

Table 4.1: Science requirements of CEOI-IFU mission, adapted from Lee et al.

(2011).
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4.2 PERSIST Laboratory Layout

Figure 4.3 shows a schematic of PERSIST as it was laid out on the bench in
the laboratory. In this section I will describe the components of the PERSIST
prototype. I will also explain in steps how PERSIST works as light passes through

each optical component.
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Figure 4.3: Schematic of the optical layout of PERSIST in the lab.

Light source

A light source is used to act as an input to the PERSIST instrument for my
tests. I used a number of light sources for difference purposes. The primary light
source was an Apex Illuminator with a Quartz Tungsten Halogen Lamp. It was
beneficial to use this light source as the output of the lamp is very stable, allow-
ing accurate comparisons of throughput through each of the spectral channels of
PERSIST. The top left panel of Figure 4.3 also shows the schematic of the setup

for observing atmospheric spectra. An optical fibre was used to relay light from
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a telescope focused on the sun to the input of PERSIST.

Telescope simulator

The PERSIST telescope simulator is the made up of a 150mm focal length collima-
tor lens, an aperture stop, and a 300mm focal length camera lens. The collimator
directs the incoming light into the instrument. The aperture can be opened or
closed to control the amount of light entering the system, however this affects the
image quality. The camera lens focuses the light onto the input aperture of the

IFU.

Integral Field Unit

The IFU is made up of an entrance aperture, an input fold mirror, an aluminium
image slicer with 3 off-axis slices, a set of three band pass filters, a set of re-
imaging lenses and finally a slit mask containing three output slit apertures. The
input fold mirror directs the light onto the image slicer. The image slicer is made
up of three slices each tilted at a slightly different angle which splits the field of
view contained in the incoming light beam into three, one for each wavelength
channel. The band pass filters cut off light outside of the bandwidth of each
wavelength channel. The expected bandwidth differs for each channel, 16 nm, 15
nm and 17 nm for the 1600 nm, 1020 nm and 2000 nm channels respectively. The
transmittance through the band pass filters are also different, where the 2000 nm

wavelength has the lowest transmittance.

Bench spectrometer
The spectrometer used in PERSIST was made up using off the shelf components
which significantly limited the spectral resolution of the instrument. However

for proof of concept of PERSIST it was sufficient. The bench spectrometer was
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made up of a collimator lens, a multiple diffraction order grating, a fold mirror
and a camera lens. Upon leaving the output slit of the IFU, the collimator lens
focuses the light from each wavelength channel onto the diffraction grating. It is
subsequently directed from the fold mirror through the camera lens which projects

the image into the cryostat where the instrument detector is housed.

A spectrometer that uses multiple diffraction orders allows the simultaneous
diffraction of multiple wavelengths onto the detector. This can only work if the

diffraction orders and wavelengths satisfy the following condition:

ml)\l = mg)\g = mg)\g =k (41)

where k is a constant. As it is unlikely to find an exact solution, an error term,

Am is added to each diffraction order:

(m1 + Aml)/\l = (mg + Amg)/\g = (m3 + Amg)/\3 =k (42)

The best solution results in the minimum value of the sum of the A,,, error terms.
The use of the multiple order diffraction grating increases the probability of ghost
images propagating in the system. A ghost image is an image which arrives on
the detector as a result of internal reflections within the system after the light has
been split into diffraction orders. It typically appears as a lower intensity version

of one of the spectra on the detector.

Cryostat and detector

Finally the images from each channel arrives onto the detector housed in the
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cryostat. The detector was a Raytheon VIRGO-2 detector, with a standard
resolution of 2048x2048 pixels. However for PERSIST, only one half of the
detector was utilised. As the detector was only sensitive to light in the range
of 800-2500 nm, it was not possible to use the 765 nm channel (typically used to
infer XCO,) in the PERSIST prototype. The cryostat was cooled to ~50K and a
thermal blocking filter was placed at the entrance in order to reduce the thermal

background and noise on the detector.

4.3 Test Results

Table 4.3 summarises the series of experiments performed with the PERSIST
instrument during the project. The results of the tests are compared with the
expected results from the computer simulated instrument in the initial study.

Next I will discuss the outcome of the tests in more detail.



CHAPTER 4. PERSIST - Prototype Earth obseRving System using Image
Slicer Technology

147

Input Light

Source

Tests Performed

Apex Mluminator
and optical fibre

(monochromatic)

Used to focus instrument, opti-

mised in the spatial direction

Apex Illuminator

(monochromatic)

Wavelength scan to determine
bandwidth, dispersion and check
for light leaks

Apex Iluminator

(monochromatic)

Adjustment of PERSIST align-
ment to avoid overlap of spectra
and dead pixels and move posi-

tion of ghost image

Apex Iluminator

(white light)

Simultaneous illumination of
three spectra to measure scat-

tered light performance

Integrating
sphere  (uniform

white light)

Simultaneous illumination of
three spectra to measure scat-

tered light performance

Halogen-Argon
lamp and optical

fibre

Used to measure spatial and spec-

tral resolution of 1020 nm band

The Sun via
external telescope

and optical fibre

Used to record an example atmo-
spheric spectrum in the 1020 nm

channel

Table 4.2: PERSIST performance tests
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4.3.1 INlumination with monochromatic light

The first set of tests conducted with the PERSIST instrument used a monochro-
matic source of light. The monochromator provides an input with a variable but
accurately known wavelength which can be used to calibrate the PERSIST instru-
ment. Initially I used an optical fibre to produce a small image on the detector
which could be used to focus the instrument. Next I illuminated one of the chan-
nels with an Apex illuminator and monochromator. By gradually changing the
wavelength of the monochromator input, a series of calibration images could be
taken with PERSIST to calculate: the operational wavelength range of each of
the three wavelength channels (bandwidth), the central wavelength of each chan-
nel, the dispersion, and the spectral slope. An advantage of using monochromatic
light is that it also enables the identification of the wavelengths of any light leaks

or stray light present in the instrument.

Figure 4.4 shows an example image taken at 1600 nm. The image on the left shows
the full detector image prior to processing. Spatial and spectra information on the
detector is shown from top to bottom and left to right respectively. The image
of the monochromator output slit is the bright orange area in the top centre.
The darker orange, semi-circular shape covering most of the detector is a result of
thermal background light emitted within the instrument itself. The black patches,
for example near to the centre of the detector image, are areas of dead pixels. It
can be seen that the only light on the detector other than the background light is
in the 1600 nm channel as expected. No light leaks of >0.1% were found in the
instrument when testing any of the three channels indicating that the filters in

the instrument only transmit the wavelengths corresponding to their band pass.

In the photo on the right, I focus in on the monochromator image in the 1600

nm channel. This is image was processed to remove the thermal background. In
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Figure 4.4: PERSIST images taken with monochromatic illumination. Image (a)
shows the full detector image of 1024 x2050 pixels while image (b) shows an enlarged

view of the image of the monochromator slit.

order to remove the thermal background, I take the mean of 10 images taken
with the monochromator switched off and subtract this from the image with the
monochromator switched on, resulting in a much cleaner image with a stronger
signal-to-noise ratio. The width of the monochromator image is determined from
the band pass of the monochromator. It can be seen that the image is sloped. This
is a result of a small shift in wavelength along the length of the monochromator
slit, where the top of the slit emits light at a slightly shorter wavelength than
the bottom of the slit. The striped structure in the image is spatial information
carried through the instrument from the coils in the filament lamp light source. I
repeated these tests for each channel where the results are summarised in Table
4.3.1. There are minor differences between the expected values and the values
determined from the tests of central wavelength, dispersion and bandwidth. The
difference in central wavelength and bandwidth as a result of the accuracy of

the wavelength cut-off filter. The dispersion is different as a side effect of the
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diffraction grating being tilted to prevent ghost images from appearing on the

detector.

Channel | Parameter Expected Test Result

1600 nm | Central Wavelength | 1600 nm 1605.46 nm
Dispersion 3.81 nm/mm | 4.33 nm/mm
Bandwidth 16 nm 16.29 nm
Spectral Slope NA 6.58 nm
Length of slit image | 333 pixels 322 pixels
Light leaks NA <0.1%

1020 nm | Central Wavelength | 1020 nm 1020.68 nm
Dispersion 2.38 nm/mm | 2.63 nm/mm
Bandwidth 15 nm 13.81 nm
Spectral Slope NA 6.62 nm
Length of slit image | 333 pixels 335 pixels
Light leaks NA <0.1%

2000 nm | Central Wavelength | 2000 nm 2004.11 nm
Dispersion 4.76 nm/mm | 5.26 nm/mm
Bandwidth 17 nm 16 nm
Spectral Slope NA 9.26 nm
Length of slit image | 333 pixels 321 pixels
Light leaks NA <0.1%

Table 4.3: Monochromator test results.
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4.3.2 Illumination with filament image

In the next test, the monochromator was removed and the Apex illuminator
was used to illuminate the PERSIST input field of view directly. As the
light source is no longer wavelength specific, all three slices in the IFU were
simultaneously illuminated with white light that covers all the wavelengths to
which the instrument detector is sensitive. In effect, this test is a simulation of
illuminating PERSIST with an Earth Observation scene. Figure 4.5 shows the
result of this test, where the left image has a linear scale and the the right image
uses a logarithmic scale. In both cases the thermal background was removed
using the method described in the previous section. The primary aim of this
test was to show that the PERSIST instrument could simulateously record three
spectra, one in each wavelength channel. This test is a clear success, although the
Apex illuminator only illuminates a fraction of the full length of the slice. The
right hand image in Figure 4.5 uses a logarithmic scale to emphasise the presence
of scattered light between the spectra. This is primarily noticeable about the
1020 nm and 1600 nm spectra. The spectra on the detector are as follows: 1600
nm (top), 1020 nm (middle) and 2000 nm (bottom). It is clear that the 2000
nm spectrum has a significantly lower intensity than the 1600 nm and 1020 nm
spectra. This is a result of the thermal blocking filter in the entrance to the

thermostat which has a lower transmittance at 2000 nm.
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(b)

Figure 4.5: PERSIST image recorded with direct illumination of the input field of
view using the Apex illuminator. Image (a) uses a linear scale of intensity showing the
1600 nm (top), 1020 nm (middle) and 2000 nm (bottom) channels on the detector
while image (b) uses a logarithmic scale. The logarithmic scale highlights areas of
scattered light between the spectra, for example the large area of scatter light above

the 1600 nm spectra.
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4.3.3 Uniform Illumination

I used two light sources to provide uniform illumination of the PERSIST field of
view: illumination from the Apex illuminator and illumination with an integrating
sphere. An integrating sphere is an optical component with a hollow spherical
cavity covered with a diffuse, white, reflective coating. The Apex illuminator
is directed into to the side part of the integrating sphere, with an output port
illuminating the PERSIST field of view. The integrating sphere provides more
uniform illuminating than the Apex illuminator as the spatial information in the
light entering the sphere becomes very diffuse. For the next sets of tests, we
changed the PERSIST alignment in order to move the position of the spectra on
the detector, such that they did not overlap with the areas of dead pixels near to
the centre of the detector. In doing so, a ghost image appeared on the detector to
the right of the 1020 nm spectrum. We further adjusted the PERSIST alignment

so that that I could also measure the intensity of the ghost image.

White light illumination

In order to create a more uniform illumination, the Apex illuminator was
defocused, to partially remove the spatial information from the filament lamp,
however some of the filament structure still remained. With the Apex illuminator
defocused, it now illuminates the entirety of the available space on the image slicer
in the IFU. The result of this test is shown in Figure 4.6. Note that the images in
each channel are now significantly longer in the spatial direction on the detector.
The left panel shows the image without the thermal background removed, while
the middle and right hand images show the spectra with the thermal background
removed for linear and logarithmic intensity scales respectively. The thin strip of

light on the right hand side is the ghost image of the 1020 nm spectrum.
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The ghost image is a side effect of using a diffraction grating with multiple orders
propagating through the system. A series of internal reflections in the system
result in the ghost image arriving on the detector. The 8th diffraction order is
the most important for the 1020 nm channel, but several other orders propagate
through the system with efficiencies of up to 20%. The intensity of the ghost image
was ~6% of the peak intensity of the 1600 nm spectrum. This is not significant

if there is substantial distance between the ghost image and the science spectra.

(b) (c)

Figure 4.6: PERSIST image recorded with flat-field illumination from the Apex
illuminator. Image (a) shows the unprocessed image with linear intensity scaling.
Images (b) and (c) show the result having removed the thermal background using

linear and logarithmic scaling respectively.

The intensity plot shown in Figure 4.7 shows the brightness of each spectrum
and the relative brightness of the scattered light between them. Figure 4.8 is a
schematic diagram showing each of the features on the detector image in Figure
4.6, where Table 4.3.3 shows the relative intensities of the features with respect to
the 1600 nm spectrum. The differences in intensity between the left hand corner
regions (A and C) and the right hand corner regions (B and D) are due to the

thermal background.
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Figure 4.7: Plot of intensity vs. position (logarithmic scale) for a spatial cut through

the white light image shown in Figure 4.6.

I find that the intensity of the scattered light between the spectra is in the region
of ~1.5% or less. This result is consistent with the expected values given the
components used in the PERSIST prototype. However, it is expected that this
can be improved by at least a factor of ten by using higher specification optical

components as would be the case in a funded space-based mission.

Even with a factor of ten improvement, the amount of scattered light between the
spectra introduces the risk of cross-talk between spectra. Cross-talk is an overlap
of the information contained within the individual spectra, and would result in
significant degradation to the scientific quality of the image. Characterisation and
reduction of scattered light within the system is therefore essential for reduction

of potential XCOs errors resulting from cross-talk.
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Figure 4.8: Schematic of the image as it is layed out on the PERSIST detector.

Area on | Relative
detector intensity
1600 nm 1.0000
1020 nm 0.6527
2000 nm 0.1669
Ghost 0.0597
SL1 0.0139
SL1 0.0089
A 0.0000
B 0.0018
C 0.0000
D 0.0017

Table 4.4: Relative intensities of different regions on the detector defined in the

schematic in Figure 4.8 and in reference to the detector image shown in Figure 4.6.
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Integrating sphere

The integrating sphere provides a more uniform illumination of the PERSIST
field of view when compared with the defocused Apex illuminator. The result of
this test is shown in Figure 4.9 and shows spatially uniform spectra. The intensity
of illumination through the integrating sphere is sufficient for the 1020 nm and
1600 nm channels, but the 2000 nm channel which already had low transmission
through the instrument optics is very faint. This was a result of the low reflectivity

of the coating inside the integrating sphere at this wavelength.

(a) (b)

Figure 4.9: PERSIST image recorded with flat-field illumination from an integrating
sphere. Image (a) shows the result following the removal of the thermal background
with a linear intensity scale, while image (b) shows the same image with a logarithmic

scale to show the 2um channel more clearly.
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4.3.4 Spectral Resolution

I determined the spatial and spectral resolution of the instrument in the 1020
nm channel. T used a Mercury-Argon gas discharge lamp with spectral emission
lines at very specific wavelengths - this image is shown in Figure 4.10. The only
emission line visible in the 1020 nm channel was at a wavelength of 1013.975
nm due to the bandwidth of the channel. The resolution of the instrument was
determined by calculating the full-width half-maximum (FWHM) of the image
in the spatial and spectral direction. The FWHM in the spectral dimension was
approximately 7.3 pixels. I calculate the spectral resolution using R=A/A\ where
A=1013.975 nm is the wavelength of the emission line and A\ is the FWHM in nm
determined from the dispersion in the 1020 nm channel. The PERSIST spectral
resolution was 2760. As the instrument was optimised for spatial resolution,
the FWHM in the spatial direction of approximately 1.7 pixels. This indicates
that significantly higher spectral resolution could be obtained given optimisation
for spectral rather than spatial resolution. As expected, no emission lines were

observed in the 1600 nm and 2000 nm channels.
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Figure 4.10: PERSIST image recorded with illumination from a Mercury-Argon gas
discharge lamp at 1013.975 nm (linear intensity scale). Dashed line and red points
show full width half maximum of intensity. Note | only show a small section of the

detector.
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4.3.5 Solar illumination

The final experiment performed with PERSIST was an attempt to measure an
atmospheric spectrum using a small telescope set-up outside the laboratory. The
telescope was directed towards the sun, and an optical fibre was used to illuminate
the PERSIST field of view. The optical fibre used for the observations had a core
diameter of 50pum, which should produce a corresponding image size of 1.4 pixels
on the detector. However I measured the fibre image to have a FWHM of 3.5
pixels, a factor of 2.5 times larger than the expected size. This is a reflection
of the end to end aberrations in the system optics. Figure 4.3.5 shows the most
successful atmospheric measurement I was able to take in the time I had at the

end of the project.

The top left image in the figure shows the appearance of the spectrum on the
detector. The middle left panel shows the measured spectrum (blue line) having
removed the thermal background, and the spectrum of a Tungsten-Halogen lamp
(red line) used for calibration of the atmospheric spectrum. By removing the
red curve I determine the atmospheric spectrum (middle right). The bottom
left image is a simulated spectrum taken at the same time as the atmospheric
spectrum, such that the solar zenith is equivalent. In order to make a better
comparison with the observed spectrum, the high resolution simulated spectrum
was convolved with a smooth gaussian curve to degrade it to the same spectral
resolution as PERSIST. In general, the observed spectrum is quite poor, but
there are certainly some recognisable lines when comparing with the simulated

spectrum.
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Figure 4.11: The top and middle left images show the atmospheric spectrum
measured in the 1020 nm channel. The blue line in the middle left image shows the
atmospheric spectrum, while the red line shows a spectrum of a Tungsten-Halogen
lamp which was used for calibration of the atmospheric spectrum. The middle right
image shows the extracted spectrum after calibration with the lamp spectrum. The
bottom left image shows the simulated spectrum and the bottom left shows the

simulated spectrum degraded to the spectral resolution of PERSIST.
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4.3.6 Stray Light

Stray light represents a significant source of error for XCO, concentrations inferred
using atmospheric spectra. I found stray light between spectra measuring up
to ~1.5% of the peak intensity on the detector. Although it is expected that
this can be reduced by at least a factor of ten by improving the optics in the
system, it is important to characterise the error introduced by cross-talk. To
do this, I performed some simple tests using simulated atmospheric spectra and
a radiative transfer model (Natraj et al., 2008). I simulated spectra measured
from an instrument with equivalent performance characteristics to those shown
in Table 4.1 (Lee et al., 2011). Simulated stray light was then added to individual
simulated spectra as a % of the peak intensity of the spectra, and simultaneously

to all spectra.
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Figure 4.12: Absolute error in XCO, (ppm) as a function of stray light intensity
in each wavelength channel where stray light is given as a % of the channels peak

intensity.
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Figure 4.12 shows the absolute XCOs error introduced by retrieving an XCO,
concentration from atmospheric spectra simulated assuming a standard measure-
ment scenario with a solar zenith angle (SZA) of 60° and a surface albedo of
0.2, with the addition of various levels of stray light. I also assumed that no
aerosols or clouds were present. The largest XCOy error came from the Strong
CO5 band which was the most sensitive waveband to the addition of stray light.
Stray light in the Strong and Weak CO, bands introduced a negative error, while
stray light added to the O, band created a positive error. Assuming the presence
of stray light in all spectra, this test indicated that cross-talk would need to be
below 0.028% of peak intensity in order to retrieve an XCO, concentration with
an error of <lppm. The stray light performance of PERSIST would have to be
improved by a factor of 50 in order to produce an acceptable level of XCO, error.
It may also be necessary to increase the distance between spectra. This imposes
stringent requirements on the optical design of the instrument. Substantially
more detailed tests under a large range of conditions would be required to fully

characterise XCQO, errors from cross-talk.
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4.4 Summary

The main goals of PERSIST were to demonstrate the ability of the instrument
to simultaneously record three spectra in multiple wavelength ranges on the same
detector. I performed a series of experiments using the bench spectrometer,

working within its limitations.

[ showed that the spectrometer could cleanly capture three spectra at the
wavelengths of 1020 nm, 1600 nm and 2000 nm. The 1020 nm waveband replaced
the nominal 765 nm waveband as the Virgo detector was not sensitive to this
wavelength region. The level of scattered light between spectra was ~1.5%
introducing possible cross-talk. I simulated atmospheric spectra measurements
and contaminated them with stray light to determine the sensitivity of XCO,
retrievals to the presence of cross-talk. I found that stray light would have to
be reduced by a factor of ~50 relative to the stray light performance of the
PERSIST prototype in order to reduce the XCOs error to <lppm. However
only a simple test was performed and range of measurement scenarios need to be
considered. The stray light can be reduced by improving the optical components of
the system. I tried to take an example measurement of atmospheric spectra, which
I successfully did so for the 1020 nm channel. Although the measured spectra
showed similar features to an equivalent simulated spectra, it was generally very
poor due to the low spectral resolution of the prototype instrument. The spectral
resolution can easily be improved by using higher end optical components and

optimising the system for spectral rather than spatial resolution.

The primary benefits of PERSIST were that it could theoretically achieve similar
performance targets to those of OCO, but in a more compact system, resulting

in a significant saving in cost and weight. Theoretical designs by the ATC show
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using multiple IFUs in one CO, instrument would enable significant improvements

in signal-to-noise and spectral resolution due to longer exposure times.
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Chapter 5

Outlook

5.1 Discussion of Future Work

The two key objectives of this thesis are to: (1) improve understanding of recent
variability in observed CO, and CH, concentrations in the high latitudes (2)
develop a novel instrument capable of observing the atmospheric spectra necessary
to infer XCO,, where XCOq can be used to provide further constraints on the

carbon cycle.

5.1.1 Chapter 2

In Chapter 2 I showed that there have been substantial changes in the high-
latitude CO4 seasonal cycle over the past 40 years. I characterised the errors
propagating into the seasonal cycle trend analysis resulting from the effects of
aliasing, a direct consequence of detrending the data. More complex statistical

analyses could be done using this type of characterisation in order to improve
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our understanding of aliasing effects on observed seasonal cycle variability. An
atmospheric transport model would be useful for this analysis. For example, it
would account for changes in atmospheric transport, as this was neglected by the
simple box model used in my study. A useful experiment would be to start with
a model run with variable meteorology but prior CO, emissions that are constant
from year-to-year. A subset of regions can be defined according to the dominant
vegetation type (e.g. boreal, mid-latitude temperate). A trend could then be
introduced to, for example, the spring-time onset of uptake by boreal vegetation.
Time series of CO5 would be sampled at the grid points nearest to existing surface
monitoring sites to act as pseudo measurements. This would be done for a range
of trend scenarios in order to test the detectability of trends and aliasing effects

in the resulting time series.

For CO,, there is a clear requirement to understand the recent changes at the edges
of the carbon uptake period. In particular, increased autumn release of CO5 in
response to warmer autumn temperatures does not appear to be well understood
in the literature. Process-based models, which produce estimates of NEE based
on changes in photosynthesis and respiration driven by climate variables, do
not appear to capture the observed variability on large scales. Determining the
sensitivity of either edge of the growing season to rapidly warming temperatures

is key to determining the future carbon balance of the northern hemisphere.

5.1.2 Chapter 3

In Chapter 3 I presented an analysis of high-latitude CH, surface concentrations
to test my hypothesis that recent observed changes in the seasonal cycle amplitude
measured at high-latitude CH, monitoring sites could be a result of a change in

wetland emissions. A key result is that it was non-trivial to detect increases in
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wetland emissions in the high-latitude time series until the year-to-year trend
in emissions became very large. Some components of the analysis are still not
understood. For example, I showed that atmospheric transport resulted in a
trend in the seasonal amplitude at ALT. To determine the fractional contribution
of atmospheric transport to the amplitude trend at BRW, it is key to extend the
TM5 model output to cover the full time span of BRW time series. Improved
model priors will result in more accurate seasonal cycles in the control simulation
which will improve the overall interpretation based on the study of the TM5 model
output. A simultaneous analysis of growth rates and seasonal cycles could provide
more clarity when interpreting the high-latitude data. For example, latitudinal
gradients of the atmospheric CH, growth rate determined from the broad-scale
surface network can provide information about the relative timing of increases in
CH, concentration. It would aid source attribution if this was consistent with
changes in amplitude at a site which is particularly sensitive to wetland changes,
such as BRW. Further work could also be done to find locations for new monitoring
sites in the Arctic which would be more sensitive to large-scale changes in CHy

wetland emissions.

5.1.3 Chapter 4

In Chapter 4, I presented the results of laboratory tests of a prototype Earth
observing instrument for CO,. Although the initial study of PERSIST was a
success, it is only at the proof of concept stage. The next stage would be to
develop a more advanced prototype with higher specification optics and increased
spectral resolution. This would allow the measurement of atmospheric spectra in
order to show that the instrument can meet the science requirements for a space-
based CO, mission. A key area of study for the PERSIST instrument is the further

characterisation of stray light and cross-talk as this represents a significant source
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of error when retrieving XCO, concentrations. Cross-talk is a particular problem

for PERSIST which captures multiple spectra on the same detector.

A significant disadvantage of passive instruments such as PERSIST, TANSO and
OCO is that they cannot monitor high-latitude surface fluxes during the winter
months. This is because they depend on the presence of reflected sunlight, which
is not present during the night or at high latitudes during the winter months.
It is quite clear from my work in chapters 2 and 3 that the ability to monitor
the seasonal cycle of these gases can provide important information about carbon
cycle processes. Active instruments represent a possible solution to this. An
example of an active instrument is the DIfferential Absorption Lidar (DIAL).
This instrument uses two lasers with different wavelengths, which are selected
such that one of the wavelengths is absorbed by the molecule of interest while the
other wavelength is not. The difference in intensity between the two signals is used
to infer the atmospheric concentration of the gas. Active methods can determine
XCO4 and XCHy, day or night, and throughout the entire year. For this reason,
it would be highly beneficial to use observations from a DIAL instrument in
conjunction with atmospheric inversion methods for the purpose of estimating
high-latitude carbon fluxes. Active instruments have a lower spatial resolution
than passive instruments, which means that they are less effective at locating

point sources of greenhouse gases.

An example of a current proposed mission concept using an active system is
the NASA Active Sensing of CO, Emissions over Nights, Days and Seasons
(ASCENDS) mission. ASCENDS will provide extended CO, remote sensing
capability during all seasons and times of day, and will be able to monitor
high-latitude XCO, concentrations, including those over permafrost regions.
Depending on the Earth orbit chosen for the mission, more emphasis can be

placed on monitoring diurnal or seasonal cycles of vegetation to help understand
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underlying biological processes. Kawa et al. (2010) performed simulation studies
using an instrument with the same performance criteria as ASCENDS. They
showed that it was not only possible to meet these science requirements, but also
that such a mission would provide significant insights into carbon cycle science.
In conjunction with an improved distribution of ground-based measurement sites,
active space-based missions such as ASCENDS will play a key role in constraining
high-latitude surface fluxes of greenhouse gases such as XCO, and XCH,. This will

aid in understanding the high-latitude response to the carbon-climate feedback.

5.1.4 Final Comments

This thesis has laid the foundations that will help determine the scientific require-
ments for future greenhouse gas space-borne mission concepts. An important next
step is to translate the surface variations in CO5 and CH, that have been observed
in the surface data to associated variations in atmospheric column observations.
An atmospheric transport model in conjunction with an Observing System Sim-
ulation Experiment (OSSE) could be used for this analysis. An OSSE is used
to simulate space-borne measurements of XCO, based on the characteristics of
a specific instrument. This experiment follows my suggested model experiment
in 5.1.1 where I suggested introducing trends to regional carbon fluxes in order
to test the detectability of the trends using ground-based observations. In this
case, I would try to detect the same variability using the simulated space-based
instrument. It is anticipated that due to the low spatial and temporal variability
in XCO, relative to surface concentrations of COs, an instrument would have
to satisfy very high precision requirements in order to observe changes in the

seasonal cycle.
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