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To the momory of

Miguel Odriozola

Population genetics has been for long deprived of the possibility of observation at the level that its theory develops, namely the genome (Lewontin, 1974; Maynard Smith, 1975). In recent years the application of techniques of electrophoresis in gelified media has provided a type of trait that has the advantages of being cheap, technically simple, and that in most of the cases alternative forms are inherited in a codominant way allowing a direct inference on the genotype. Its sensitivity is not yet clear (Johnson, 1974; Singh et al., 1975) neither is its representativeness of the genome (Robertson, 1968; Lewontin, 1974) or its homogeneity (Kojima et al., 1970; Johnson, 1973). Measures of genetic variability for this kind of trait in populations of very different groups of organisms have produced the discovery of widespread variability (see Lewontin, 1974 for a review). That finding has had a double effect on population geneticists. On one hand it has provided them with plenty of genetic markers segregating in natural populations that may be useful in testing in real life the fairness of the basic assumptions upon which the theoretical models are built. On the other hand they have revived and probably exacerbated the long-standing controversy about the nature of variation.

One of the assumptions that is commonly used in population genetics is that of the independence among its units, usually referred to as genes. In recent times "unit of selection" has become a common expression in the literature (Franklin and Lewontin, 1970; Slatkin, 1972; Templeton et al., 1976) but as yet the requirements of such a unit remain far from clear (Temple:ton et al., 1976), as well as its name that presume what is the driving force (populon?). Nevertheless,
independence among them seems a requirement if theory is to be kept within manageable limits (Lewontin, 1974). Size does not seem to be a problem, population genetics has dealt with inversions holding a sizeable part of the genome to no-one's surprise (Dobzhansky, 1951), but to move much beyond the level of the cistron may just take the present state of confusion from between units to within units (e.g. coadaptation within inversions).

As a base for defining the realism and amplitude of those problems the measure of the extent of non independence between markers in populations seems to be an interesting contribution to population genetics. Several measurements have been done, and some of them will be commented on in some detail in this work, but the picture is still far from clear (see e.g. Karlin, 1975a).

At the same time the discovery of such extensive variability has reopened the problem of the nature of the forces maintaining variability in populations. Two main hypotheses have been proposed, the so-called neoclassic and balancing hypotheses (Lewontin, l974) or neutralist and selectionist by others (e.g. Maynard Smith, 1975). Proposers of either theory base their reasoning on both among and within species variation, but, as Lewontin (1974) has put forward, there is the possibility that both types of variation are of different nature, so we will restrict ourselves to the part of the argument concerning within species variation.

Both theories agree on the enumeration of the forces that may create and maintain variability in nature, but give different importance to their relative roles.

The supporters of neutralist hypothesispresumes that most (and by
most they seem to mean more than 90 per cent) of the observed variation is neutral as far as the fitness of the carrying individual is concerned, and therefore follows the rules of mutation and drift (Kimura and Onta, 1971a). The, to some extent, alternative theory proposes that most of the variation observed is adaptive (alternative forms affect the fitness of the carrier individual) and is maintained by some kind of balance between the selective forces acting on the alternative forms. This balance need not always be present over time or space, and it can be of different kinds (see Lewontin, 1974 and Maynard Smith, 1975), although some proponents are more specific about its nature (Milkman, 1.967).

In the last decade most of the experimental work in Population Genetics has been dedicated to distinguish $\mathrm{in}^{\text {ing }}$ between these hypotheses. It has been argued that experiments on single loci, even if they show some selection, will not give much insight into the problem because the difference between the hypotheses' statements is in terms of the proportion of the genome under selection. A sizeable amount of such successful discoveries will be needed, and that seems very unlikely, even if we obtain the "know how", because of the above stated discontinuity in time and space of the selective process. Of course the opposite point of view is also available (Clarke, 1975).

A way to overcome those discontinuities is to look at the steady state distribution of genetic parameters under both hypotheses but, because of the multiplicity of the sclectionist hypothesis, the usual approach is to take the neutralist hypothesjs as a null hypothesis. The basic requirements of those parameters are for its distribution at steady state to be independent of population size, mutation rate
and population structure. Some tests of this kind have been constructed, (Ewons, 1972; Yama\%aki and Maruyama, 1972; Lewontin \& Krakauer, 1973) but thoir ability to moet those requirements under roalistic situations is much in doubt (Crow, 1972; Bwons \& Peldman, ]975; Robortson, 1975)。 The behaviour of among loci paramoters under different evolutionary forces are, to a mreat extent, still unknown. A similar search for tests of the kind indicated for single tocus parametors seems still far away. Nevortholess wo will look in the rest of this first chapter at what they have to contribute, if anything, to tho betwoen hypotheses diserimjation under the present state of the theory.

## Mrasuring association

It is known that a population moder Hardy-Weinberg conditions will reach an asymptotic: equilibrium in which the irequency of any gametic type is equal to the product of the froquencios of the penes that carries (soe e.g. Crow kimura, 1970). For two loci, at equilibrium

$$
\begin{equation*}
i_{11}=r_{1 .} \times f_{1} \tag{1}
\end{equation*}
$$

Where $r_{11}$ is the fromurney of the gametic type that carries the variant 1 of the grone $A$ and the variant it of the gene $B$ as well, $f 1$. and $f$. being tho frequencics of those variants in the population. Note the analogy with the probabitity law of independent events, using that analogy the peme frepuencies (and some times the prones) aro said to bo indeprodont if (I) i.s fulfillod, othorwise thoy are said to be assoo:iatted.

In measmring the dogreo of association sovoral paramoters have been usod. 'the more dirret from (I) being

$$
\begin{equation*}
\mathrm{n} \quad \mathrm{f}_{11}-\mathrm{f}_{1 .} \mathrm{f}_{1} \tag{2}
\end{equation*}
$$

With two alleles per locus, substituting gene frequencies by gametic frequencies

$$
D=f_{11} f_{00}-f_{10} f_{01}
$$

This has received different names: linkage disequilibrium (Lewontin \& Kojima, 1960), gameticphase unbalance (Jain \& Allard, 1966), the former being the more commonly used.

D can also be defined as the covariance of allelic states (Slatkin, 1972). If we take two variables $x_{A}$ and $X_{B}$, and allow $x_{A}\left(x_{B}\right)$ to take the value 1 when the variant 1 of gene $A(B)$ is present in the gamete and the value 0 otherwise, then

$$
\begin{equation*}
\operatorname{Cov}\left(x_{A}, x_{B}\right)=E\left[\left(x_{A}-f_{1}\right)\left(x_{B}-f .1\right)\right]=D \tag{3}
\end{equation*}
$$

From that expression the squared correlation will be

$$
r^{2}=\frac{D^{2}}{f_{1 . f_{0.1}^{f}}^{f_{0}}{ }^{f}}
$$

If we consider the gametes as enumeration data with two classification criteria, the $\mathcal{X}^{2}$ of contingency is easily shown to be

$$
X^{2}=N r^{2}=\frac{N D^{2}}{f_{1 \cdot} f_{0 .{ }^{f}} l^{f} .0}
$$

where $N$ is the number of gametes in the sample. That statistic is asymptotically distributed as a chi-squared when (l) holds. An alternative statistic with the same asymptotic distribution under the null hypothesis is the likelihood ratio $G$ (Sokal and Rohlf, 1969)。

$$
G=2 \Sigma\left(f \log _{e}(f / \hat{f})\right)
$$

where the f's are the observed gametic frequencies and the $\hat{\mathbf{I}}$ 's the expected ones under (1). By analogy with the squared correlation Hill (1975a) uses a parameter $Z=G / N$ 。 Going back to linkage disequilibrium, from (2) and considering

$$
\begin{array}{r}
\mathrm{f}_{11}+\mathrm{f}_{10}=\mathrm{f}_{1 .} \text {, calling } \mathrm{D}=\mathrm{D}_{11} \\
\mathrm{D}_{11}=-\mathrm{D}_{10}=-\mathrm{D}_{01}=\mathrm{D}_{00}
\end{array}
$$

Therefore the gametic frequencies are given by

$$
\begin{array}{ll}
\mathbf{f}_{11}=f_{1 .} \mathbf{f}_{.1}+D & f_{01}=f_{0 .} f_{.1}-D \\
f_{10}=f_{1 . f_{0}}-D & f_{00}=f_{0 . f_{0}}+D
\end{array}
$$

because of the simplicity of those relationships and the fact that $D$ can be considered to be a principal component of a linear transformation of the generational change (Bennett, 1954), D has been widely used in the study of infinite population models. Its sampling variance is known

$$
\begin{array}{r}
V(\hat{D})=\left[p(1-p) q(1-q)+(1-2 p)(1-2 q) D-D^{2}\right] / N \\
(H i 11,1974 a)
\end{array}
$$

Nevertheless $D$ has the inconvenience of being very dependent on gene frequencies. On the other hand $\mathcal{K}^{2}$ and $G$ are dependent on sample size. The squared correlation is free of the second inconvenience, and to some extent of that of the dependence on gene frequencies. A more intuitive measure has been proposed by Lewontin (1.964), $D^{\prime}$. or relative value of disequilibrium being the ratio of the observed $D$ to the maximum $D$ of the same sign as the observed that is possible with the observed gene frequencies.

Another parameter that has been used in theoretical studies is

$$
\begin{equation*}
Z=\frac{f_{00} f_{11}}{f_{01}{ }^{f} 10} \quad \text { (Crow \& Kimura, 1970) } \tag{4}
\end{equation*}
$$

that is the ratio of the product of the frequencies of coupling and repulsion gametes. This $Z$ corresponds to Bartlett's (1935) function of independence. Its sampling variance is

$$
\begin{gathered}
v(\widehat{Z})=\frac{z^{2}}{N}\left(\frac{1}{f_{00}}+\frac{1}{f_{01}}+\frac{1}{f_{10}}+\frac{1}{f_{11}}\right) \\
\\
\text { (Kendall \& Stuart, 1951) }
\end{gathered}
$$

When discussing experimental data $Z$ has the inconvenience of ranging from $-\infty$ to with equilibrium value of 1. Smouse（1974）has used the following transformation

$$
Z^{*}=\frac{Z}{\pi} \arctan (\log Z)
$$

which has a range（ $-1,1$ ）with equilibrium value of 0 。
In a two locus multiallele case the description is more complicated； if there are $r$ alleles at locus $A$ and $s$ at locus $B$ it is possible to define $r x \operatorname{seasures}$ of linkage disequilibrium of the kind of（2）by taking one allele at each locus，but only（r－l）（ $s-1$ ）of those are independent．Usually some function of them is used．As ：，has been said＂It is not clear whether there exists a biologically interesting function of the di（pairwise disequilibria）which should be called the linkage disequilibrium in this case＂（Feldman et al．g 1975）；those authors use $\sum_{i j} D^{2}{ }_{i j} / p_{i} p_{j}$ ，that is equal to the chimsquared of the $r x \operatorname{s}$ contingency table divided by the sample size．Hill（1975b） uses $\sum_{i j} \sum_{j} D_{i j}^{2}$ in theoretical work，and the same expression is used by Mitton and Koehn（1973）。

The kind of measures based on the total $x^{2}$ have the inconvenience that their expected values are dependent on the number of alleles at both loci and that single degree of freedom associations can be diluted in the overall measure．Another overall measurement that has been used to describe the $r \times s$ case is that of the mean squared correlation obtained by taking the $r(r-1) s(s-1) / 4$ combinations with two alleles at each locus（Charlesworth \＆Charlesworth，1973）。

Partitions of the total $\mathbb{X}^{2}$ or $G$ have been proposed by Lancaster（1949）， and the Bartlett＇s function has been extended to $\mathbf{r} \mathbf{x}$ tables by Roy and Kastenbaum（cited by Plackett，1962）．The genetic interpretation of those partitions is quite hard，and have not been extensively used either in theory or on experimental results．

For more than two loci the independence hypothesis can be tested by $a \prod_{i}$ contingency table，where $a_{i}$ is the number of alleles at the ith locus．If we take for example the three loci，two alleles per locus case，four degrees of freedom are available，and only three pairs of loci combinations exist，each with a degree of freedom。 This fourth degree of freedom is usually described as due to second order interaction or three locus disequilibrium。 Unlike the $2 \times 2$ case there are several criteria for this higher order interactions and consequently several families of parameters．

Bennett（1954）defined a multi locus disequilibrium as a function of gametic frequencies that has the property of decreasing to a constant fraction of its former value each generation under Hardy－ Weinberg conditions．For the case of no interference in crossing－over Hill（1974b）gives the expression for those parameters up to 6 loci。 Slatkin（1972）proposed the use of

$$
D_{A B \cdots R}=E\left[\left(x_{A}-p_{A}\right)\left(x_{B}-p_{B}\right) \ldots\left(x_{R}-p_{R}\right)\right]
$$

where the symbols have the same meaning as in（3）．Bennett \＆Slatkin＇s measures are identical until the three locus level，differing for four or more（Hill，1974b）．

In the case of multiple alleles，as in the two locus case，the problem of the no independence of all possible measures arise．Let us confine ourselves to the 2 allele per locus case．

The partition of the $2^{n}$ contingency table proposed by Lancaster (1951) has been widely used. The method can be described in the following way: let us define as the chi-squared of interaction of $n$ loci as the result of subtracting $f$ rom $X^{2}$ of independence the $X^{2}$ of interaction of all the possible combinations of those loci of order less than $n$, the $X^{2}$ of the two loci combinations being taken as interactions. The chi-squared of independence with $2^{n}-(n+1)$ degrees of freedom is in this way split in several one degree of freedom chisquareds. The same method can be used with likelihood ratio $G$ (Sokal and Rohlf, 1969). Lancaster (1951) has shown that those components are asymptotically distributed as chi-squared when the classifications are independent.

Those chi-squared components divided by the sample size are called by analogy squared correlations and can be shown to be

$$
r_{A B C . . R}^{2}=\frac{D_{A B}^{2}}{p_{A}\left(1-p_{A}\right) \cdots p_{R}\left(1-p_{R}\right)} \quad \text { (Hill, 1974b) }
$$

where $D_{A B . . R}^{2}$ is the disequilibrium measure of Slatkin.
Plackett (1962) criticised Lancaster's partition mainly on considerations of symmetry. Applied to our case the argument will be that in a three locus case, the definition of a three locus disequilibrium function must allow, when in null interaction value, for two of the loci to be associated within alleles of the third locus provided that this association is the same for both alleles in the third locus. At the same time this association function must imply the corresponding function between the symmetrical definitions and be implied by them. Those conditions are fulfilled by the Bartlett's criterion. If we call $A$ and $A_{1}$ the alleles at locus $A$ and the same for the loci $B$ and $C$, from (4)

$$
\mathrm{z}_{\mathrm{AB}(\mathrm{C})}=\frac{\mathrm{p}_{\mathrm{ABC}}{ }^{\mathrm{p}_{\mathrm{A}_{1}} \mathrm{~B}_{1} \mathrm{C}}}{\mathrm{p}_{\mathrm{AB}_{1} \mathrm{C}} \mathrm{p}_{\mathrm{A}_{1} \mathrm{BC}}}
$$

the symmetry condition $Z_{A B(C)}=Z_{A B(C)}$ gives

$$
\mathrm{p}_{\mathrm{ABC}} \mathrm{p}_{\mathrm{AB}_{1} \mathrm{C}_{1}} \mathrm{p}_{\mathrm{A}_{1} \mathrm{BC}_{1}} \mathrm{p}_{\mathrm{A}_{1} \mathrm{~B}_{1} \mathrm{C}}=\mathrm{p}_{\mathrm{ABC}_{1}} \mathrm{p}_{\mathrm{AB}_{1} \mathrm{C}} \mathrm{p}_{\mathrm{A}_{1} \mathrm{BC}} \mathrm{p}_{\mathrm{A}_{1} \mathrm{~B}_{1} \mathrm{C}_{1}}
$$

this is Bartlett's.criterion, it implies

$$
\mathrm{z}_{\mathrm{AC}(\mathrm{~B})}=\mathrm{z}_{\mathrm{AC}\left(\mathrm{~B}_{1}\right)} \text { and } \mathrm{z}_{\mathrm{BC}(\mathrm{~A})}=\mathrm{z}_{\mathrm{BC}\left(\mathrm{~A}_{1}\right)}
$$

Further, Plackett (1962) has shown that there are cases in which Bartlett's criterion is satisfied but not Lancaster's one, in those cases the interaction $X^{2}$ of Lancaster's partition are not asymptotically distributed as chi-squared.

A major drawback of Bartlett's criterion is that no explicit expression of the expected gamete frequencies is known, so an interative technique must be used to find the expectations. Once the expectation is found, standard likelihood or $X^{2}$ methods can be used in testing the hypothesis.

Apart from this, those components are modified by the order of fitting the hypotheses (Smouse, 1974), making the biological interpretation of the analysis and the selection of a sequential order difficult, if we consider that linkage relationships between the markers is the only a priori information in most of the cases. Hill (1975c) has given a genetical interpretation to some fitting sequences; Smouse (1974) gives a "uncommitted" sequence for the three locus case.

Until now we have been dealing with gametic data. When zygotic data is available the problem of the inability to distinguish the haploid composition of the heterozygoles for more than one locus arises. Gametic frequency estimating methods using maximum likelihood have been given by Hill (1974a, 1975c), the relative efficiency of zygotic
to gametic data being 1 for the two locus case. For more loci the author proposes that this relative efficiency will be $\frac{1}{n}$, $n$ being the number of loci.

When measuring disequilibrium among several loci, the number of possible gametic classes grows in an exponential manner with respect to the number of loci. As a consequence, with any workable sample size, the expectation of the classes is bound to be small if the number of loci is high, and under those circumstances the above reviewed parameters are not going to follow their asymptotic distribution. In general likelihood ratio based estimations are more robust than chisquared based ones (Sokal and Rohlf, 1969; Hill, 1975a).

In testing the different hypotheses an exact probability method (Fisher, 1925) can be used; the probability functions are known for any of the Bartlett's type hypotheses (Andersen, 1974), but as the method requires the calculation of the probability of all the possible states that the system can take, extensive computation is needed.

## Expectation of association: I. Infinite populations

As stated'before, a population under Hardy-Weinberg conditions approaches an equilibrium state in which the frequency of any gametic type is given by the product of the frequencies of the genes involved in the definition of the gamete. The rate of approach has been given by Geiringer (1945) for up to three loci and by Bennett (1954) for any number of them.

$$
D_{(t)}=K D(t-1)
$$

where $D_{(t)}$ is any of Bennett's measures of linkage disequilibrium at generation $t$ and $k$ is the probability of no recombination events among the set of genes considered.

With two loci two alleles per locus and selection with otherwise H-W conditions, the dynamic behaviour of the system is very little known and its equilibrium properties only in special cases The general zygotic fitnesses matrix for two genes $A$ and $B$

|  | $A B$ | Ab | $a \mathrm{~B}$ | ab |
| :---: | :---: | :---: | :---: | :---: |
| AB | ${ }^{W} 11$ | ${ }^{w} 12$ | ${ }^{\text {w }} 13$ | ${ }^{W} 14$ |
| Ab | $\mathrm{w}_{21}$ | ${ }^{\mathbf{w}} 22$ | ${ }^{\text {w }} 23$ | ${ }^{w} 24$ |
| aB | ${ }^{\text {w }} 31$ | ${ }^{\text {w }} 32$ | ${ }^{\text {w }} 33$ | ${ }^{\text {w }} 34$ |
| $a b$ | ${ }^{\mathrm{w}} 41$ | ${ }^{\text {w }} 42$ | ${ }_{4}{ }_{43}$ | ${ }^{\text {w }} 44$ |

reduces in the case of no reciprocal. effects ( $w_{i j}=w_{j i}$ ) to

|  | BB | Bb | bb |
| :---: | :---: | :---: | :---: |
| AA | $\mathrm{w}_{11}$ | ${ }^{w} 12$ | ${ }^{W} 22$ |
| Aa | ${ }^{\text {w }} 13$ | $w_{14} / w_{23}$ | ${ }^{\text {w }} 24$ |
| aa | ${ }^{\text {w }} 33$ | ${ }^{\text {w }} 34$ | ${ }^{w} 44$ |

and if there is no: cis/trans effect $w_{14}=w_{23}$
The equations for the change in gametic frequencies for the discrete generation nodel have been given by Lewontin and Kojima (1960)

$$
\begin{equation*}
\Delta x_{i}=1 / \bar{w}\left[x_{i}\left(w_{i} .-\bar{w}\right)-c w_{14} D_{i}\right] \tag{5}
\end{equation*}
$$

where $x_{i}(i=1,4)$ are the frequencies of the $A B, A b, a B$, $a b$ gametes in this order, $D_{i}=D$ for $i=1,4$ otherwise $D_{i}=-D$ and $w_{i}=\Sigma_{j} w_{i j} x_{j}$, $\bar{w}=\Sigma_{i} \Sigma_{j} w_{1 j} x_{i} x_{j}, c$ being the recombination fraction. With cis/trans effect the term $w_{14} x_{1} x_{4}-w_{23} x_{2} x_{3}$ substitutesw $D_{i}$ in the same expression.

From those equations an expression for the change of $D$ can be derived, but in general it is too complicated. Felsenstein (1965) has dealt with this problem. For the continuous model, Crow and Kimura (1970) give an expression for the differential change of
$Z=x_{1} x_{4} / x_{2} x_{3}$

$$
\frac{d Z}{d t}=E Z+c w_{1+1} Z(1-Z)-c w_{14}(1-Z)^{2}\left(x_{2}+x_{3}\right)
$$

where $\mathrm{E}:=\mathrm{w}_{1} . \mathrm{w}_{2} . \mathrm{w}_{3} .+\mathrm{w}_{4}$. In the cases in which E is not a function of the gametic frequencies, integration of this differential equation for $x_{2}+x_{3}=0$, and $x_{2}+x_{3}=1$ gives upper and lower limits to $Z$; their asymptotic values for $t \rightarrow \infty$ being

$$
\frac{\mathrm{cw}_{14}+\mathrm{E}}{\mathrm{cw}} \leqslant \mathrm{Z} \leqslant \frac{\mathrm{cw}}{14} \mathrm{cw}_{14}^{-\mathrm{E}} \quad \text { if } \quad \mathrm{cw}{ }_{14}>|\mathrm{E}|
$$

E receives the namo of cpistasis; these limits applied to a haploid constant fitness model, but doinot apply, in general, to the diploid model.

A convenient way of expressing $E$ is. $E=E_{1} x_{1}+E_{2} x_{2}+E_{3} x_{3}+E_{4} x_{4}$ where

$$
\begin{aligned}
& \mathrm{E}_{1}=w_{11}-w_{12}-w_{13}+w_{14} \\
& \mathrm{E}_{2}=w_{21}-w_{22}-w_{23}+w_{24} \\
& \mathrm{E}_{3}=w_{31}-w_{32}-w_{33}+w_{34} \\
& E_{4}=w_{41}-w_{42}-w_{43}+w_{44}
\end{aligned}
$$

those $\mathrm{F}_{\mathrm{i}}$ 's are called opistatic parameters or components.
Given the difficulty of the dynamic approach most of the analysis of the diploid model is based on the equilibrium state.

The equilibrium conditions are obtained equating to zoro the expressions (5). The general condition to be fulfilled by the selective values for the existence of equilibria in linkagre equilibrium are given by Bodmer and Felsenstcin (1967); such a condition does not allow a gencral explicit formulation. Karlin (1975) argues that as the selection coofficients ought to obey this condition for $1=0$ equilibria,
i.t would follow that in general $D \neq 0$ ffor this argument to be true it $\therefore$ is necessary. : that this condition is not, in fact, generally fulfilled.

The equilibria are usually classified according to the number of zero gametic frequencies, and they take their names from their positions when represented in baricentric co-ordinates: interior, face, edge or corner equilibria, corresponding to $0,1,2,3$ zero gametic frequencies.

At equilibrium, subtracting the sum of equations (5) for the 1 values 2 and 3 from that for 1 values 1 and 4

$$
E=w_{1}{ }^{-w_{2}} \cdot w_{3}+w_{4}=c w_{14} D\left(\frac{1}{x_{1}}+\frac{1}{x_{2}}+\frac{1}{x_{3}}+\frac{1}{x_{4}}\right)
$$

If gene action is additive between loci $E_{i}=0$ for all 1 and $E=0 \stackrel{\text { and }}{r}$ $E=0$, oniy $D=0$ can be an equilibrium point (Bodmer \& Felsenstein, 1967).

When $E \neq 0$ no general solution is known, but the equilibrium points and their stability have been worked out for the symmetrical and multiplicative cases.

The general symmetrical model was described by Bodmer and Felsenstein (1967) as having a fitnesses matrix

|  | $\mathrm{BB}_{6}$ | Bb | bb |
| :--- | :---: | :---: | :---: |
| AA | $1-\delta$ | $1-\beta$ | $1-\alpha$ |
| Aa | $1-\gamma$ | 1 | $1-\gamma$ |
| aa | $1-\alpha$ | $1-\beta$ | $1-\delta$ |

Its biological definition is not so clear. Karlin (1975) pointed out that it has the property of "relabelling": changing the genes of a genotype for their alternatives does not change its fitness. Note that this type of fitnesses matrix imply $E_{1}=E_{4}$ and $E_{2}=E_{3}$ $\left(E_{1}=\beta+\gamma-\delta, E_{2}=\alpha-\beta-\gamma\right)$, the converse is not true. Thus
as far as epistatic components are concerned the fitnesses must conform to the conditions of those equations, namely that the dominance at locus $A$ must be the same in $B B$ and $b b$ groups, and the converse. When dealing with this model two epistatic parameters are generally used,

$$
e=2(\beta+\gamma)-(\alpha+\delta)=E_{1}-E_{2} \text { and } m=\delta-\alpha=-\left(E_{1}+E_{2}\right) .
$$

Two types of equilibrium points have been described for this model, the symmetric (Bodmer and Felsenstein, 1967) and the asymmetric ones (Karlin and Feldman, 1969, 1970). The former type is defined as $x_{1}=x_{4}, x_{2}=x_{3}$, it follows that the gene frequencies are a half and $x_{1}=x_{4}=1 / 4+D, x_{2}=x_{3}=1 / 4-D ;$ substituting the se values into (5) the following third order equation in $D$ for the equilibrium is found (6) $\quad 64 e D^{3}-16 m D^{2}-4(e-8 c) D+m=0$.

It is worth noticing that in this model $D$ is a function only of the epistatic parameters and the recombination fraction; of course this: is not necessarily so in a more general model.

In general ( $m \neq 0$ ) no $D=0$ solution is possible. The number of solutions has been given by Karlin and Feldman (1970):
(7a) $\alpha, \delta>\beta+\gamma$
(7b) $\delta>\beta+\gamma>\alpha$
(7c) $\alpha>\beta+\gamma>\delta$
(7d) $\beta+\gamma>\alpha, \delta$

Onlyone valid solution exists for any c Only one valid solution exists for any $c$ Only one valid solution exists for any c For small c three valid solutions exist; as c increases this may be reduced to one. If so, then for an intermediate value of $c$ there will be two solutions, one of which is a double root.

In general it is not possible to give an explicit expression for these solutions, but using Taylor's approximation to equation (6) in the neighbourhood of $c=0$, Bodmer and Felsenstein (1967) give the following solutions
(8a) $D=1 / 4-\frac{c}{e-m}$
(8b) $D=-1 / 4+\frac{c}{e+m}$
( 8 c$) \quad \mathrm{D}=\frac{\mathrm{m}}{4 \mathrm{e}}+\frac{2 \mathrm{~m}}{\mathrm{e}^{2}-\mathrm{m}^{2}}$
Those solutions correspond to the above stated conditions of Karlin and Feldman in the following way, solution (8a) to condition $\underbrace{\text { being }}$ (7c), (8b) to (7b) and (8c) to (7a), ". the three of them possible in the ( 7 d ) case. Karlin and Feldman (1970) investigated the stability of those equilibria, concluding that for $c$ small enough ( 8 a ) and ( 8 b ) are stable under (7b), (7c) and (7d), while in (7a) situations (8c) solution is stable with global convergence from any set of initial small enough
gametic frequencies. Therefore for recombination fractions there is always at leastonesymetric equilibrium in linkage disequilibrium and it is stable.

Beside those symmetric equilibria, asymmetric equilibria can exist and under some conditions four of them can be locally stable for relatively loose linkage. That takes to seven the number of possible interior equilibria for this model. Nevertheless the conditions for the asymmetric equilibria seems to rostrict the biological significance of them (Kojima and Lewontin, 1970).

For special cases within the symmetrical model a more full discussion on the effects of recombination fraction and epistasis upon the stability and magnitude of linkago disequilibrium is possible..

Those particular cases fall into two types that can be generated by equating either $e$ or $m$ to zero in Bodmer and Felsenstein's general model, or in terms of general epistatic parameters $E_{1}=E_{2}, E_{1}=-E_{2}$. If we look at $E$ as the difference in fitness for a chromosome when
confronted in the zygote with coupling or repulsion chromosomes, then $e=0$ will mean that, no matter whether the chromosome is in coupling or repulsion phase it will do better with coupling than with repulsion chromosomes $\left(E_{1}>0\right)$ or the converse $\left(E_{1}<0\right)$. The other type of simplification, $m=0$, will mean that those which are in a given phase will do better with those in the same phase ( $E_{1}>0$ ) or the converse $\left(E_{1}<0\right)$. One could see some analogy with the classical and balancing hypotheses in those models; the first one was studied by Wright (1952) and Kimura (1956) and the second by Lewontin and Kojima (1960).

$$
\begin{aligned}
& \text { If } m=0(\mathcal{B}=\alpha) \text {, equation }(6) \text { reduces to } \\
& D\left[16 e D^{2}-(e-8 c)\right]=0
\end{aligned}
$$

## admitting the solutions

(9a) $\quad \mathrm{D}=0$
(9b) $\mathrm{D}= \pm \frac{1}{4}\left(1-\frac{8 \mathrm{c}}{\mathrm{e}}\right)^{\frac{1}{2}}$
the second being valid only for $c<e / 8$; the $D=0$ stability conditions are the complementary to this one $(c \geqslant e / 8)$ together with $\alpha>0$ and $\alpha>\{\eta-\beta\}$ (Bodmer and Felsenstein, 1967). From the general model theory, (9b) will be stable for recombination fractions small enough, but Ewens (1968) observed that for $\alpha>0, \alpha>|\beta-\gamma|$ the stability conditions are always fulfilled for the points $c=0$ and $c=e / 8$, but only under certain conditions in the interval between them, the system behaving in a patchy way with a gap of instability between two stable sections.

A general view of the .......................... the further simplification $\beta=\gamma$ is given in Figure 1, constructed from Karlin and Feldman (1970). The lines delimiting zones are


## Figure 1

Zones of existence and stability of equilibria for a two locus model in which the fitnesses are dependent only on the heterozygosity of the individual. $\alpha=$ coefficient of selection against the double homozygote, $\beta=$ coefficient of selection against the single homozygote, $c=$ recombination fraction.


Solution (9a) is possible in all the zones and stable in $1+2+2 a$. Solution (9b) is possible in $3+4+5$, and always stable in $4+5$ but only under some condition in zone 3. Four asymmetric equilibria can exist in $1+3+4$, the overall condition for their existence being the same that makes (9b) stable in 3. Those asymmetric equilibria are never stable in this model.

For $e=0$, the conditions for the stability of the symmetric equilibria

$$
D=\frac{c}{m} \pm\left(1+16 c^{2} / m^{2}\right)^{\frac{1}{2}}
$$

are somewhat more neat, the equilibria being stable for $0<c<c^{*}$, c* being whichever $c$ is positive of

$$
c_{1}=\frac{\alpha-(\delta-\alpha)^{2}}{(\delta-3 \alpha)(\alpha+\delta)}, \quad c_{2}=\frac{\delta(\delta-\alpha)}{(\alpha-3 \delta)(\alpha+\delta)}
$$

There is stability:. for any cif both $c_{1}$ and $c_{2}$ are negative (Karlin and Feldman, 1970).

When the restraint of symmetry is removed there is very little known about the equilibrium conditions in general. One particular case that has been worked out quite fully is the multiplicative model, in which the fitness of a genotype is the product of the corresponding fitnesses at each locus:
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the epistatic parameters being $E_{1}=s_{1} s_{2}, E_{2}=s_{1} t_{2}, E_{3}=s_{2} t_{1}$, and $E_{4}=t_{1} t_{2}$. The conditions for stable equilibrium with $D=0$ were found by Bodmer and Felsenstein (1967) to be overdominance at each locus and

$$
c>\left(\frac{s_{1} t_{1}}{s_{1}+t_{1}}\right)\left(\frac{s_{2} t_{2}}{s_{2}+t_{2}}\right)
$$

that is, the recombination fraction ought to be bigger than the product of the segregational load at each locus. Further, Karlin (1975) has shown that, under the same heterotic conditions, if $c$ is smaller than this value there exist two locally stable equilibria in linkage disequilibrium of opposite $\operatorname{sign}$; if $c=0$ no interior equilibrium exist.

In general the above mentioned condition for $D=0$ to be an equilibrium point must hold, and a necessary condition for this equilibrium to be stable is given by Bodmer and Felsenstein (1967).

$$
c>\frac{p_{1}\left(1-p_{1}\right) p_{2}\left(1-p_{2}\right)\left(E_{1}-E_{2}-E_{3}+E_{4}\right)}{w_{14}}
$$

this. indicates that an asymmetric model could be at linkage equilibrium at lower recombination fractions than a symmetric one with the same set of epistatic parameters.

Karlin and Carmelli (1975) compared numerical results at equilibrium of asymmetrical and symmetrical models, generating the fitness matrices at random, It appears that: a) both models produce roughly the same proportion of fitness sets in which at leastone polymorphic equilibrium is achieved (21 v. 24 per cent).
b) The type of polymorphism that the authors describe as being mainly maintained by the fitnesses set without interaction with linkage, that usually leads to a single internal equilibrium globally stable with small linkage disequilibrium, is less frequent in asymmetrical than in symmetrical models (4 v. 8 p.c.).
c) Within those cases in which interaction between selection and linkage maintains the polymorphism, there is a general tendency for it to break down at smaller values of the recombination fraction for the asymmetrical model.
d) The multiplicity of the outcomes is greater for the asymmetric models.
e) The proportion of the cases in which at leastone stable interior polymorphism is maintained for high recombination fractions is approximately the same (11 v. 12 p.c.). The apparentdiscrepancy between that statement and paragraphs b) and c) can probably be explained in terms of paragraph d).

Recently Feldman et al. (1975) studied a two locus three alleles per locus model with uniform symmetrical overdominance at each locus and multiplicative action between loci. The results from this model differ from those of the two alleles per locus with analogous fitnesses mainly in that the value of the recombination fraction above which only the linkage equilibrium equilibria are stable is reduced by $2 / 3$, and in that for values of the recombination fraction smaller than this one, for which only linkage disequilibrium equilibria are stable, the space recombination fraction - overdominance is divided into two zones, within each of them the strength of the linkage disequilibrium being independent of the recombination fraction. Of those zones of
stable linkage disequilibrium, in the biologically meaningful one (single socus hoterozygous superiority <.382) the association between loci is markfdly reduced with respect to the $2 x 2$ model.

A rough summary of the offects of selection on two locus model otherwise under Hardy-Weinberg conditions may be
a) Epistasis is required for the presence of linkage disequilibrium b) Epistasis by itself doos not determine the degree or association for a given recombination fraction.
c) The association scems to be stronger for tighter linkage, but there is not a general relationship, not at least a continuous one. d) For a given set of fitnesses and a recombination fruction, a population can exhibit different degrees of association depending on its • history.

A threc locus model with a symmetric matrix of fitnosses somewhat more restricted than that of Bodner and Felsenstein (1967) for the two locus model was algebraically analysed by Foldman ot al. (1974). For this system, stable linkage equilibrium and disequilibrium solutions are possible simultancousiy, as Lewontin found by calculation (1964a). That finding takes some interest from that of strobeck (1973), where he proved that the conditions for stability of equilibria in linkage cquilibrium in the three locus multiplicative model are the same as the ones required by the three two locus combinations under the two locus model. Those results of Strobeck wero extended to a $n$ loci $m$ alleles per locus by Roux (1974). As an extension of the asymmetric aquilibria of the two locus model, Foldman ot al. (1974) found a closs of equilibrium with three locus linkage disequilibrium and all the pairwise combinations in linkage equilibrium. That kind of aquilibrium
can be stable for tight linkage, but the conditions tor stability, when threre is no. recombination, require the order of the fitherses to be triphe hoterozygute $>$ triple homozysote $>$ double heterozyrote $>$ simple homozysotr. This soems too involved, Nevertheloss, as symmetrical fitmesses models prorluce as their natural outcome symmetrical chromosomal frequencies . . and in those the odd number of loci linkage disequilibrium is zero, the possible signilicance of this type of equilibrium is so fir unknown. Another interesting leature of such symmetrical solutions is that if two two locus combinations are in linkage disequilibrium the third one cancoot be in linkage equilibrium.

For more than three loci most information comes from non-algebraic results, either by calculation (Lewontin, 1964), or simulation (Franklin and Lewontin, 1970 ). Some attempts have been made to develop an algebraic multilocus theory, at least for symmetrical models, but their contribution depends highly on the simulation results (Slatkin, 1972) or their genetic interpretation is very hard (lalk and Falk, 1974)。

The non-algebraic results have the disadvantages that the number of sets of conditions within a model that can be tested is limited, and, if Monte Carlo techniques are applicd, some confusion with the population size effects may arise.

The model that has bren investigated most thoroughty is that of symmetric overdominance wathin gach locus with uniform ${ }^{m}$ al tiphicative action over loci. 'IYis model has been worked out by calculation up to 5 loci by Lewontin (190t) and up to 360 loci using Monto Carlo methods by Franklin and Lewontin (1970), These authors summaized the offects of the multiplicity of loci:
a) 'There is an odge offect, those loci in the middle of the segment
being more tightly associated than those in the periphery.
b) The threshold distance between adjacent loci, above which there is no linkage disequilibrium is increased with respect to the predictions from the two locus model. Note that in this gap both linkage equilibrium and disequilibrium must be stable, as indicated before.
c) Loci far apart on the chromosome are held out of linkage equilibrium with each other by the loci between them. A confirmation of this characteristic for symmetric models is the cited property of impossibility of two pairwise linkage disequilibria, with the third one in linkage equilibrium, for the three loci model.
d) There is a reinforcement of the linkage disequilibrium between a given pair of loci ds' the number of loci in the chromosome gets bigger.

They found that as the number of loci under strong selection that are packed in a given chromosomal segment grows, the loci become highly correlated. The population is left with two chromosomal types, mirror images of each other, segregating at high frequencies and the rest of the chromosomes being direct products of recombination from those two types. This phenomenon, which seems to be produced by local associations that spread along the chromosome, is usually called "crystallization" of the genome.

With this model, if the total inbreeding depression is held constant for a given chromosomal length, and more loci of equal effects are packed into it, the epistasis between pairs of loci - when no associations are present - decreases approximately as the square of the decreases number of loci, and indeed the distance between adjacent locir as the number of loci does. Franklin and Lewontin (1970) argue, from their
simulation results, that this weakening effect of the increase in the number of loci is counteracted by the multiplicity effects, the system reaching an asymptotic state in which the mean square correlation over all loci is independent of the number of loci and is a function of the chromosomal length and total inbreeding depression. Slatkin (1972) verified those results using an approximate analytical method, but for his model to hold the actual crystallization of the chromosome appears to be crucial. Serious dcubts about the possibility of crystallisation when the number of loci in the chromosome tends to infinity have been raised on the basis that the variance of the fitness among the zygotes that carry a given chromosomal type will tend to zero (A. Robertson personal communication).

It appears that those results need further theoretical work on their plausibility, but few papers have been published on the crystallization phenomenon. Strobeck (1975), working with the three locus multiplicative fitness model, found that the rate of deviation from linkage equilibrium at the third locus is increased by the disequilibrium of the other two, except if the central locus is a balanced lethal or there is interference in crossing over, he problem, again, is if this can make up for the loss in two locus model expected association.

Taken at face value Franklin and Lewontin's results need a high inbreeding depression to produce linkage disequilibrium over a sizeable length of chromosome, as the authors noticed, but the classical estimates of inbreeding depression are somewhat questionable. (Sved, 1971a). At the same time they provide at least two testable consequences; one is that markers far apart in the chromosome and taken in even number will be in linkage disequilibrium (in Slatkin - chi squared sense). On the other hand
heterosis when measured at any locus will be high.
The main argument arganst observations of multi-locus association is that if a block is built under selective pressure, that pressure ought to be high, and once the block is presont measures of selective pressures at any of the markers involved will be possible. the utility of interlocus association observations comes from being a structural measure rathor than a functional one, that is, that being the product of tho selective process and a slow decaying one, it can be subject to observation without previous knowledge of when or where the causing selection has taken place. At the same time the actual relationship between both kinds of measures is not quantitatively known for models not as extreme as those outlined above, though it appears to exist in a qualitative sense (Karlin, 1975).

Other not so extreme selective models for the majntenance of variability have been put forward, having in common the roduction of the genetic death by truncation, allowing heterosis only above and/or below a certain threshold value (Sved, Reed and Bodmer, 1967; King, 1967; Milkman, 1967; wills, Cronshaw and Vitale, 1970). It appears that this type of model can lead to some correlation in the genome (Wills, Crenshaw and Vitale, 1970; Franklin and Lewontin, 1970), but is not clear to what extent that is duc to the population size used in the simulation (Wills and Miller, 1976).

## Expectation of association: If. Finite populations

In a two locus model with finite poputation size (N diploid individuals) and otherwise Hardy-Weinberg conditions, thetover populations of decay in linkago disequilibrium is larger than in the corresponding infinite model

$$
D_{(t)}=(1-c)(1-1 / 2 N) D(t-1) \quad \text { (Wright, 1933) }
$$

where the expectation symbol has been dropped. That expression applies only to the haploid model, but deviations from the equivalent one for the diploid model are small provided that $c / 2 N$ is small (Hill, 1974b).

When $c$ is of the order $N^{-1}$ and $N$ large enough, the expectation can be asymptotically approximatedby

$$
D_{A B(t)}=D_{A B(0)} e^{-\left(1+L_{A B}\right) t / 2 N}
$$

where $L_{A B}$ is defined by Hill (1974b) as $2 N$ times the map distance between ${ }^{\text {the }} \mathrm{loci}$. Map distances have the advantage over recombination fraction of being additive, they approximate the recombination fraction when small. When time is measured in the scale of the number of chromosomes, the asymptotic rate of approach to equilibrium is therefore $\left(1+L_{A B}\right)$. Hill (1974b) has suggested that, for $L(2 N x$ map distance between the outermost loci) large enough, the analogous asymptotic rates of approach to equilin brium for the m-locus linkage disequilibrium (Slatkin's sense), when the loci are equally spaced, are:

| $(m / 2)$ | $(1+L)$ | for $m$ even |
| :--- | :--- | :--- |
| $1+[m+1) / 2]$ | $(1+L)$ | for $m$ odd |

The average of the linkage disequilibrium over populations will drop faster as the number of loci that define it increases, and at low numbers of loci more quickly for combinations of odd numbers of them than for their nearest even ones. That means that, while decaying, linkage disequilibrium will show an among combinations of loci pattern not very different from a quasi mirror image selective situation.

Although the expectation of linkage disequilibrium over populations will be zero when the process has run for long enough, individual populations can be far out of linkage equilibrium berause of the variance among populations. For two loci Hill and Robertson (1968) stated that the expectation of the squared correlation for the populations still segregating at" "continuous flow" state will approach 1 for low recombination fractions and $1 / 4 \mathrm{Nc}$ when $\mathrm{Nc} \gg 1$, using for the Latter the argument that if the correlation is low $2 \mathrm{Nr}^{2}$ will be distributed in the next generation as a chi-squared with one degree of freedom, therefore the average increase in $r^{2}$ by drift will be $1 / 2 N$, and the decrease by recombination will be $\left(2 \mathrm{c}-\mathrm{c}^{2}\right) \mathrm{r}^{2} \approx 2 \mathrm{cr} \mathrm{r}^{2}$. Exact expressions for this parameter have proved difficult to obtain; using identity probabilities Sved (1971b) proposed

$$
r^{2}=\frac{1}{4 N c+1}
$$

this was modified by Sved and Feldman (1973), using the same approach, to

$$
r^{2}=\frac{1}{1+(4 N-2) c-(2 N-1) c^{2}}
$$

Nevertheless, Hill (1975a) produced numerical checks on these formulae by iteration of probability matrices and simulation and concluded that they actually underestimate the parameter.

Ohta and Kimura (1969a) using a diffusion approximation were able to produce an expression for the ratio of the expcctations over populations of $D^{2}$ and the product of the variances of gene frequencies at each locus, which they called standard linkage devjation

$$
O_{D}^{2}=\frac{1}{4 N C+1-3 /(N C+1.5)}
$$

This clearly resembles the approximations to $E\left(r^{2}\right)$. Actually it has been proved by simulation that this standard linkage deviation computed over all populations is very close to $r^{2}$ computed over segregating populations (Ohta and Kimura, 1969a; Hill, 1975a).

Hill (1974c) has studied the Slatkin's moments up to the sixth order (e.g. variance of three locus disequilibrium), but the equality of the "squared correlation" over segregating populations to the appropriate overall populations expectations ratio does not hold at those levels (Hill, 1975a). In the latter paper Hill used the same kind of argument as Hill and Robertson (1968) to produce approximations for the squared correlations for multiple loci when $4 \mathrm{Nc} \gg 1$ for all the adjacent pairs of loci, giving $r_{m}^{2}=1 / 4 \mathrm{Nc}$ where c is the recombination fraction between the outermost loci, Under these conditions the same approximation is valid for the analogous component in the likelihood estimate using Bartlett's criterion. But, if linkage is very tight, each approach gives different results, Bartlett's criterion parameters tending to zero with increasing population number and $r_{m}^{2}$ increasing with it ( $\simeq 2 \log _{e} 2 \mathrm{~N}-4$ and $\simeq \mathrm{KN}$ for three and four loci respectively). Care must be taken when interpreting data that have been analysed by the Lancaster's partition method.

When the asymptotic condition is reached by steady state between drift and mutation, the same approximation for two loci, $r^{2}=1 / 4 \mathrm{Nc}$, is valid, This has been proved by Ohta and Kimura for the recurrent mutation model (1969b) and multiple sites model (1971) and by Hill (1975b) for model
the infinite alleles $\underset{\sim}{\text { model }}$ no results are known yet for the ladder-rung (Ohta and Kimura, 1973) model. That is probably one advantage of between locus associations, as recombination fractions are more easily
measured than mutation rates.
Joint effects of selection and drift have been very seldom treated (Hill and Robertson, 1968; Franklin and Lewontin, 1970)

For two loci two alleles per locus, the linkage disequilibrium in a mixture of gametes from two populations, that are not themselves in linkage disequilibrium, is equal to the product of their proportions in the mixture times the product of the difference of gene frequencies between populations at each locus (Prout, 1973). This can be easily extended to m loci.

$$
\operatorname{Dm}=\left[\alpha \beta^{m}+(-1)^{m} \alpha \beta\right] \prod_{i=1}^{m}\left(p_{i 1}-p_{i 2}\right)
$$

where $\alpha$ and $\beta$ are the relative proportions of each population. Therefore, if there are no other forces producing linkage disequilibrium within the populations or differentiating the gene frequencies between them, for migration to produce linkage disequilibrium it needs to be present but at the same time not so frequent as to produce equality of the gene frequencies, The possibility of this balance occurring is small (see c.g. Kimura and Ohta, 1971b). Analytical confirmation is given b.y Feldman and Christiansen (1975), who studied two stepping stone models, one in which a linkage disequilibrium cline is produced "by assuming that at the left and right hand ends of the array there are two large populations $K$ and $L$ rospectively ... and the disequilibria $D_{K}$ and $D_{L}$ are constant"。

On the other hand migration can enhance disequilibrium produced by selection and under those circumstances epistasis is not longer required (SIatkin, 1975).

In view of the problems outlined above, can linkage disequilibrium measures distinguish between neutralist and selectionist hypothesis? Our guess is no. Let us suppose that the statements of Franklin and Lewontin (1970) hold true. We look at a population and find substantial amounts of linkage disequilibrium, at the same time we know all the relevant parameters so that we can make our predictions, and as a result we decide that drift can not account for the observed linkage disequilibrium. Under the limiting theory of Franklin and Lewontin, procedure this, will tell us that there are some heterotic loci in the chromosome, (but not the number of loci) and it is on this number (proportion) that the neutralist and selection the difference between $\bar{n}^{2} y p o t h e s e s ~ l i e s . ~$

Since the possible contribution of linkage disequilibrium measurements to the distinction between evolutionary hypotheses ${ }^{\text {is }}$ rather dubious at the present state of the theory, $\stackrel{i t}{ }_{\text {may }}$ be that its actual contribution ought to be looked for in the context of the definition of a unit for population genetics.

In the definition of such a unit, as we have seen, population size is probably a must. Therefore a main question is if population size is the only parameter needed, in which case the theory has provided us already with quite consistent answers, or selection with its possible multiple ways of action ought to be included. Should that latter alternative be the appropriate, the problem would become more complicated and before any statements on the magnitude and properties of such a unit can be made, some general properties of the effect . on linkage dis-. equilibrium between the multiple forms of selective forces and population size, if they exist, must be discovered.

Ln this context wo confront oursclves with the task of measuring the association botweon markers in populations in which the population sizres and recombination fractions are, within the limits of tho tochnjques available, known. Rathor than trying to mako repeated obscrvations of a population under uniform conditions in tho hope of betweon theories . wo have tried to cover difforent situations in tho search for the possible wideness of tho application of tho simple mutation drift modeds.

The populations used in this study, namely Standard kaduna, Mancha, Rindevella, Stellenbosch and Amherst have their origins in Nigeria, the centre and NE of the Iberian Peninsula, sw of South Africa and NE of the United States in this order. Foundation stocks were over 500 inseminated females. Amherst and Stellenbosch were kindly supplied by Dr P.T. Ives and Dr W. Louw.

In the laboratory the populations were kept in cages at $25^{\circ} \mathrm{C}$ with weekly changes of standard corn-agar-molasses food pots ( $200 \mathrm{c} . \mathrm{c}$. ) that were kept in the cage for three weeks. Three months after its arrival in the laboratory three simultaneous replicates of the mancha population were extracted rom the oririnal cago by putting in an extra pot for each replicate and changing it to the new cage atter a week, the process was repeated for three weeks. Two of those replicates were changed immediately to a system in which ethanol to a final coneentration of ten per cent was added to the melted standard food. One of the standard food replicates was subsequently lost in a handing mistake. Before this difference in treatment; was initiated, a check was made on the gene frequencies of four isozymes (Adh and Gpdh on the 2 nd chromosome and Est 6 and Pgm on the 3 rd chromosome) on the replicatos, homogeneity was accepted for the three remaining roplicates. The sum of the likelihood ratios of the four gene frequencies $x$ populations contingency tables was $G(12)=15.308$; the average number of genos scored per locus per population was 182 .

Horizontal starch gel electrophoresis was used throughout this study. The buffer system was Tris-versenedorate (.05M, pll $=8.0$ for the gel, .5 M in the tanks), excopt for Esterases and Octanol dehydrogenase
for which the Poulik (Poulik, 1957) system was used. Staining recipes used were those of Shaw and Prasad (1970), two minor modifications were introduced. For phosphoglucomutase a cutting of watman 3 filter paper of approximately the same size as the gel was laid on the fresh cut gel surface and the staining mixture ( 5 c.c.) was poured on it. For Aldehyde oxidase, a distillate of the commercial acetaldehyde was used as substrate, following the advice of $T$. Skinner who also provided us with the product.

Extraction of nearly isogenic lines for the third chromosome was done applying the standard technique, using as balancer stock TM3 Sb Ser/Pr (Lindsley and Grell, 1967); in the F2 crosses only TM3 not Pr males and vixgin females were used. The criterion for lethality was the absence of wild type individuals in a line when a total of a hundred flies were scored in two successive generations in approximately equal numbers at each generation.

The standard Kaduna population is known to be free of inversions. The rest of the populations were searched for non-recombining blocks by recombination analysis against a rucuca chromosome (Lindsley and Grell, 1967). Frequencies of non-recombining chromosomes (usually for less than a chromosome arm) was low; Mancha (on the sample described as 1 below) . 02 (3/125), Stellenbosch . 06 (3/49), Rindevella . 05 (3/58), Amherst . $01(1 / 83)$. A check was also made in one of the alcohol replicates toward the end of the study (sample described as 5 below) giving a frequency of . 01 (1/102). No association was found between those nonrecombining chromosomes and any particular alleles.

## Results

The gametic samples that have been taken from the above described populations are the following. Sample 1 was extracted from Mancha wild population by setting ${ }^{2}$ the foundational crosses in the wine cellar in which the population is periodically subjected to observation, sample 2 was taken from Mancha standard food replicate 2 , after it was 6 months in the laboratory, samples 3,4 and 5 were taken from Mancha alcohol (replicates 1,2 and 1 respectively) when the alcohol treatment was running for 2,2 and 13 months. Samples 6,7 and 8 were taken from Stellenbosch, Rindevella and Amherst populations when they were 0.7 , 2 and 3 years in the laboratory.

The third chromosome near ${ }^{\frac{l}{y}}$ isogenic lines that constituted those samples were scored for lethality with the exception of sample 5 , the double aim being to provide us at the same time with a basis for estimating the sizes of the populations they have bcen extracted from, and with a classification criterion that may give a rough idea of the frequency of association between isozyme markers and detrimentals in populations. Such associations can mimic different selective patterns in single locus observations.

Seven enzymatic loci have been looked at in most of these samples, Isocitrate dehydrogenase (Idh), Esterase 6 (Est-6), Phosphoglucomutase (Pgm), Esterase-C (Est-C), Octanol dehydrogenase (Och), Xanthine dehydrogenase ( Xdh ) and Aldehyde oxidase (Aldox). Of these five (Est-6, Pgm, Est-C, Odh, Aldox) were segregating in at least one of the samples under our electrophoretic conditions.

Table 1 shows the numbers which will symbolize thesc classification criteria through this work, their map locations (taken from OPBricn and

Table 1
Classification criteria and frequencies of variants

| Criteria | Variants | Samples |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  | 1 (MW) $^{+}$ | 2 (MS) | 3(MAl) | 4(MA2) | 5(MA1) | 6 (St) | 7(R) | 8(A) |
|  | 1 | 0.576 | 0.767 | 0.571 | 0.577 | - | 0.760 | 0.867 | 0.791 |
| Lethality | 2 | 0.424 | 0.233 | 0.428 | 0.423 | - | 0.240 | 0.133 | 0.209 |
| 2 | 1 | 0.024 | - | 0.024 | - | - | - | - | - |
|  | 2 | 0.224 | 0.317 | 0.298 | 0.183 | 0.216 | 0.300 | 0.590 | 0.391 |
| Est 6 | 3 | 0.744 | 0.683 | 0.678 | 0.803 | 0.784 | 0.700 | 0.410 | 0.609 |
| Map.position 35,9 | 4 | 0.008 | - | - | 0.014 | - | - | - | - |
| 3 | 1 | - | - | 0.036 | 0.028 | - | 0.100 | - | 0.082 |
|  | 2 | 0.808 | 0.917 | 0.714 | 0.746 | 0.696 | 0.740 | 0.924 | 0.827 |
| Pgm | 3 | 0.184 | 0.067 | 0.238 | 0.225 | 0.160 | 0.160 | 0.076 | 0.091 |
| Map.position 43,4 | 4 | 0.008 | 0.017 | 0.012 | - | 0.144 | - | - | - |
|  |  |  |  |  |  |  |  |  |  |
| Map.position 49,0 | 2 | 0.024 | 0.017 | 0.012 | - | - | - | - | - |
| 5 | 1 | 0.008 | - | - | - | - | - | - | - |
| Odh | 2 | 0.976 | 1.000 | 0.988 | 1.000 | - | 1.000 | 1.000 | 1.000 |
| Map.position 49,2 | 3 | 0.016 | - | 0.012 | - | - | - | - | - |
| 6 | 1 | - | - | - | - | - | 0.010 | 0.010 | - |
| Aldox | 2 | 0.032 | 0.017 | 0.036 | - | 0.048 | 0.190 | 0.010 | 0.255 |
| Map.position 56,6 | 3 | 0.968 | 0.983 | 0.964 | 1.000 | 0.952 | 0.800 | 0.981 | 0.745 |
| Number of lines |  | 125 | 60 | 84 | 71 | 125 | 100 | 105 | 110 |

[^0]MacIntyre, 1971, except for Est-6 from Franklin, 1971) when applicable and the frequencies of the variants found for them in the different samples. The enzymatic variants are numbered in the order of their anodic migration speed; for the lethality criterion the symbol 1 corresponds to viable chromosomes.

A list of chromosomal types and their frequencies in the samples is given in Table 2. In that table, as a simplification, the criteria for which some of the samples have not been scored for are stated as if found in the most common state. Nevertheless a collation with Table 1 will give the correct chromosomal type.

Some of the samples were found segregating at low frequencies for null alleles at the Aldox locus. As the complementation analysis for Aldox activity was not performed for the lethal chromosomes in all the samples, the frequencies of the chromosomes carrying those alleles have been pooled with those of the appropriate types carrying the same Aldox allele as the balancer chromosome, Aldox-3.

The first question we may ask ourselves is, are these classifications independent of each other in these samples? The problem in getting an answer comes mainly from the fact that because there are several classification criteria involved and small frequencies of some of the variants the application of the minimum number of observations by cell rule will give unworkable sample sizes, and in our case we can not expect the usual total contingency statistics (chi-squared or the likelihood ratio) to follow their asymptotic distribution. This inconvenience may be avoided by using exact probability tests, but the method requires the calculation of the probability of every possible configuration of the data, and as in testing the independence hypothesis the only

Samples
1 (MW) 2(MS) 3(MAI) 4(MA2) 5(MAI) 6(St) 7(R) 8(A)
$\begin{array}{llllll}1 & 1 & 2 & 2 & 3\end{array}$
121123
$\begin{array}{llll}1 & 2 & 2 & 1\end{array}$
122122
122123
122223
123122
$\begin{array}{llllll}1 & 2 & 3 & 1\end{array} 23$

1. 244123
$\begin{array}{lllll}1 & 3 & 1 & 1 & 2\end{array}$
131123
132122
132123
132132
$\begin{array}{llllll}1 & 3 & 2 & 1 & 3 & 3\end{array}$
$\begin{array}{llll}1 & 3 & 2 & 2\end{array}$
$\begin{array}{llllll}1 & 3 & 3 & 1 & 1\end{array}$
133122
133123
134123
142123
$\begin{array}{llllll}1 & 4 & 3 & 1 & 2 & 3\end{array}$
212123
222122
222123
222222
222223
223121
223123
$\begin{array}{lllll}2 & 3 & 1 & 1\end{array}$
232122
232123
$\begin{array}{llllll}2 & 3 & 3 & 1 & 2\end{array}$
$\begin{array}{llllll}2 & 3 & 3 & 1\end{array}$
234123
constraint imposed is that the frequencies of the variants in the configurations ought to be equal to the observed ones, the number of such configurations gets too large for the method to be practicable. For these reasons, randomization methods (Sokal and Rohlf, 1969) have been used in independence hypothesis testing.

The randomization tests were carried out using a computer program that produced random sets of chromosomes under the condition of having the same marginals as the observed contingency table, and calculates the likelihood ratio of each set

$$
G=2 \Sigma f \log _{e} \frac{f}{\hat{x}}
$$

where $f$ is a class frequency and $\hat{f}$ the expected frequency of that class under the null hypothesis of independence, the summation being extended over the set. From this it gives the proportion of sets that have a likelihood ratio equal to or bigger than the one observed, that is, an estimate of the significance of the sample, and the proportion of them in which their significance falls within a given interval, that is, the estimated distribution of the significances for a given contingency table. Note that only for a continuously distributed statistic ${ }^{\text {b }}$ this distribution is uniform.

Therefore the logic of this method is in some way to provide a significance distribution for each test, as the asymptotic distribution does not hold. It does not correspond to the simulation of an exact probability test except in the cases where the parameter used to describe the sets is monotonic. with respect to the probability of each set. We have not succeeded in finding evidence that the likelihood ratio fulfils this condition. Thinking backwards, a parameter such as the product of the inverses of the frequencies factorials for describing a set would have
been more neat. Nevertheless, as we will see, the results agree quite well with the exact probability test.

The percent significance obtained by this method for the actual samples at the different levels of independence are given in Table 3 , on average they are based on 700 simulated sets of chromosomes with a minimum of 400 .

An overall picture of the validity of the independence hypothesis may be obtained by comparing the distribution of the significances of the observed samples with that of the random samples from the simulation. That comparison is represented in Figure 2 in which both distributions have been grouped in $10 \%$ wide significance classes. Note that as the number of classifications involved grows, the distribution of expectations becomes more even, this is because as the number of possible configurations gets bigger the discontinuity disappears. There is an excess of observations in both extremes, conservative and significant, the deviation with respect to the expectations being stronger as the dimensionality goes upwards, becoming significant when 3 or 4 classifications are involved $\left(G_{(9)}=19.397\right.$ and 21.280 respectively). The excess on the conservative side is difficult to explain. It does not appear to be a by-product of the method of analysis, because it-treats in the same way both distributions, and in those cases of two classification criteria with only two variants each, exact probability analysis of the same data have been carried out (see below), and the agreement of the results from both methods seems remarkably good (Figure 3), in both significance of the observed data and expected distribution of those significances.

No logical explanation of a populational type can be put forward,

Table 3
Estimates of the significance (per cent) of the independence tests

| criteria combination | Samples |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 (MW) | 2 (MS) | 3 (MAI) | 4 (MA2) | 5 (MAI) | 6(St) | 7 (R) | 8(A) |
| 123456 | 12.00 | - | 93.250 | - | - | - | - | - |
| 12345 | 26.75 | - | 83.250 | - | - | - | - | - |
| 12346 | 22.25 | 95.000 | 89.500 | - | - | - | - |  |
| 12356 | 33.00 | - | 89.750 | - | - | - | - |  |
| 12456 | 2.50* | - | 92.000 | - | - | - | - |  |
| 13456 | 17.75 | - | 91.750 | - | - | - | - | - |
| 23456 | 3.50 * | - | 98.000 | - | - | - | - | - |
| 1234 | 22.75 | 90.500 | 71.250 | - | - | - | - | - |
| 1235 | 45.00 | - | 70.500 | - | - | - | - |  |
| 1236 | 76.00 | 87.500 | 81.000 | - | - | 38.13 | 64.81 | 0.19** |
| 1245 | 13.75 | - | 97.750 | - | - | 38.13 | - | - |
| 1246 | 5.75 | 93.500 | 85.250 | - | - | - | - | - |
| 1256 | 18.25 | - | 84.250 | _ | - | - | - |  |
| 1345 | 46.75 | - | 67.250 | - | - | - | - |  |
| 1346 | 46.50 | 68.500 | 86.500 | - | - | - | - | - |
| 1356 | 18.75 | - | 86.000 | - | - | - | - | - |
| 1456 | 6.25 | - | 100.000 | - | - | - | - |  |
| 2345 | 9.50 | - | 89.750 | - | - | - | - |  |
| 2346 | 5.75 | 100.000 | 97.250 | - | _ | - |  | - |
| 2356 | 17.25 | - | 96.000 | - | - | - |  |  |
| 2456 | 1.50* | - | 100.000 | - | - | - | - | - |
| 3456 | 6.50 | - | $100,000$ | - | - | - | - | - |
| 123 | 46.50 | 78.000 | 53.000 | 71.83 | - | 74.250 | 32.500 |  |
| 124 | 4.00* | 86.750 | 94.500 | . | - | 7. 250 |  |  |
| 125 | 42.25 | - | 91.250 | - | - | - |  |  |
| 126 | 56.00 | 88.250 | 77.000 | - | - | 16.250 | 100.000 | 3.500* |

Table 3 (cont.)
Estimates of the significance (per cent) of the independence tests

| criteria combination | Samples |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 (MW) | 2 (MS) | 3 (MAl) | 4(MA2) | 5 (MAI) | 6 (St) | 7(R) | 8(A) |
| 134 | 71.50 | 49.750 | 55.000 | - | - | - | - | - |
| 135 | 25.25 | - | 55.500 | - | _ | _ | _ | - |
| 136 | 81.00 | 51.000 | 77.500 | - | - | 25.500 | 100.000 | $<.08 * *$ |
| 145 | 60.00 | - | 100.000 | - | - | - |  |  |
| 146 | 24.25 | 100.000 | 100.000 | - | - | - | - |  |
| 156 | 11.75 | - | 100.000 | - | - | - | - |  |
| 234 | 5.00* | 100.000 | 82.500 | - | - | _ | - | - |
| 235 | 34.25 | - | 8.750 | - | - | - | - |  |
| 236 | 44.00 | 100.000 | 94.750 | - | 38.83 | 39.000 | 23.000 | 0.63** |
| 245 | 7.25 | - | 100.000 | - | - | - | - | 0.63** |
| 246 | 2.00 * | 100.000 | 100.000 | - | - | - | - |  |
| 256 | 20.75 | - | 100.000 | - | _ | - | - |  |
| 345 | 27.00 | - | 100.000 | - | - | _ | - |  |
| 346 | 18.75 | 100.000 | 100.000 | - | - | - | - | - |
| 356 | 8.75 | - | 100.000 | - | - | - | - | - |
| 456 | 1.75 * | - | 100.000 | - | - | - | - | - |
| 12 | 24.75 | 100.000 | 81.08 | 16.92 | - | 78.250 | 100.000 | 81.94 |
| 13 | 55.25 | 25.17 | 37.83 | 45.750 | - | 67.37 | 100.000 | <.06** |
| 14 | 57.75 | 100.000 | 100.000 | - | _ | . 37 | 100.000 | *.06** |
| 15 | 50.00 | - | 100.000 | - | - | - | - |  |
| 16 | 100.00 | 100.000 | 100.000 | _ | - | 5.000* | 100.000 | 17.81 |
|  | 33.37 | 100.000 | 74.500 | 86.83 | 11.58 | 32.27 | 6.38 | 17.19* |
| 24 | 1.63* | 100.000 | 100.000 | - | - | - | . | 2.10 |
| 25 | 75.25 | - | 100.000 | - | - | - | - |  |
| 26 | 60.25 | 100.000 | 100.000 | - | 100.000 | 25.500 | 100.000 |  |
| 34 | 64.63 | 100.000 | 100.000 | - | 100.000 | - | 100.000 |  |
| 35 | 24.38 | - | 100.000 | - | - | _ | - | - |
| 36 | 63.50 | 100.000 | 100.000 | - | 66.33 | 38.250 | 100.000 | 10.88 |
| 45 | 100.000 | - | 100.000 | _ | 66. 3 |  | 100.000 | 10.88 |
| 46 | 11.37 | 100,000 | 100.000 | - | - |  |  |  |
| 56 | 7.37 | - | 100.000 | - | - | - | - | - |



Figure 2a
Expected (dotted line) and obscrved (solid line) distributions of significances of the independence tests. Two classifications.


Figure 2b
Expected (dotted line) and observed (solid line) distributions of significances of the independence tests. Three classifications.


Figure 2c
Expected (dotted line) and observed (solid line) distributions of significances of the independence tests. Four classifications.


Figure 3
Distributions of significances for the two classifications two variants per classification tests obtainod by the exact probability method (dash upwards) and by the randomization method (dash downwards). Dash in the left side $=$ expected, dash in the right side $=$ observed.
because the most a populational force can do in a conservative sense is to hold the population in equilibrium, therefore it appears that an oddity in the sample is the only likely reason; an inspection of Table 3 tells us that the oddity is confined to samples 2,3 and 7 , mainly to sample 3.

When singling out an individual significant test, taking into account the numier of tests at its dimensional level, the following expression was used

$$
\begin{equation*}
A_{i}=1-\prod_{j=1}^{n}\left[1-p_{j}\left(\alpha_{i}\right)\right] \tag{10}
\end{equation*}
$$

where $A_{i}$ stands for the effective significance level applied to the ith test as included in a set of $n$, and $p_{j}\left(\alpha_{i}\right)$ for the proportion of random simulated samples of the $j$ th test falling in the significance class $\alpha_{i}, \alpha_{i}$ being the level of significance observed in the $i$ th individual test. This formula is a straightforward generalization for discontinuity of the formula proposed by Neimann-Sørensen and Robertson (1961) for the continuous case.

When using this significance level, the smallest $A_{i}$ that our test can give is determined by the largest value overfall tests of the minimum $p(\alpha)$ possible in each test, that $i s$, the inverse of the minimum number of random chromosome sets per test (400), and by the number of tests that reach that level in its distribution of significances, those are 29 of 64 at the two classifications level and 56 of 64,37 of 38 , and 13 of 13 when 3,4 or 5 classifications are involved, allowing maximum significances of about $7,13,9$ and 3 per cent in that order. If. those levels of significance are used three tests emerge as showing significant associations, those of Lethality-Esterase 6-Phosphoglucomutase, Lethality-Phosphoglucomutase-Aldehyde Oxidase and Lethality-Phosphoglucom-
utase, all in sample 8 (Amherst population). Note that all three criteria combination share the overall significant two criteria combination and that of the other four possible two criteria combinations, one (Est-6-Pgm) is significant when considored by itself and two have suspiciously low probabilities.

Since the indopendence hypothesis does not appear to fit the data when the number of classifications involved is high, a splitting of its degrees of freedom has been pursued to inquire into the level or levels at which the causing interactions 1ie.

The advantages and inconveniences of the different types of partitioning of the independence hypothesis have been reviewed in the first chapter. In short, there are two problems, partition among multiple variants per classification within a level of interaction, and partition among levels of interaction, meaning by level of interaction the effect due to the presence of a given number of classifications, ideally free of the effect of the necessary presence of the lower number of classification combinations.
(1) The first kind of problem may be visualized partially in our case in the following way. Take the loci Pgm and Odh in samples 1. Mancha wild) and 7 (Rindevolla) both having thoir origins in wine cellars of the Iberian peninsula, the former is segregating for three alleles at the Pgm locus and for three at the Odh locus, but the sample from Rindevella is segregating at each locus for two of those alleles. There are only six possible independent measures of association at Mancha between the two loci, but we could gret nine classes of populations of the Rindevella's type each sharing their two alleles at each locus with Mancha. Is therc any paramcter on which to make meaningful joint statements concerning those two samples? This
problem is unresolved by the theory (Feldman et al., 1975). We have decided to split the data within samples in all the possible pairs of alleles per locus sets (generating the nine possible Rindevellas from Mancha), as has been done by Charlesworth and Charlesworth (1973). This method seems to us to have the advantage of being intuitively more easy to grasp than other methods, but it has the inconveniences on the statistical side that the measures of associations of those sets are not independent of each other, and on the genetic side that the expectations of such measures, at least under some models of drift (Hill, 1975b) and selection (Feldman et al., 1975), are modified by the presence of the other alleles.

Once the decision of splitting the data in as many $2 n$ sets as possible is taken, the next problem is how to split the independence hypothesis within levels of interaction. Mainly two types of methods have been proposed, those based on Lancaster's partition (Lancaster, 1951) and those that adopt Bartlett's criterion of non-interaction (Bartlett, 1935).

Both types of methods are expected to give similar answers under neutral loci models provided that the products of population sizes by the recombination fractions are much larger than one (Hill, 1975a), but in our case some of the loci are quite close together (e.g. Est-C and Odh, 0.2 centimorgans, . 001 recombination fraction), and the estimates of the population sizes turned out to be quite small, in the order of hundreds, in most of the samples. That makes the choice between methods critical. Hill (1975a) has shown that linkage disequilibrium estimates based on Lancaster's partitions under neutrality are dependent on population number, and they increase with it when the recombination fraction is small, whereas equilibrium is expected under Bartlett's criterion. Under those circumstances Plackett (1962) has demonstrated
that chi-squared components from Lancaster's partition are not distributed as a chi-squared, but that is not going to add any problem, as not much confidence can be put on the asymptotic distribution with our sample sizes. As a consequence we have choosen to use exact probability tests for the interactions under Bartlett's criterion.

The conditional distribution of a set of observations given the ( $n-1$ ) order marginals; under the hypothesis of $n$ order null interactions (Bartlett sense) is given by Andersen (1974) (e.g. three classifications) ás

$$
P\left(x / x^{12} x^{13} x^{23}\right)=\frac{\prod_{i j k} \frac{1}{x_{i j k}}}{\sum_{i j k} \frac{1}{y_{i j k!}}}
$$

where $X$ stands for a given set of cell frequencies $X_{i j k}$, and $X^{12}\left(X^{13}, X^{23}\right)$ for the set of cell frequencies defined by $X$ in the table formed with classifications 1 and 2 (1 and 3, 2 and 3), and the summation is extended overall sets $Y$ such that $Y^{12}=X^{12}, Y^{13}=X^{13}, Y^{23}=X^{23}$. It can easily be checked that, when the classifications have got only two alternatives, all the possible $Y$ sets can be generated by the following procedure. Take any class of the observed set and add (or subtract) a unit to its observed frequency and to those of the classes that can be derived from this one by changing alternatives in an even number of classifications, subtract (add) otherwise; follow the process until a negative frequency appears.

Substantial calculation saving can be achieved by making use of the following straightforward property. If we define the chosen cell and all the ones that can be obtained from it by even changes as even cells and the rest as odd cells, and we number the possible configurations in the order that they are produced by the alternative of adding
by unity steps to the even cells, the ratio of the probabilities of the configuration $n$ and $n+m$ is

$$
\frac{p n}{p(n+m)}=\frac{(n+m)}{(n+1)} x_{E} / \frac{(n+m-1)}{n} x_{0}
$$

where $X_{E}\left(X_{0}\right)$ is the product of the frequencies in the even (odd) cells of a given configuration.

Following these exact probability methods, the significances for the interactions in our samples and the expected distribution of those significances have been obtained.

In the $2 \times 2$ case some of the contingency tables may have too few chromosomes in the sample or have frequencies too extreme to have much meaning; choosing among them the possibly meaningful ones is somewhat arbitrary. We have chosen those in which the marginal frequencies allow at least a configuration of the chromosome frequencies that have a probability equal to or smaller than 0.2. For these significances and the strength of the associations measured as the correlation are given on Table 4. Care must be taken in making statements about the sign and strength of those associations without taking into account its significance because of the asymmetry of the data; for example in the contingency table Est-6 (1,2) - Pgm (2,3) the state of maximum probability (actually, the observed one) gives a correlation of 0.14 . No obvious pattern of sign or strength of association appears to emerge. Comparing this table (4) with Table 3, it can be seen that no real dilution effect occurred when the data was treated as a $r$ s table. If anything, the opposite happens, at least for the significant tests.

The application of the same method as before to single out a significant test as included in a set of tests is not formally valid,

Table 4
Strength and significance of the pairwise two variants per criterion associations


Table 4 (cont.)
Strength and significance : of the pairwise two variants per criterion associations


Table 4 (cont.)
Strength and significance of the pairwise two varients per criterion associations

| Criteria$36$ | Variants |  |  |  | 1 (MW) |  | 2 (MS) |  | 3 (MAI) |  | Samples |  |  |  | 6 (St) |  | 7 (R) |  | 8(A) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $\text { Rxi10 }{ }^{4} \stackrel{\%}{\text { sig. }}$ |  | $R \times 10^{4}$ | \% | $8 \times 10$ |  | $\operatorname{R\times 10} 0^{4}$ |  | 5(MAl) |  |  |  |  |  |  |  |
|  |  | 2 | 2 | 3 | Rxio |  | Rx10 | sig. | Rxio -405 | sig. |  | sig. | $\mathrm{Rx} 10{ }^{4}$ | sig。 | Rx10 ${ }^{4}$ | $\begin{gathered} \% \\ \text { sig. } \end{gathered}$ | $4 \%$ |  | $4 \%$ |  |
|  |  | 3 | 1 | 3 | - | _ |  |  | -405 | 100 | - | - | - | _ | -22 | 100 |  |  |  | Sig. |
|  |  | 3 | 1 |  | - |  | - | - | -826 | 100 | - | - | - | - | 891 | 100 | - | - | -1864 | 11 |
|  |  |  | 1 | 3 | - | - | - | - | - | - | - | - | - | - | -5423 | 17 | - | - | - | - |
|  |  |  | 2 | 3 | 871 | 59 |  |  | - |  | - | - | - | - | -2419 | 19 | - | 100 | - | - |
|  |  | 4 | 2 |  | 201 | 100 |  |  | -380 | 100 | - | - | 127 | 100 | 661 | 73 | 284 |  | - | - |
|  |  | 4 | 2 |  | - | 100 |  |  | 238 |  | - | - | 1.017 | 58 | 661 | 73 | 284 | 100 | 572 | 72 |
|  |  |  |  |  |  |  | - | - | 500 |  | - | - | 1017 |  | - | - | - | - | - | - |
| 45 |  | 2 | 1 |  | 143 | 100 |  |  |  |  |  |  |  |  |  |  | - | - | - | - |
|  |  |  | 2 | 3 | -202 | 100 | - | - | - | - | - | - | - | - | - |  |  |  |  |  |
|  |  |  |  |  |  |  |  | - | - | - | - | - | - | - |  | - | - | - | - | - |
| 46 |  | 2 | 2 |  | -2685 | 9 |  |  |  |  |  |  |  |  |  |  | - | - | - | - |
|  |  |  |  |  |  | 9 | 169 |  | 211 | 100 | - | - | - | - |  |  |  |  |  |  |
| 56 |  | 2 | 2 |  | -143 | 100 |  |  |  |  |  |  |  |  |  | - | - | - | - | - |
|  |  | 3 | 2 |  | -3390 | 6 |  |  |  |  | - | - | - | - | - | - |  |  |  |  |
|  |  |  |  |  |  |  |  |  | 211 |  | - | - | - | - |  |  | - | - | - | - |

because it implies a conditional probability statements on those tests and they are not independent within a given combination of classifications. Nevertheless this. is not a problem in practice because the number of tests within a combination of classifications that are going to be able to reach the high level of individual significance $\left(p_{j}\left(\alpha_{i}\right)\right.$ in (10))required with this number of tests is going to be very seldom more than one. In this way, it is again the combination Lethality-Pgm 1,2 , that emerges with an overall $3 \%$ significance.

When comparing observed and expected distributions of significances the problem of independence of the tests does not arise, as no conditional probability statements are involved, the only condition for its validity being that the expectations of the sums should be equal to the sums of the expectations. Such a comparison is graphically: done in Fig. 4a, in which all the possible $2 \times 2$ tests are represented. There is a suggestive surplus of observations in the significant extreme, but this fails to be significant itself, $\left.{ }_{(G)}^{(9)}=7.782\right)$. There is not any sign of excess of observation in the conservative extreme.

Analysis of the higher order interactions gives little insight into the problem. The cause being that the condition imposed upon the data, namely the equality of the marginals of the next inferior order to the one observed, does not allow generally, with our sample size, any possibility of freedom to the system. Out of $2062 \times 2 \times 2$ contingency tables in our data only 28 are allowed more than the observed configuration after fixing the marginals for pairs of classifications. on those 28, the agreement between observed and expected distributions of significances Fig. 4b, is very good ${ }_{(G)}^{(6)}=2.756$ ). pooling the frequencies of the rare variants, reducing the data to two variants per classification set, does not help either, leaving only 19 tests with

lixpereted (dotted line) and observed (solid lifr) distributions of the significamers of the $2 \times 2$ intamation tests.


Figure 4b
Expected (dotted line) and observed (solid line) distributions of the significances of the $2 \times 2 \times 2$ interaction tests.
possibility of more configurations than the observed one out of 64 that are possible. When this pooled data are analyzed the above statements on fitting are not modified. Indecd, a value can be given for each of those higher order intcractions by any of the parametric partition methods, but those values look to us very doubtful.

Let us take, as an example, the data of Mukai and co-workers (Mukai ot al., 1974) on the third chromosome of D. molanogaster, probably the largest sample yet analyzed for this chromosome, even if it is not clear if of momentary extraction. After pooling, the data (ibid. Table 4) consist of 489 chromosomes classified by two alternatives at each of four classification criteria (Est-6, Est-C, Odh and chromosomal arrangement). This data is analyzed by the chi-squarod Lancaster's partition method (ibid. Table 5), with the outcome that two of interaction, chi-squareds one at the level of pairs (Bst-C, Odh) and one at the triplet level. (Est-6, Est-C, Odh), are significantly large. If the data are analyzed using the likelihood ratio as parameters, though still using Lancaster's partition, the significance of this three locus interaction disappears $\left(\mathrm{X}_{(1)}^{2}=5.2718, \mathrm{v} \cdot \mathrm{G}_{(1)}=1.2545\right)$ 。 If the data are analyzed by the Bartlett's criterion (exact probability method), it results that the four classification interaction is completely determined by three classification frequencies; of the four three classification interaction, one is allowed 9 positions (Est-6, Est-C, Odh, the $X^{2}$ significant ons) another 5 (Est-6, Est-C, chromosomal arrangement) and the two lett, two positions cach, those last two being in their most probable state ( $100 \%$ significance) and none of them passing the $35 \%$ significance level.

From that it could be said that probably no meaningful observation of interactions above the three locus level has been achioved yet, and
it will be very difficult to get any, because of the amount of work required for obtaining large sample sizes with gametic data, and the fall predicted by Hill (Hill, 1974a) in the efficiency of zygotic data as the number of classifications grows. Unfortunately, as we have commented in Chapter 1 , three locus interactions are not expected in general.

We are faced now with the problem that in our data the independence hypothesis does not appear to hold when more than two classifications are involved, but that the interactions at the $2 \times 2$ contingency level, if any, seem to be weak and at the $2 \times 2 \times 2$ interaction lovel the fitting to the null hypothesis is very good, the interactions at levels beyond those ones being unable to modify the fitting of the independence hypothesis. It does appear to us that the more likely explanation is that those not always strong, pairwise interactions are the cause of the lack of fit of the indepondence hypothesis. It could be argued that this non-independence is a proof of the non-chance origin of the pairwise interactions, as the inclependence hypothesis ought to allow margin for chance deviations at any level of interaction.

The strongest deviations from the independence hypothesis take place in sample 8 , extracted from the Amherst population. In that population several cases of linkage disequilibrium have been reported by Charlesworth and Charlesworth (1973). In our sample, the most significant one is that of Lethality-Pgm. It is difficult to think of a physiological basis for such an association, as one of the criteria is not a single locus onr. Nevertheless, there is some indication that, at least under the conditions of our population cages, this is not such an uncommon case. A sample from another population, Kaduna, that has been kept for a very long time by the population cage system shows
a strong Linkage disequilibrium $\left(D^{\prime}=D / D \max =0.705, G_{(1)}=6.618\right)$ between Est-6 and Lethality (Table 5).

A possible explanation for those linkage disequilibrium observations in sample 8 could be the contamination of the population by one or a few successful chromosomes a few generations back. The results of the complementation tests that have been performed between the lethal (S) carrying chromosomes from this sample are given in Table 6. It can be seen that the complementation groups defined by the chromosomes, let us say, 1,93 and 98 can explain roughly half of the lethality ( 13 out of 23 non-viable chromosomes), and that the other crosses allow us to exclude most of the rest of the chromosomes as carriers of any of those lethals or groups of them. Should the contamination explanation be true, it would be expected that the locus nearer to the relatively frequent lethals will be the one showing stronger linkage disequilibrium with lethality, in our case Pgm, and that the locus (i) in linkage disequilibrium with that locus, in our case Est-6, will show opposite signs of its association in the groups of frequent and rare lethals.

As it can be deduced from Table 7, the association between Est-6 $(2,3)$ and $\operatorname{Pgm}(1,2)$, the only one to which it is possible to attach a sign in both groups of froquent and rare lethals, gives the same direction of linkage disequilibrium in both. It can be concluded that contamination is not a likely explanation for these results. Linkage disequilibrium between Est-6 and Pgm has been reported by Langley and co-workers (Langley et al., 1974).

Some suggestion that those sporadic associations have other bases apart from sampling errors come from the study of the temporal variation in linkage disequilibrium in the replicates of the Mancha population, represented for the association $\operatorname{Est}-6(2,3)-\operatorname{Pgm}(2,3)$ in Figure 5 .

Table 5
Disequilibrium between Est 6 and Viability in a sample from the Standard Kaduna population

|  | Viability |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | viable | lethal |  |
| Esterase 6 | 2 | 48 | 2 | 50 |
|  |  |  |  |  |
|  |  | 105 | 22 | 127 |

Table 6
Complementation between lethal bearing lines from the Amherst population


## Table 7

Genotypes of frequent and rare lethals carrying chromosomes from the Amherst population

|  | Genotypes |  | Number of chromosomes |
| :---: | :---: | :---: | :---: |
| Fisterase 6 | Phosphorlucomutase | Frequent | Rare |
| 2 | 1 | 0 | 0 |
| 2 | 2 | 3 | 4 |
| 2 | 3 | 0 | 1 |
| 3 | 1 | 5 | 1 |
| 3 | 2 | 4 | 2 |
| 3 | 3 | 0 | 3 |

The data in that figure oxcopt for the points MS Die. 1972 , MAl and MA2 March 1973 and MAI April, 1974 which bolong to the samples 1,3 , 4 and 5 ahove clescribed, was obtajned on zygotes and was analyzed following llill (1074a), who also provided us with a computer programm for porforming the analysis. The arrow in the time axis marks the beginning of the alcohol troatmont, so tho points in its vertical can be considered as repeated observations in Mancha standard food replicate (MS). As the gene frequencies diverge between treatments at the Pgm locus and to a lesser extont at the Rst-6 locus (Briscoe and Malpica, manuscript in preparation), both $\boldsymbol{r}_{\text {the }}$ correlation cofficient and the relative disequilibrium $\left(D^{\prime}=D / D n a x\right)$
bohave in a very similar way. The pattorn suggest a
transient linkage disequilibrium in the Mancha alcohol replicate 1 and disaquilibrium, although much less marked, in the same diroction in the analogous roplicate 2 , as well as a building up of linkage disequilibriun in the opposite diroction in the standard food replicate.


Figure 5a
Temporal variation of the correlation between Esterase $6(2,3)$
and Phosphoglucomutase (2,3) in Mancha replicates.
$M=$ Mancha standard food replicate, MAl (2) = Mancha alcohol
replicate $1(2)$.


Temporal variation of the relative linkage disequilibrium
(D/Dmax) between Esterase $6(2,3)$ and Phosphoglucomutase $(2,3)$ in Mancha replicates. $M=$ Mancha standard food

From these results, several tentative statements can be put forward.
a) The hypothesis of independence among classifications does not hold when the number of classifications involved is large. Though it appears that the interactions at the level of pairs of loci are not strong, they are still weaker, if they exist, at the triplet level.
b) Disequilibrium within the same pair of classifications is not uniform over populations, confirming observations of previous workers (Mukai et al., 1974; Langley et al., 1974).
c) Lack of homogeneity exists among populations, the highly significant linkage disequilibria being concentrated in a population in which a previous study by Charlesworth and Charlesworth (1973) uncovered some instances of linkage disequilibrium.
d) A temporal instability of linkage disequilibrium values occurs in the populations that have been subjected to that kind of check. Congruent with that is the fact that for the three loci that the study of Charlesworth and Charlesworth (1973) shares with our own in the Amherst population, the two significant and one suspiciously high $2 \times 2$ associations in our sample (Est-6 - Pgm 23-12, 23-13, and Pgm Aldox 12-23) fail to be significant in their sample. It is opportune to note that those temporal observations come from populations that have been subjected to a new environment.

The attribution of these characteristics to any of the three factors that are known as possible modificrs of the among loci random association, drifit (Hill and Robertson, 1968; Ohta and Kimura, 1969a; Hill, 1975a), migration (Nei and Li, 1973; Slatkin, 1975) and Mukai and co-workers (Mukai et al., 1974) commenting on previous results from different authors (Charlesworth and Charlesworth, 1973; Zouros and Krimbas, 1973) think that the reported instances of linkage disequilibrium can be explained mainly in terms of drift and/or nonrandom sampling, while the authors of those studies favoured selection as the more likely explanation in their papers.

Migration, without the contribution of selection, has been generally discarded as a factor producing linkage disequilibrium in wild populations of Drosophila (Lewontin, 1974; Langley et al., 1974; Zouros and Krimbas, 1973), the reasoning being based mainly on the uniformity of the frequencies of isozyme alleles in natural populations and on the relative population sizes needed to maintain steady migration.

That argument does not necessarily apply to laboratory conditions, where there is not homogeneity of gene frequencies, and where there are considerable differences in adaptation to this environment between the long standing laboratory populations and those newly arrived. These adaptive differences could make it possible for an occasional contaminating genotype to take over and to produce, during the substitution, substantial amounts of linkage disequilibrium. Nevertheless, as we have seen earlier, it does appear that this explanation is unlikely to hold, at least in the most striking cases of linkage disequilibrium, in our study.

The behaviour of linkage disequilibrium under the hypothesis of neutrality is beginning to be understood reasonably well. at the level of pairs of loci (Hill and Robertson, 1968; Onta and Kimura, 1969a;

Sved, 1971b; Sved and Feldman, 1.973; Hill. 1975b) and to some extent at the level of several loci. (Hill, 1975a); approximate predictions can be made in terms of population sizes and recombination fractions. Nevertheless, the role of drift is still obscured by the lack of reliable estimates of population sizes. Those estimations are based usually either on the "allelism" of lethals (Nei, 1968), or by direct estimation of the number of adults. In our case the results obtained using each criterion differ considerably, except for ${ }^{\vee}$ Mancha sample from the wild.

Changes in population sizes of wild populations of $\underline{D}$. melanogaster are not very well known. Nevertheless, at least for one of the samples analyzed here, Amherst, the data of lves (1970) on the frequency of lethal chromosomes and their complementation, could be interpreted as if the population would have passed through a narrow bottleneck during the winter of the years 1968 and 1969. Though the data could probably be explained, in view of the quick decay of lethal allelism during summer, by a model (among others) of winter survival in discrete places and fusion into a large population when the temperatures rise, in which case the effect on linkage disequilibrium will probably be far less drastic for a given lethal allelism at the beginning of the summer. Even in the case of a severe bottleneck in the wild, the population spent two years in our laboratory, under a regime that keeps a steady number of adults of the order of five thousands (Kinross and Robertson, 1970). Population Rindevella was at the time of its capture breeding in great number, and it comes from a place in Catalunya near to the Mediterranean coast with mild winters. The rest of the samples not from Mancha were taken from populations that have been for enough time under laboratory conditions (3 years for Stellenbosch and 23 for Kaduna)
that probably their situation in the wild would have not too much bearing on the resuits.

Population sizes may be estimated using Nei's formula (Nei, 1968)

$$
\hat{N}=\frac{1-I g}{4(I g U-u)}
$$

where $u$ is the mutation rate to the lethal form per locus, and is supposed to be the same for all loci able to mutate in that way, and $U$ is the summation of $u$ over the chromosome. Ig is estimated as

$$
\hat{I}_{g}=-\log _{e}\left(1-I_{c} Q^{2}\right) /\left(\log _{e}(I-Q)\right)^{2}
$$

where $Q$ is the proportion of lethal chromosomes in the population, we have been referring to it before as lethality, and Ic is the proportion of random crosses between lethal carrying lines that fail to complement, usually referred to as allelism.

The estimates of lethality for our samples are given in Table 1 , except for Kaduna for which a value of $.13(23 / 177)$ was obtained. The values of our estimates of allelism are $.24 \pm .085, .147 \pm .035, .138 \pm .061$, $.051 \pm .015$ for Kaduna. Amherst (sample 8), Stellenbosch (sample 6) and Rindevella (sample 7) respectively; confidence intervals have been calculated from the binomial distribution. When those values, together with those generally used of .005 for chromosomal mutation rate (Crow and Temin, 1964) and 500 for the number of loci able to mutate to lethal form in the third chromosome of D. melanogaster (Ives, 1945; wallace, 1950), are substituted in the expression above the following estimates of population numbers are obtained: 190, 384, 430 and 1,138 for Kaduna, Amherst, Stellenbosch and Rindevella respectively. Two other populations, Canberra and Pacific, with 13 and 17 years of maintenance under laboratory conditions gave estimates of population number by this method of 396 and


1,399. Even if the errors attached to those estimates are large, it seems that the effective population number that our population cages are able to support, when calculated by this method is one order of magnitude smaller than the steady number of adults in the cages, i.e. in the order of mundreds.

Care must be taken in the application of the existing theory of lethal distribution to the estimation of population numbers, as there is some experimental evidence against the assumptions that this application implies. Differences in mutation rates among populations have been reported (Muller, 1928; Berg, 1942; Cardellino and Mukai, 1975). Differences in mutation rate between laboratory and wild populations have been found as well for the second chromosome of D. melanogaster (Crow and Temin, 1964), and consequently with it there appears to be differences in lethality between laboratory and wild populations (Tsuno, 1970; Briscoe and Malpica, unpublished data). Apart from this lack of uniformity, the method is bound to underestimate the population number by supposing equal mutation rate and dominance over loci. Uniformity conditions fulfilled, the application of the method is only valid under the constraint $N \gg 1 /\left(8 h^{2}\right)$, $h$ being the depression in fitness of the heterozygous for a lethal allele。 Under the current estimates of $h$ (see Crow, 1968), that condition will be fulfilled when the population number is over the level of hundreds, and if, at the risk of a circular argument, we look at our estimates, the method has been applied near its limit.

Even if these estimates of population numbers can not be taken at face value, they do cast a shadow on the meaning of some of the observations made on laboratory populations, and indeed, they do so on
the ones of the present study.
If with a conservative mood we stroke out all the laboratory bred samples, we are left with Mancha wild sample (sample 1) for which, both systems of estimation and the stability of frequencies in the population seem to agree in giving a large population number. The population seems to breed in large numbers, the sample that founded the laboratory population consisted of over a thousand individuals, was captured by sucking them into vials without moving out of a circle of two meters in diameter in a total time of three hours, at a time of the year (end of November) when the peak of the population (beginning of October) is past.

There is homogeneity of the gene frequencies of isozymes in the second chromosome and of the linkage disequilibrium between them over time and considerable distances (Briscoe and Maplica, manuscript in preparation). The 110 random crosses between lethal lines that were set up all showed complementation, if we allow a safety margin of $5 \%$ this would indicate an allelism $\leqslant .0268$, the minimum estimate of population number under those conditions is of 3,548. Unfortunately no early summer lethal complementation analysis is available.

When this sample, Mancha wild, is taken by itself, the same general pattern of associations is found, if anything clearer.

The comparison between observed and expected distributions of significance of tests is presented graphically in Figure 6, where the data have been grouped in four 25 per cent wide significance classes. It can be seen that at the two classifications level independence test (Figure 6a) there is a deviation from the expected distribution under independence hypothesis that is nearly significant $\left(G_{(3)}=6.780\right)$ and


Figure 6
Expected (dotted lines) and observed (solid lines) distributions of significances of tests in Mancha wild sample; $a, b, c$ independence tests, with two, three and four.classifications; d, $2 \times 2$ interaction tests.
that this deviation comes mainly from an excess of observations in the $\leqslant 25$ per cent significance class $\left(G_{(1)}=3.005\right)$. Deviations from the independence hypothesis become stronger as the number of classifications involved in it grows (Figure 6 b and $\mathrm{c}, \mathrm{G}_{(3)}=11.928$ and 22.553 for 3 and 4 classifications respectively). In contrast with the overall pattern no excess of observations in the conservative end of the distribution is found.

The deviation from the $2 \times 2$ interaction expected distribution (Figure 6d), though suggesting an excess of observations at the significant end class, fails to be significant itself (G) $=5.020$ ). Again, of the 74 possible $2 \times 2 \times 2$ interaction tests only three are allowed more than the observed configuration, and all those three are in their most probable configuration. When the data is pooled to two classes by classification, or when it is analyzed for interactions by the same method but without splitting it into $2^{n}$ tables, virtually the same results are obtained.

If the overfall samples comparison of the significance of the observed tests to their expected distribution is split between Mancha wild and the rest of the samples, as it is done in Table 8 , it can be seen that Mancha wild is the sample causing the excess of significant end class tests at all the levels, but more so when the number of classifications involved is high. Our results do not seem to confirm the statement of Mukai and co-workers (Mukai et al., 1974) that "namely. the small populations have more linkage disequilibria as theory predicts". It appears that the synergistic effect of whatever interactions are involved is confined mainly to the sample drawn from the largest of the populations in this study; this, is said with all the doubt attached to statements based on observations of a single population.

Table
Comparison between expected and observed distributions of the significance of the tests of independence in Mancha wild and the rest of the samples.

| $\begin{gathered} \text { No.of } \\ \text { classific- } \\ \text { ations } \\ \hline \end{gathered}$ |  |  | $\begin{gathered} \mathrm{Si}_{1} \\ 0-25 \end{gathered}$ | ifican $25-50$ | $50-75$ | $\begin{aligned} & \text { ses } \\ & 75-100 \\ & \hline \end{aligned}$ | $\begin{gathered} \text { Likelihood } \\ \text { ratio } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | Total | Exp. | 9.24 | 12.13 | 11.22 | 31.42 |  |
|  |  | Obs. | 13 | 8 | 8 | 35 | 4.372 |
|  | Mancha W. | Exp. | 2.29 | 2.28 | 3.07 | 7.37 |  |
|  |  | Obs. | 5 | 2 | 5 | 3 | 6.780 |
|  | Rest | Exp. | 6.95 | 9.85 | 8.15 | 24.06 |  |
|  |  | Obs. | 8 | 6 | 3 | 32 | 8.579 |
| 3 | Total | Exp. | 14.60 | 13.99 | 14.81 | 20.61 |  |
|  |  | Obs. | 16 | 11 | 9 | 28 | 5.854 |
|  | Nancha W. | Exp. | 4.81 | 4.47 | 4.68 | 6.05 |  |
|  |  | Obs. | 10 | 6 | 3 | 1 | 11.927 |
|  | Rest | Exp. | 9.80 | 9.52 | 10.13 | 14.56 |  |
|  |  | Obs. | 6 | 5 | 6 | 27 | 14.754 |
| 4 | Total | Exp. | 9.32 | 9.30 | 9.21 | 10.17 |  |
|  |  | Obs. | 12 | 4 | 5 | 17 | 10.666 |
|  | Mancha W. | Exp. | 3.72 | 3.73 | 3.75 | 3.81 |  |
|  |  | Obs. | 11 | 3 | 0 | 1 | 22.553 |
|  | Rest | Exp . | 5.60 | 5.57 | 5.46 | 6.36 |  |
|  |  | Obs. | 1 | 1 | 5 | 16 | 28.625 |

Can drift account for those results in Mancha wild? The within population guesses of this kind are usually based on the observed squared correlations between pairs of loci, either by plotting against recombination fractions (Charlesworth and Charlesworth, 1973; Langley et al., 1974) or by contrast against estimatesfrom the population size (Mukai et al., 1974), or by comparing the estimates of population numbers when estimated from each of those between pairs squared correlations (Charlesworth and Charlesworth, 1973).

Let us check first, the rough values of the possible contributions to the between pairs correlation in Mancha case. We have taken as squared correlation the value of the two locus (lethality has not been included) independence chi-squared ( $\mathbf{r} \boldsymbol{x}$ contingency table) divided by the number of chromosomes in the sample. For thls parameter the exact probability expectation over tests has been calculated, $E\left(r^{* 2}\right)=.0261$, actually not very different from its asymptotic value (.0248).

The value of the ratio of over populations expectation of the sum of the squares of all possible linkage disequilibrium values between two loci by taking one allele at each locus at a time, to that of the product of the heterozygosities at each locus, for neutral loci under the infinite alleles mutation model has been given by Hill (1975b) as approximately $1 /(4 \mathrm{Nc})(\mathrm{N}=$ population size, $c=$ recombination fraction) if Nc is large. Although Hill (ibid.) stated that the equality of this over populations ratio of expectations to the expectation of the ratio (above defined as $r^{* 2}$ ) over the segregating populations appear to hold less well in this case than in the case of two alleles per locus, we have used that expression to obtain a rough estimate of the expectation of this parameter. When the average recombination fraction between pairs of loci and the estimate of population number are substituted, the
resulting expectation is of . 0014 , that is one ordor of magnitude smaller than the above stated expectation from sampling.

It can be argued that the above roasoning has been based on average values when the loci are not evenly distributed along the chromosome, one of the pair of loci (Est-c - Odh, $c=.001$ ) being far more tightly however linked than the rest; $\underbrace{}_{\text {it is that pair which givos the smallest }}$ observed $r^{* 2}$ (.000608).

If this insignificance of the contribution of drift compared with sampling to the expectation of the squared correlation is accepted, the question of whether something also, apart from drift, is involved becomes the same as whother the differcnce between the observed value of that parameter (.0393) and the expected (.0261) is duc to sampling.

The reasons why wo think that this deviation is not the consequence of a sampling chance have been given before and are mainly based on the increasing departure from the null hypothesis of the several classifications independence tests. Since migration seems an unlikely candidate, selection will probably be the agent responsible. Those selective forces will, under two locus models, probably need to be very strong if the actual distances betweon our markers is considered, but that is not necessarily so under multilocus systems, as has been discussed in the first chapter, in which it was also pointed out that this is not to say that selection is the explanation for the maintenance of most of the variability, sinco if the asymptotic thoory of Frankiin and Lewontin (1970) holds the most we can say is that there is some selective force attached to the region in which our markers lio but not at how many of the loci in that region selection is applied. We can not even say that it is actually applied to the markers that are in linkage disequilibrium, but if our estimate of population size is not too wrong, the loci
subjected to it will probably lie very close to them, provided that distant bottlenecks have not helped in creating association of the selected. loci with the markers.

If, as a working hypothesis, the selective explanation is chosen, what type of selective forces may be involved? As previously discussed little is known of the interaction of selection and drift on linkage disequilibrium, and selection by itself can create multiple stable disequilibria, more so when several alleles per locus are considered (Feldman et al., 1975). However the temporal instability of the Mancha replicates, and the suggestion of between treatment differences, if the small population numbers in our estimates have not helped the shifting, seems more likely to be produced by an environmentally dependent type of selection rather than by a physiologically built in overall heterosis. This is further supported by the suggestion that the more consistent pattern is observed in the sample from the largest and wild population.

In our samples is not too uncommon to observe the presence of linkage disequilibrium between isozyme markers and lethality. Due to the lack of information about the distribution along the chromosome of lethals segregating in populations it is difficult to argue about the possible significance of that observation, but recent results on the mutability spectrum of naturally occurring mutator genes (Kidwell) et al., 1973) indicate that in the third chromosome, in some instances, a few genes can be subjected to very high mutation pressures, in which case our results could have some generality. Spurious heterosis can be attributed to neutral loci, due to association with detrimentals (Onta, 1971). Our results indicate that this can be the case even with the
high adult number yield of a population cage.
This latter argument nay be generalized, because of the lack of independence between lethality and loci when there are several of them involved, and not necessarily under low population number as the Mancha sample shows. Multiple locus observations of such selective-like patterns may just be a consequence of such types of associations, and in such a situation the selective pattern could become more strong as the number of loci get larger.

## Summary

Several samples of lines nearly isogenic for the third chromosome have been extracted, one from a wild population, and the rest from laboratory kept populations of Drosophila melanogaster. All these populations were practically inversion free for that chromosome.

The lines have been classified according to their electrophoretic mobility of isozymes at five loci on the third chromosome, and as lethal or viable according to the presence or absence of wild type individuals in them, The average distance between these isozyme loci is of 9.4 centimorgans.

In these samples a lack of fit was found between the expected and observed distributions of significance of the tests for the independence hypothesis, the departure from this hypothesis becoming larger as the number of classifications involved in the test increases.

This lack of validity of the independence hypothesis appears to be due to the associations between pairs of classifications. Associations at the three classification level do not contribute in any sizeable amount to the deviations from the independence hypothesis. No meaningful test for associations of order higher than this is possible with our sample sizes, and it is speculated that few, if any, of such measures have ever been obtained.

Population sizes were estimated from lethal allelism. Those estimates were of the order of hundreds for populations kept in the laboratory under conditions that are known to maintain a steady number of adults of the order of thousands.

There does not seem to be a positive relation between the low estimates of population sizes and the departure from the independence
hypothesis in our samples. Our only sample from a large size wild population shows a more clear cut pattern of departure from expectations than the laboratory populations.

It is argued that these results are probably due to selection operating upon the wild population. Nevertheless, in the present state of the theory, no precise guess of its strength, nor of the proportion of loci to which it is applied can be made. Consequently no claim of support is made either for the balancing or the random drift - mutation hypotheses. But, the suggestion remains that when several loci are considered, even if they are quite far apart on the chromosome, Independence among them is a dangerous assumption.

As one of the classifications in our study is viability, it is argued that observations of multiple loci selective-like patterns may just be a consequence of these associations, and, if our results are representative, this pattern could become stronger as the number of loci included in the observation gets larger.
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Four laboratory populataons of $D_{\text {, melanogaster }}$ were characterized at seven loci on the thint chromosone controlling biochenical polymorphisms. The populations - Kaduna, Pacific, Canberra and Stollenbosch differ in origin being from Nigeria, the Pacific coast of the U.S., Australia and south Africa rospoctively. The four stocks have been maintained for $33,17,13$ and 3 years respectively since their capture in large population cages in the laboratory. The foundation stocks for all of them wrere above 100 fomales excopt Kaduna where the number is not known. The number of individuals analyzed and the frequencies of the different alleles are given in the following Table。 A standing for the fastest anodic migrating form and tho others in this order within each locus, (Table on next page).

| Locus | Allelic form | Fopulations |  |  |  |  |  | Stellenbosch |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Kaduna |  | Pacific |  | Canberra |  |  |  |
|  |  | Flies scored | frequency | Flies scored | frequency | Flies scored | frequency | Flies scored | Prequenev |
| Idh | A | 80 | 1.0 | 34 | 1.0 | 30 | 1.0 | 29 | 1.0 |
| Est 6 | A | 184 | 0.31 | 100 | 0.74 | 100 | 0.73 | 101 | 0.35 |
|  | B |  | 0.69 |  | 0.26 |  | 0.24 |  | 0.65 |
| Psmin | 1 | ¢1 | 0.0 | 44 | 0.0 | 44 | 0.08 | 3 | $\bigcirc 0.3$ |
|  | B |  | 1.0 |  | 1.0 |  | 0.02 |  | 4, 8.5 |
|  | C |  | 0.0 |  | 0,0 |  | 0.0 |  | 0.12 |
| Cet C | A | 284 | $0 . r$ | . 200 | 0.0 | 300 | 0.0 | 164 | 0.15 |
|  | H |  | 1.i |  | 1.0 |  | 1.0 |  | 0.8. |
| Octh | A | 83 | 1.0 | 42 | 1.0 | 32 | 1.0 | 29 | 1.6 |
| $\lambda d i$ | A | S. 4 | 1.0 | 27 | 1.0 | 27 | 1.0 | 27 | 1. 0 |
| Al ciox | A | 8.5 | 0.0 | 47 | 0.0 | 39 | 0.0 | 36 | 0.01 |
|  | P |  | 0.0 |  | 0.0 |  | 0.0 |  | 0.18 |
|  | C |  | 1.0 |  | 1.0 |  | 1.0 |  | 6.7 |
| No. loci | i polyro | iic ! |  | 1 |  | 2 |  | 4 |  |
| Proportion of genome heterozygous per individual0.061 |  |  |  |  |  | 0.073 |  | 0.197 |  |
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It has been argued ${ }^{1}$ that natural selection acting on enzyme polymorphisms may be most clearly demonstrated by challenging polymorphic populations with an environmental additive acting as a specific substrate for the enzyme under study. Wills and Nichols ${ }^{2}$, for example, showed that, in their experimental conditions, heterozygote advantage at the octanol dehydrogenase locus in D. pseudoobscura depended on the presence of octanol in the food medium. Similarly, de Jong et al ${ }^{3}$ found that the amylase ${ }^{4,6}$ variant increased strikingly in frequency in populations of D. melanogaster moved from a sucrose to a starch-rich food medium. Amy ${ }^{4,6}$ is known to possess the highest in vitro activity on starch substrates of all common amylase variants ${ }^{4}$. We have examined the relationship between mortality and genotype at the alcohol dehydrogenase (Adh) locus when adult Drosophila are exposed to environmental ethanol.

Table 1. Adh genotypes among wild-caught D。melanogaster from a wine cellar and neighbouring rubbish tip

|  | $A d h^{F} / A d h^{F}$ | $\begin{aligned} & \text { h genotype } \\ & \text { Adh }^{\text {F } / \text { Adh }} \text { S } \end{aligned}$ | Adh ${ }^{\text {S }} / \operatorname{Adh}^{S}$ | $\begin{gathered} \text { Frequency of } \mathrm{Adh}^{\mathrm{F}} \\ \pm \text { s.e. } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| Wine cellar | 177 | 15 | 0 | $0.961+0.010$ |
| Rubbish tip | 152 | 37 | 3 | $0.888 \pm 0.016 *$ |

*The two samples differ significantly $P<0.001$

Wine cellars in Spain support extremely large populations of D. melanogaster that feed on, and breed in, the fermenting and maturing liquor ( $12-15 \%$ ethanol) impregnating floating mats at the surface of wine jars. Neighbouring rubbish tips and grape-skin composts also sustain populations. It seems probable that all the D. melanogaster within a town, and perhaps within a much larger region, form a single breeding unit, as we have observed considerable migration between
bodegas (wine cellars). Recent studies of lethal allelism have indicated that samples of D. melanogaster collected ar sites as much as 1.4 miles apart may belong to the same population ${ }^{5}$. We would therefore 'attribute any local differentiation op allele frequencies to selective values differing between sites, rather than to the sites representing independent discrete populations.

As might be expected, the Adh $F$ allele, whose enzyme product has a higher ethanol catalytic activity per individual than that of the Adh alternative, is at a high frequency ( $0.94-1.00$ ) in cellar populations throughout Spain (D.A.B., J-M.M. and A.R.. unpublished). The Adh ${ }^{\text {S }}$ allele is more favoured in non-cellar environments, being at a significantly higher frequency in a rubbish-tip sample than in our standard (Kancha) wine cellar, although the two sites are less than 1 ko apart (Table 1). Similarly, the frequency of Adh increases dramatically in laboratory populations bred from large ( $10^{4}$ adults)


Fig. 1 Mortality, the plos, for the the dolle genorypes when

 $A_{1} / h^{+} \cdot A_{d} / l^{t}$.

We have tested the proposition that alcohol is the major environmental factor maintaining a high frequency of $A d h^{F}$ in wine cellars by exposing adult flies to ethanol in a situation which mimics that confronting Drosophila entering a cellar and feeding on wine. Flies from the Mancha and Mandila population cages (which had been initiated 18 and 6 months previously with samples from two cellars 200 km apart), and from the standard Kaduna laboratory population, were placed in beakers. A Petri dish containing food (Edinburgh medium ${ }^{6}$ supplemented with ethanol to a concentration of $12.5 \%$ ) was fixed to the mouth of each beaker. The food was replaced every $2-3 \mathrm{~h}$ to maintain the concentration of ethanol. The Drosophila readily fed on this medium. Flies which died were removed and immediately electrophoresed to determine their Adh genotype. All individuals which survived were removed at 24 h and electrophoresed. No death occurred in controls in which the medium was supplemented with distilled water.

A typical mortality-time profile is shown in Fig. l. Mortality is expressed as a percentage [ (number of individuals of a given genotype dead after a given time/total number of that genotype in the sample) $x$ 100)]. It is clear that mortality occurred predominantly during the first few hours of exposure. Accordingly the results for all samples have been expressed as total mortality (\%) for each genotype after 24 h on ethanol food (Table 2). These data demonstrate a clear differential mortality between the genotypes, the $A d h^{S} / A d h{ }^{S}$ homozygote being significantly less resistant to alcohol poisoning than the heterozygote or $A d h^{F} / A d h^{F}$ homozygote. The resulting increases in the frequency of Adh ${ }^{F}$ (frequency in survivors minus frequency in the sample before treatment) are given in Table 2. Increasing the rate of feeding, and

Table 2. Mortality (\%) of the three Adh genotypes after 24 h exposure to ethanol food

| Population | $\mathrm{Adh}^{\mathrm{F}} / \mathrm{Adh}^{\mathrm{F}}$ | Adh genotype Adh ${ }^{F} /$ Adh $^{F}$ | $\operatorname{Adh}^{S} / \operatorname{Adh}^{S}$ | Increase in frequency of $A d h^{F}$ allele |
| :---: | :---: | :---: | :---: | :---: |
| Mandila <br> (starved) | 33.2 (211) | 34.5 (258) | 54.8 (62) | +0.0269 |
| Mancha <br> (starved) | 43.2 (229) | 45.6 (237) | 74.5 (51) | +0.0430 |
| Mancha (prefed) | 12.4 (145) | 16.5 (133) | 36.4 (22) | +0.0192 |
| Kaduna <br> (starved) | 68.2 (110) | 69.9 (103) | 91.7 (24) | +0.0612 |
| Kaduna <br> (prefed) | 25.3 (99) | 32.1 (109) | 45.8 (24) | +0.0278 |

Total numbers of each genotype in the sample are given in parentheses
hence of alcohol uptake, by starving the flies for 24 h in a humid chamber before treatment, significantly elevated the overall mortality.

In view of the strong selection against $\mathrm{Adh}^{\mathrm{S}}$ in the presence of ethanol it is surprising that this allele is present at all in wine cellars. Presumably some form of balancing selection acting at other stages of the life cycle, or gene exchange with non-cellar populations, maintains the low frequency. Note that Adh alleles are not in linkage equilibrium with respect to other loci in Spanish populations. $A d h^{S}$ being held in an inversion together with $\alpha-G p d h{ }^{F}$ (D.A.B., J-M.M. and A.R. unpublished). Selection for or against Adh ${ }^{S}$ therefore acts on the entire contents of the inversion, and conversely, selection at other loci within the inversion will influence the frequency of $A d h{ }^{S}$ 。 Nonetheless, we consider that the observed mortality differences between genotypes are due primarily to the Adh locus, and not to selection acting on a linked locus, as the results from the Spanish populations are strictly comparable with those from
the Kaduna population, ulicu lacks inversions and detectable linkage disequilibrium.

McKen\%ie and Parsons ${ }^{7}$ report thist Gew ialled to detect significant gene frequency difieregose at the Adt focus botween Australian wine cellars and ncighbourlis; hon-cellar sitss, and discount the alcohol dehydrogenase (AbH) systom as a componemit of acohol tolerance in D. molanogaster. Our results Lead us lo an opposite ronclusion. If the treatment described above is a reasonable refleetion of a natural situation we must conclude that the Acth phenotypo oxprossod in an individual fly is ar important componat of its ability to tolerate guvironmental alcohol ant, likewisc, atat aditut mortality in the presence of ethanol-rich food plays a mojor role in matntaining a predominance of the high-activity Adh alfelo in winc-celtax populations.

Table 2 also shows that, in texn; of suvival on wrhamol, the Adh ${ }^{\text {F }}$ allele is effectively dominant over the Noh alternative. This is at first sight surprising as all publisheci data, and wur own unpuhlished work, are in agrocmont that the in vitro Arli activity of Adh heterozygotrs does not deviate consistontly from the mint-point isotweon the
 activities of the Ach ${ }^{F}$ homozygote, heteroxygote and Anh nomozygote in the manchat and Kaduna proutations are 3.25:2.5t:3.00 and 1.91:1.41:1.00,
 the primary genc-product ievol but dronimance at the physiological level are, howevorg the grnero: sbservationi:, where date on induin errors of motabolism are available 15.13 . Furdere, fhi relitionship has been Shown to be a general expectation derifod fron theoretsual amalysos of
 ard the data prosented hois support clat praldet:ous.

Dominance may influence the maintenance of a polymorphism in two ways．First，directional selection in a single environment becomes increasingly ineffective as the recessive allele becomes rare，thus dominance protects the recessive allele from extinction when a population encounters an environment in which the rocessive is at a disadvantage．Secondly， should the dominance relationships be reversible under alternative conditions within a tomporally or spatially varying cnvironment，a marginal heterozygote advantage may rosult which could actively maintain the polymorphism．

We thank Norma Alexander for assistance．This work was supported by the A．R．C．and the Juan March Foundation．
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The Distribution of Lethal AlleLism in Finite populations
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It is shown that, under certain conditions, the distribution of lethal allelism in equilibrium populations is independent of the fitness of heterozygotes. For these conditions, an expression for the over-generation variance of allelism is given.

Population distribution functions of the frequency of chromosomes that are lethal when made homozygous and of the proportion of random heterozygous combinations between such chromosomes that are also lethal (referred to as the frequency of lethal allelism or allelic rate), have been given by Nei (1968) and by Robertson and Narain (1971), extending the work of Wright (1937). The formulation of these parameters and their distributions is of some importance as it provides relationships between population size, mutation rate, and allelic rate, which may be employed in the study and comparison of population structures.

Of particular interest is the situation when selection against lethal recessives in fact operates mostly through heterozygotes, that is, when the population number ( $N$ ) is much larger than $1 / 8 h^{2}$, where $h$ is the selection coefficient against the heterozygous carrier of the lethal
gene. Under this condition, the distribution of lethal frequencies can be approximated by
$\phi\left(q_{i}\right)=\left[(4 N)^{4 N u_{i}} / \Gamma\left(4 N u_{i}\right)\right] e^{-4 N h q_{i}}{ }_{q_{i}} 4 N u_{i}^{-1}, \quad(N e i, 1968)$

In this paper we show that in this case, the distribution of lethal allelism is independent of $h$. Further, we show that Nei's expression for the expectation of allelism is an exact consequence of his assumptions and not the approximation he considered it to be, and we derive an expression for the variance of allelism.

In the terminology of Nei:

$$
I_{g}(\text { Iethal allelism })-\Sigma_{i}{ }^{2} / Q_{1}{ }^{2}
$$

where $q_{i}$ is the frequency of the lethal form at locus $i$ and $Q_{1}=\Sigma q_{i}$. Both $I_{g}$ and $Q_{I}$ may be estimated from experimontal data:

$$
\hat{\mathbf{I}}_{g}=-\log \left(1-I_{c} Q^{2}\right) /[\log (1-Q)]^{2}
$$

and

$$
\widehat{Q}_{1}=-\log (1-Q)
$$

where $Q$ is the observed frequency of lethal chromosomes in the population and $I_{c}$ is the proportion of random heterozygous combinations of such chromosomes that are inviable. At equilibrium, $4 \mathrm{Nhq}_{i}$ and 4 NhQ are distributed approximately as gamma variates, $\varnothing\left(q_{i}\right)$ given in ( 1 ) above and

$$
\phi\left(Q_{1}\right)=\left[(4 \mathrm{Nh})^{4 \mathrm{NU}} / \Gamma(4 \mathrm{NU})\right] \cdot e^{-4 \mathrm{Nh} Q_{1}} \cdot Q_{1}^{4 N U-1}
$$

where $u_{i}$ is the mutation rate to the lethal form at locus $i$ and $U=\Sigma u_{i}$. It is assumed that has the same value for all loci capable of mutating to a lethal form.

Consider a single locus i segregating for its lethal form at a frequency $q_{i}$. Then, on the assumptions used by Nei and previous workers that the frequencies of lethal allcles at loci on the same chromosome are independent, the random variable $4 \mathrm{Nh}\left(\mathrm{Q}_{1}-q_{i}\right)$ is independent of $4 \mathrm{Nhq}_{i}$ and has a gamma distribution. The randon variable $\left.q_{i} /\left[Q_{1}-q_{i}\right)+q_{i}\right]$ then can be shown to have a bota distribution (see, e.f., Wilks, 1962, p.175) independent of the degree of dominance $h$ :

$$
\begin{equation*}
\varnothing\left(\frac{q_{i}}{Q_{1}}\right)=\frac{\left(q_{i} / Q_{1}\right)^{4 N u_{i}-1} \cdot\left(1-q_{i} / Q_{1}\right)^{4 N\left(U-u_{i}\right)-1}}{B\left[4 N u_{i} \cdot 4 N\left(U-u_{i}\right)\right]} \tag{2}
\end{equation*}
$$

One other straightforvard property of $\left(q_{i} / Q_{1}\right)$, and hence, of $g_{g}$, is $\operatorname{cov}\left(q_{j} / Q_{1}, Q_{1}\right)=0$. The allelism is uncorrelated to the lethality over generations.

From (2) follows

$$
E\left(\frac{q_{i}^{2}}{Q_{l}^{2}}\right)=\frac{4 N u_{i}\left[4 \mathrm{Nil}_{i}+1\right]}{4 N U[4 N U+I]},
$$

and

$$
E\left(I_{g}\right)=\frac{4 N u+1}{4 N U+1},
$$

where we have assumed that all loci have the same lethal mutation rate u. This exact derivation is congruent with the limit of Robertson and Narain's expression (1971, Fig. 5) and proves to be identical to Nei's approximation

$$
\hat{N}=\left(1-\hat{\mathrm{I}}_{\mathrm{g}}\right) /\left[4\left(\hat{\mathrm{I}}_{\mathrm{g}} \mathrm{U}-\mathrm{u}\right)\right]
$$

If 4 Nu is much smaller than 1 , then $E\left(I_{f}\right)$ becomes $1 /(4 N U+1)$, compared with $(1 / 2 n 4 N U+1)$ for complete recessives. Note that this expression is the same as Kimura's formula for the homozygosity of neutral alleles. Of courso, under this condition (2) becomes

$$
\emptyset\left(q_{i} / Q_{1}\right)=4 N U\left(q_{i} / Q_{1}\right)^{-1}\left(1-q_{i} / Q_{1}\right)^{4 N U-1},
$$

identical to the distribution of frequencies for noutral alleles (Kimura and Crow, 1964).

Let us consider now, as a whole, tho random variables $q_{i} / Q_{1}$, restricted by the condition $\Sigma_{i}\left(q_{i} / Q_{1}\right)=1$ 。 Their joint frequencydistribution is

$$
\begin{aligned}
\varnothing\left(q_{1} / Q_{L}, \ldots, q_{n-1} / Q_{1}\right)= & \frac{\Gamma(4 N U)}{\Gamma\left(1 N u_{1}\right) \ldots \Gamma\left(4 N u_{n}\right)} \\
& \times\left(q_{1} / Q_{1}\right)^{4 N u_{1}-1} \ldots\left(q_{n} / Q_{1}\right)^{4 N u_{n}-1} d\left(q_{1} / Q_{1}\right) \ldots d\left(q_{n-1} / Q_{1}\right),
\end{aligned}
$$

where $q_{n} / Q_{1}=1-\left(q_{1} / Q_{1}\right)-\ldots-\left(q_{n-1} / Q_{1}\right)$.
Direct application of Dirichlet's integral rules (see, e.g.
Whittaker and watson, 1962, p.259) reproduce the marginal distributions (2) and allows the calculation of
$E\left[\left(q_{i} / Q_{1}\right)^{k}\left(q_{i} / Q_{1}\right)^{L}\right]=\frac{\left(4 N u_{i}+K\right)\left(4 N u_{i}+L\right)(4 N U)}{\left(4 N u_{i}\right)\left(4 N u_{i}\right)(4 N U+k+L)}$
Therefore, the variance over generations of lethal allelism will be

$$
\begin{aligned}
& V\left(I_{g}\right)=V\left(\Sigma_{i}{ }^{2} / Q_{1}{ }^{2}\right)=\Sigma_{i} E\left(q_{i}{ }^{2} / Q_{1}{ }^{2}\right)+\Sigma_{i} \neq \Sigma_{i} \operatorname{cov}\left(q_{i}{ }^{2} / Q_{1}{ }^{2}, q_{i}{ }^{2} / Q_{1}{ }^{2}\right) \\
& =n E\left(q_{i}{ }^{4} / Q_{1}{ }^{4}\right)-n^{2} E^{2}\left(q_{i}{ }^{2} / Q_{1}{ }^{2}\right)+n(n-1) E\left[\left(q_{i}{ }^{2} / Q_{1}{ }^{2}\right)\left(q_{i}{ }^{2} / Q_{1}{ }^{2}\right)\right] \\
& =2 \frac{4 \mathrm{Nu}(4 \mathrm{Nu}+1)(\mathrm{n}-1)}{(4 \mathrm{NU}+3)(4 \mathrm{NU}+2)(4 \mathrm{NU}+1)^{2}}
\end{aligned}
$$
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SUMMARY

Different genotypic frequencies in males and females were detected at the autosomal alcohol dehydrogenase locus in a laboratory population of Drosophila melanogaster. This effect was found only in a cage where food medium was supplied in vials, rather than standard 250 ml food pots, and was stable over the five-month period of study. The data demonstrate the occurrence of differential additive selection in opposite directions in the two sexes which can maintain a polymorphism, albeit under rather restricted conditions.

## INTRODUCTION

The major selective mechanisms which have been proposed to account for the maintenance of genetic polymorphism are heterozygote advantage, frequency and density dependent selection, environmental heterogeneity and selection in opposite directions in the two sexes. Although differential selection in the sexes has been explored theoretically [Li, 1967], there is a scarcity of data which would allow evaluation of its importance as a mechanism of balancing selection. During investigations of the alcohol dehydrogenase [Adh; II: 50.1] polymorphism an example of this mode of selection was encountered in a sample of the Kaduna laboratory population of Drosophila melanogaster which had been transferred to an alternative culture regime.

## 1. MATERIALS AND METHODS

The Adh genotypes of individual adult flies were determined by horizontal starch gel electrophoresis using a Tris-versene-borate continuous buffer system pH 8.0 [Shaw and Prasad, 1970].

The standard Kaduna strain is maintained as a large cage population $[N \approx 5000$ adults $]$ which is cultured by the addition to the cage each week of one 250 ml pot of food medium [Edinburgh medium, UFAW Handbook, 1967]. During the course of investigations of natural selection acting upon sternopleural chaeta score J.G.C. Spiers established a second population of the strain by transferring large numbers of adults from the standard population to an identical cage in which only the regime of food-supply differed. In this cage the weekly food pot was replaced by the addition every second day of two 3 x 1 inch vials, each containing 5 ml . of medium. Under this regime competition between larvae was severe, adult body size was reduced and the population size
was lamited to $2,500-3000$ adults. Samples of adult flies taken from this cage approximatoly one year after its foundation [samplo 1 in Table 2] and at monthly intervals thereafter [samples 2-5] provided material for the study of possible selection at the Adh locus in the Kaduna population in an environment which differed substantially from that of the standard cage.

## 2. RESULTS

Table 1 shows the distribution of $A d h$ FF, FS and $S S$ genotypes among male and fomale adults which emerged from a standard cage food pot. There is no significant difference in gene or genotype frequency between the sexes. Deviations of observed numbers from Hardy-Weinberg expectations are extremely small although in both sexes there is a slight excess of heterozygotes. There i.s thus no evidence of differential egg-adult viability between the genotypes when cultured in a standard food pot.

In contrast, the distributions of genotypes among male and female adults sampled from the vial cage demonstrate clear evidence of the action of natural sclection, [Table 2]. Between - sample heterogeneity within each sex is not significant $\left[\operatorname{males} X^{2}(8)=6.1, p>0.5\right.$; females $\left.X_{(8)}^{2}=8.9, p>0.3\right]$ and the rather small samples have therefore been pooled. Gene and genotype frequencies differ markedly between the sexes. This differonce is consistent over all five samples and is highly significant $\left[X_{(2)}^{2}=23.5, p<0.001\right.$ comparing the poolod data for males and females]. It is noteworthy that the contribution made to this chi-square by betwoen - sex differencos in heterozygote frequency is extromely small, thus the selection must act differentially only upon homozygotes. Further the final row in Table 2 indicates that
selection acts such that post-selection genotype frequencies within a sex simulate Hardy-Weinberg proportions for the gene frequency within that sex.

Two further comments may be made. Girst, sample 4 was obtained by collecting adult flies as they eclosed from the food vials. As this sample is statistically homogenous with the remaining samples which were taken as flying adults, it may be concluded that selection acts between zygote formation and eclosion. Secondly, conditions within the vial cage have a gross effect upon the total numbers of males and females. The male/female ratio among emerging adults is approximately 1.4:1 and among flying adults 2:1.

## 3. DISCUSSION

It is clear that the new environment imposed by the culture regime in the vial population cage has revealed selective forces acting upon the Adh polymorphism which are not evident under standard cage conditions.

A simple algebraic model, which adequately represents the action of natural selecticn in the vial population, is outlined in Table 3. This symmetrical model has a single stable equilibrium point at $p(F)=q(S)=0.5$ in the gamete pool, with an excess of heterozygotes among the zygotes produced each generation. This predicted equilibriumb point is in good agreement with the observed frequency averaged over the two sexes, $p(F)=0.506, \quad[c f$. the standard cage where $p(F)=0.664]$. Further, the proposed additive selection in opposite directions in males and females is concordant with the observation that heterozygote frequencies do not differ between the sexes, and the observation that genotype frequencies within a sex are in apparent conformity to HardyWeinberg proportions. An assumption of additivity of petive
coefficients is not unreasonable when consjdoring a locus such as Adh whore the enzyme sperific activity of the heterozygote is midway between those of the homozyyotes [Gibson, 1970]. Howevor, some caution must be oxercised in making the assumption as the $F$ alleld can bo effectively dominant over the $S$ alternative whon adult lifos are exposed to ethanol as an environmental stress [Briscoe, Robertsor and Matpica, 1975 ].

A further important assumption, inherent in the above interpretation of the data, should be emphasised. It has beon assumed that the reproductive capabilities of the adult brosophila were indrpendent of their Adh genotypes. If a disproportionato number of SS males and FF females were non-reproductive then the observed difieronce between the sexes would be more apparent than real.

At equilibrium $p(F)=0.5, \quad x=0$ and $x+y: 1$. Rearrangomont of the model then allows an approximate costimation of the value of $S$ neces:sary to majntain the obscrvod difforence between adult male and fomale gene froquencies. Thus $\mathrm{S}=\frac{1-2 x_{2}}{1-2 x^{2}} 0.2$ whero $x=0.44$. Selection coefficients of this magnitude are surprising and, although they may bo tolorablo in a population such as the vial caro whore larval mortadity is extremely high, they must be considorod ats atypical for an average locus in a natural population and cortainly could not oporate at more than a few loci simultancously.

In any study of a single locus it is djfficult to discriminate between soloction at that locus and solection acting upon a noighbouring gene or genes linhod in disequilibrium. Thore are insurficiont onzyme marker tooi segregating in the Kaduna population lo tost for linkage disequilibrium although tho Adh alleles have been shown to bo in equilibriu
with lethal genes on the second chromosome [Malpica, unpublished results]. However, that the selection described above is probably acting directly on the Adh locus is supported by the observation that a small sample of adult flies from a vial cage of the totally independent Mancha population displayed a similar genotype frequency difference between the sexes, no difference being detectable in a standard pot-cage of this strain.

It is only possible to speculate upon the environmental factors giving rise to the observations. Fitnesses of Adh genotypes are certainly highly sensitive to environmental disturbances. For example, temperature shock [Johnson and Powell, 1974] and exposure to ethanol [Briscoe, Robertson and Malpica, 1975] exert strong differential effects on adult mortality. We have detected a major temporal environmental change, reflected in pH , which differs between the standard and vial food containers and which may be implicated in the present observations. For the first 7 days the pH of medium in a standard food pot remains low ( pH 4.5 ), yeast grows actively and alcohol is generated. As excreta accumulate, and yeasts are succeeded by bacteria as the major mieroflora, pH rises gradually to pH 7.8 by day 18 , the food pot being removed from the cage at day 2l. In contrast the pH rise in food vials in a cage is extremely rapid, rising from pH 4.5 to pH 7.5 between days 6 and 7. Thus most larvae which survive to adulthood in the vial cage experience a rapid environmental change during their third instar stage. We have previously found indications of positive correlations between pH and the survival of FF females and SS males, [although the correlation was only just significant for females and nonsignificant for males], (Briscoe, l973). These observations are, at least, in the same direction

It is hot susgersisted that differential sterentom in the sexes phays a na, bos rolu fit the majntername of the Adh polymotiphism in wild populations, it sexms moro likely to bo rathor sprifife to tho partioular food merinum and micerorganisin onvironment smoomberod an fhis cultura regimo. lhawovor, bhe datat do highlight the oxucial jumotance of the envirmament is the deternination of tho moris ame intem:ity ot matural
 may be apporobily selectively neutral in one onviromment yot domonstrato clearly the witerts of solection under altornative eonditions.
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Table 1. Adh Genotypes in the Standard Kaduna Population Cage

Adh Genotypes

|  | $\hat{c}^{*}$ |  |  |  | 오오 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Genotype | F F | I'S | SS | $p(F)$ | FF | FS | SS | $\mathrm{p}(\mathrm{F})$ |
| Observed | 713 | 731 | 171 | 0.668 | 703 | 739 | 184 | 0.660 |
| Expected* | 720.2 | 716.6 | 178.2 | 0.668 | 707.4 | 730.2 | 188.4 | 0.660 |

Table 2. Adh Genotypes in Five Samples from the Kaduria Vial Population Cage

| Sample | $\sigma$ |  |  |  | 9 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | FF | FS | SS | $p(F)$ | FF | FS | SS | $p(F)$ |
| 1 | 1.4 | 32 | 26 | 0.417 | 22 | 34 | 16 | 0.542 |
| 2 | 1.6 | 48 | 32 | 0.417 | 40 | 44 | 16 | 0.620 |
| 3 | 8 | 20 | 17 | 0.400 | 14 | 25 | 6 | 0.589 |
| 4 | 36 | 79 | 52 | 0.452 | 36 | 60 | 29 | 0.528 |
| 5 | 11. | 28 | 9 | 0.521 | 1.5 | 28 | 5 | 0.604 |
| Pooled | 85 | 207 | 136 | 0.440 | 127 | 191 | 72 | 0.572 |
| Exp。* | 82.9 | 210.9 | 134.2 | 0.440 | 1.27 .2 | 1.91 .1 | 71.7 | 0.571 |

* Numbers expected from llardy-Weinberg proportions for the gene frequency observed within each sex.

Note: Although the male/f, ..ile sex ratio in all samples was approximately 1.5-2, roughly equal numbers of each sex were used for electrophoresis.

Table 3. A Modrl of the Action of Natural solection in the katuma Via] Population。

|  | 1, ${ }^{7}$ |  |  | Pi |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Genotype | Hf | FS | SS | F'F | FS | ss |
| Zygotic <br> frequency | xy | $\begin{gathered} x(1-y) \\ \dot{1} \\ y(1-x) \end{gathered}$ | $(1-x)(1-y)$ | xy | $x(1-y)$ <br> $y(1-x)$ | $(1-x)(1-y)$ |
| Pitness | 1-2 5 | 1-8 | 1 | 1 | 1-S | 1-2s |

$\Delta x \frac{-2 S x^{2}+x(11 S)+y(S-1)}{2(1-S(x+y))}$


$$
y=n \quad " \quad " \quad " \quad " \quad "
$$


[^0]:    ${ }^{+}$The letters between brackets stand for the population from which the sample has been extracted $M W=$ Mancha wild, $M S=$ Mancha standard food replicate, MAl (2) = Mancha alcohol replicate l(2), St $=$ Stellenbosch $\cdot R=$ Rindevella. $A=$ Amhers

