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Abstract

TheLHCb experiment (CERN) will offer a precise hadronic probe with

which to studyCP violation, rare decays and possible New Physics

(NP) effects occurring in theb-system. Contained within the vast

physics program is a dedicated and intense effort to measurethe CP
violating weak mixing phase,βs. This phase, observable in the neutral

Bs-system, presents a sensitive indicator toNP occurring at the TeV

scale.

This phase appearing through the theoretically cleanb̄ → c̄cs̄ quark-

level transition, can be measured precisely usingBs → J/ψφ decays.

The analysis ofBs → J/ψφ decays requires using its decay angular

information to separate out theCP eigenstates. The sensitivity toβs can

then be extracted from the angular differential rates for this mode. This

thesis presents the selection and reconstruction of this decay channel,

analysis of the background specific to this channel and the method for

fitting the data to extractβs.

Previous studies within the collaboration have shown theβs sensitivity

using a reduced angular expression for the decay rates. By studying

the full angular expression, we find both a quantitative and qualitative

improvement in the precision with whichβs is obtained: the precision

improves by approximately 20%, from± 0.027 to± 0.022 radians. In

addition, we find it is possible to extract theb-tagging parameter from

data itself, which aids to minimise the overall systematic effect. This

thesis, in preparation for data taking at theLHCb, presents this expected

improvement in measuringβs.
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1
Introduction

Shortly after the Big Bang, a mechanism unsettling the matter/anti-matter symmetry came into

effect which ultimately shaped the universe we see today. The question why the magnitude of

this asymmetery remains so large — the baryonic asymmetry iscalculated to beO(10−10) [1] —

still remains unanswered, and finding an explanation continues to be an important research topic

in modern particle physics. Within the Standard Model (SM) of particle physics, it is linked

to the effect known asCP violation (��CP), that we observe in weak interactions. Indeed, the

requirement ofC andCP1 violating interactions was one of the three conditions postulated by

the physicist Andrei Sakharov (1967) to explain the asymmetry; the other two conditions being:

2. that baryon number conservation is violated. This condition is necessary, otherwise the same

number of baryons and anti-baryons in each reaction would becreated and destroyed.

3. a deviation from the thermal equilibrium. In thermal equilibrium, the density depends only

on the temperature and the mass, which is the same for particles and antiparticles under

CPT theorem2.

Together, these three conditions provide the possibility for a universe initially containing

equal amounts of matter and antimatter to evolve into a matter dominated universe.

The discovery ofCP violation through weak interactions dates back to the early1960s with

the first observation in the kaon system throughKL → π+π− decays [2]. Until recently the

only evidence ofCP violation was in the kaon system. However, in the last decadeor so, there

has been huge experimental effort to further exploreCP violation in the quark flavour sector of

the Standard Model throughB mesons. The first observation ofCP violation outside the kaon

system was in 2001 by the B factories,BaBar andBelle, with the measurement ofsin(2βd)

from Bd → J/ψ(µ+µ−)Ks decays [3, 4]3. In addition to this, the Tevatron has also been in-

vestigatingCP violation mainly withB mesons, with theCDF experiment recently showing the

possibility forCP violation to occur in theBs system [5, 6].

1CP here refers to the combination of the charge-conjugation (C) and parity (P) transformation respectively.
2T here is called the time reversal operator. When applied to a quantum state it reverses the time coordinates.
3Hereβ refers to an angle within the unitarity triangle, shown in Figure 2.1. BothBaBar andBelle operating at

theΥ(4S) resonance have analysed ofO(108) B0
d meson pairs.



CHAPTER 1. INTRODUCTION

The interest of studyingCP violation beyond the current experimental energies of theB

factories and the Tevatron, is because of the expectation offinding new sources of physics: new

sources ofCP violation for instance, or unravelling the flavour and/or fermion mass structure

of theSM. At the energy scale of the Large Hadron Collider (LHC), O(14TeV), we anticipate

these phenomena to reveal themselves.

One of the interesting places to search for new physics will be throughBs → J/ψ(µ+µ−)–

φ(K+K−) decays. Indeed, this channel is often regarded as one of the “golden” modes due to

its experimentally clean signature and its immediate signal for new physics contributing through

Bs mixing. This channel will provide the main focus for this thesis. One of the primary objec-

tives of theLHCb experiment (CERN’s dedicatedb physics experiment) will be to measure the

weak mixing phase−2βs within this decay. TheLHCb experiment provides an excellent envi-

ronment with which to make this measurement, including several key subdetectors important for

reconstructing this channel: the VELO, the RICH and the MUONsystems. A description of the

LHCb experiment and each of its subdetectors is given in chapter 3.

Reconstruction of theBs → J/ψφ channel requires knowledge of the background specific

to it. The background which presents a danger includes generic bb̄-inclusive events and prompt

decays, includingJ/ψ. Understanding this background allows us to develop a set ofdiscrimi-

nating variables to help cut away this background. One of themost powerful variables for doing

this was found to be the transverse momentump⊥ of the muons and kaons, this and the other dis-

criminating variables used are presented in chapter 4. Besides the traditional cut based approach,

the use of multivariate classifiers to help discriminate signal from background was investigated.

In this thesis, the Boosted Decision Tree classifier (BDT) was found to give optimal separation

of our signal with respect to promptJ/ψ background.

A complication of theBs → J/ψφ decay arises due to its final state being one of two dif-

ferent possibleCP eigenstates. In order to extract any physics from this decaywe first need to

disentangle this admixture of states, which can be achievedon a statistical basis using the decay

angles:θtr, φtr andθφ associated with theBs → J/ψφ decay. With the decay angles (defined in

section 2.6) and the propertime of theBs, we can then perform a time dependent angular analysis

to extract the physics parameters of interest, specifically−2βs.

Previous studies within theLHCb collaboration have done this using only one of these an-

gles. In this thesis, we used all three angles to extract the sensitivity to −2βs using the full

angular differential decay rate expressions, given in chapter 2. The sensitivities were then ex-

tracted from fast (toy) Monte Carlo simulations, using as input the results from previous studies

on fully simulated data: yields, background levels, resolution and flavour tagging. The results

obtained are presented and compared to that of the one angle analysis in chapter 6.
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2
The Standard Model andCP violation

The Standard Model (SM) of particle physics encapsulates our current knowledge ofthe funda-

mental building blocks of matter and the forces acting between them. As summarised in Table

2.1, theSM is experimentally well tested and established.

The bosons mediating the forces fall into two groups at the current level of understanding:

the photonγ, theW± and theZ0 mediating the electroweak interactions and the gluonsg me-

diating the strong interaction. The strong force is described by a theory known as Quantum

ChromoDynamics (QCD) and is responsible for binding quarkstogether into hadrons.

Leptons Quarks Force Carriers
Particle Mass (MeV/c2) Q/e Particle Mass († MeV/c2 Q/e Gauge Q/e Force

††GeV/c2) Boson

G
en

er
at

io
ns

1s
t νe < 2.2×10−6∗ 0 u †2.55+0.75

−1.025 2/3
S

tr
on

g

e− 0.511±(1.3×10−8) -1 d †5.04+0.96
−1.54 -1/3 g -

2n
d νµ < 0.19∗∗ 0 c ††1.27+0.07

−0.11 2/3
µ− < 105.66±(4.0×10−6) -1 s †104+26

−34 -1/3 γ 0

E
le

ct
ro

w
ea

k

3r
d ντ < 18.2∗∗ 0 t ††171.2±2.1 2/3 Z 0

τ− 1777.0±0.17 -1 b ††4.20+0.17
−0.07 -1/3 W ±1

Table 2.1: Properties of the elementary particles in theSM taken from [7]. Here,∗ indicates the
Confidence Level (CL) at 90%and ∗∗ the CL at 95%.

Electroweak interactions fall naturally into two classes:charged and neutral currents. In-

teractions exchanging aW± boson are described by charged currents, while those interactions

exchanging a neutralZ0 boson yield neutral currents. Interactions which allow transformations

of one species of quarks (known as flavour) into other speciesare called flavour changing pro-

cesses. The main interest in this thesis will be on charged currents entering the Electroweak

Lagrangian.



CHAPTER 2. THE STANDARD MODEL AND CP VIOLATION

2.1 Electroweak Lagrangian

The Standard Model Lagrangian has two distinct parts: the QCD and the Electroweak La-

grangian. Accordingly, we can distinguish between two types of theoretically possibleCP viola-

tion: CP violation originating from the strong interaction Lagrangian, which is usually referred

to as the strongCP problem, andCP violation occurring in the Electroweak Lagrangian. The

Lagrange density describing Electroweak interactions canbe written symbolically as:

LEW = L(f, g) + L(f,H) + L(g,H) + L(g) − V (H) (2.1)

Where in the notation above:

• f : corresponds to the fermions in the theory; quarks and leptons.

• g: corresponds to the gauge bosons,~W andB, before Spontaneous Symmetry Breaking

(SSB).

• H: corresponds to the Higgs doublet, introduced in equation (2.3).

Of the terms in equation (2.1) onlyL(f,H) is found to violateCP , the other terms areCP
conserving.1 All the known CP violation resides in theL(f,H) Lagrangian, which describes

interactions of the fermions with the Higgs doublet. The Lagrangian takes the form:

L(f,H) =
3∑

j,k=1

[

Y u
j,k(q̄

u, q̄d)j,LH
cquk,R + Y d

j,k(q̄
u, q̄d)j,LHq

d
k,R + h.c.

]

. (2.2)

whereqL and qu/dj,R describe the left handed2 quark fields arranged intoSU(2)L doublet and

singlet fields. The termsY u/d
j,k appearing in equation 2.2 are the Yukawa coupling constants.

Due to the Lorentz invariance of each term in equation (2.2),the Yukawa couplings are arbitrary

complex numbers in theSM. The scalar fields,H(c), given in equation (2.2) are defined as:

H =

(
φ+

φ0

)

, Hc ≡ iσ2H
⋆ =

(
(φ0)⋆

−φ−
)

, (2.3)

and denote the Higgs doublet and its charge-conjugate respectively. The Higgs doublet represents

four real scalar fields, which may be introduced asφ+ = 1√
2
(φ1 + iφ2) andφ0 = 1√

2
(φ3 + iφ4).

BothH andHc transform3 as doublets underSU(2)L.

1As mentioned earlierCP violation may enter into the QCD Lagrangian, however it has yet to be experimentally
verified [8].

2All particles in theSM acquire both right and left chirality (or handedness); apart from the neutrino which is
found to exist only in left handed states.

3The action ofSU(2)L onHc is: Hc → ei(~α·~σ)Hc = U(~α)Hc.
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Spontaneous symmetry breaking and mass

Under Spontaneous Symmetry Breaking (SSB), the mechanism4 by which the gauge bosons and

fermions in equation (2.2) acquire mass, the scalar fieldφ0 becomes perturbed by an amount

φ0 → φ0 + v. The amount by whichφ0 is shifted is a real number and is called the vacuum

expectation value of the field. The three scalar fieldsφj (with j ∈ {1 , 2 , 3} are absorbed by

theW± and theZ bosons which consequently become massive. The essential point afterSSB is

that inL(f,H) only terms involving the fieldφ0 remain:

L(f,H) SSB−−→−∑3
j,k=1

[

Mu
j,kq

u
j,Lq

u
k,R +Md

j,kq
d
j,Lq

d
k,R + h.c

]

(1 + 1
vφ

0) (2.4)

where the termsMu/d
j,k appearing in equation (2.4) are called the quark mass matrices and are

defined as:

Mu
j,k = − v√

2
Y u
i,k, Md

j,k = − v√
2
Y dj,k.

Due to the three generations in theSM these are 3× 3 matrices in flavour space.

In the discussion so far we have been dealing with non-physical, i.e massless fields. But

when describing the dynamics of elementary particles, we need to express the fields given in

equation (2.4), in terms of the physical fields. This is achieved by diagonalising the quark mass

matricesMu andMd:

UuLMuUu†R = Du =






mu 0 0

0 mc 0

0 0 mt






UdLMdUd†R = Dd =






md 0 0

0 ms 0

0 0 mb




 (2.5)

Here,Uu/dL,R denote unitary matrices5 which multiply the mass matrixMu/d from the left and right

respectively. The matricesDu,d are diagonal 3× 3 matrix, with the quantitiesmu,md, . . . in

equation (2.5), denoting the eigenvalues of the mass matrices, i.e. the quark masses. Substituting

4It is the Higgs mechanism [9] that gives the quarks their massin theSM; this mechanism assumes a scalar field
called the Higgs field is present in the vacuum that can slow down some (otherwise massless) elementary particles.
Such particles then become massive particles travelling atspeeds less that the speed of light. Other particles - like the
photon - are immune to this field: they don’t slow down and theyremain massless. Although the Higgs field is not
detectable, accelerators with sufficient energy and luminosity, will hopefully discover the Higgs particle.

5Unitarity of UL,R implies thatUL,RU†
L,R = 1.
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equation (2.5) into equation (2.4) gives for the up-type quarks:

q̄uj,LM
u
j,kq

u
k,R = q̄uLM

uquR

= q̄uLU†
LUuLMuU†

RUuRquR
= UuLquLDUuRquR

= UuLquL






mu 0 0

0 mc 0

0 0 mt




UuRquR (2.6)

A similar expression is obtained for the down-type quarks. Thus the physical fields, entering

LagrangianL(f, g) given in equation (2.1), can be expressed as:

q
u(d),phys
L = Uu(d)

L q
u(d)
L = Uu(d)

L






u(d)L

c(s)L

t(b)L




 ,

q
u(d),phys
R = Uu(d)

R q
u(d)
R = Uu(d)

R






u(d)R

c(s)R

t(b)R




 . (2.7)

Expressed in terms of the physical fields, the neutral currents are found not to mix quark flavours

in theSM. This important feature is describe by the Glashow-Illiopoulos-Maiani (GIM) mech-

anism [10], which is further discussed in Appendix A. Extensions of theSM often encounter

difficulties in this respect by predicting FCNCs larger thanthe observational bounds. From equa-

tion (2.2), the charge currents can be expressed as:

Lcc ≡ W+q̄uLγ
µqdL + h.c.

= W+q̄u,physL γµUuLUd†L q
d,phys
L + h.c.

= W+q̄u,physL γµVCKMq
d,phys
L + h.c.

= W+Jµcc + h.c, (2.8)

with VCKM ≡ UuLU
d†
L andJµcc denoting the charge current:

Jµcc ≡ (u, c, t)Lγ
µ






Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb











dL

sL

bL






L

(2.9)

The matrixVCKM , often referred to as the Cabbibo-Kobayashi-Maskawa (CKM) matrix [11],

is unitary following the requirements of unitarity for theUu/d matrices in equation (2.5). Each

complex element,Vij , in VCKM expresses the coupling of theith up-type quark to thejth down-

type quark and as such represents the mixing of the quark flavours within theSM.
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Parametrisation of the CKM matrix

Since theCKM matrix is 3× 3 and contains complex elements it has, in principle, eighteen free

parameters. The condition of unitarity imposes nine additional constraints onVCKM leaving

only nine free parameters. In general given aN × N complex unitary matrix,N(N − 1)/2

of its elements may be taken as Euler angles, which are introduced when dealing with rota-

tions in anN dimensional Euclidean space. The remaining parameters of which there will be

N2 − N(N − 1)/2 are called phases. Therefore, the nine free parameters of the CKM matrix

will be expressed in terms of three Euler angles and six phases.

To understand how to deal with the phases appearing inVCKM , it is necessary to realise that

for CP conservation in equation (2.8), theCKM matrix must be real. This is because in quantum

field theory, and indeed quantum mechanics in general, what matters is not the absolute phases

but the relative phases of the different fields6. The phases entering the fields in equation (2.8) are

arbitrary and can be redefined without changing the physics as follows:

uL → eiφ(u)uL, cL → eiφ(c)cL, etc

dL → eiφ(d)dL, sL → eiφ(s)sL, etc (2.10)

Whereφ(x), x = u, c, · · · , d, s, · · · are arbitrary real numbers. In general there will be2N

such quantities. Under the quark field rephases given in equation (2.10), theCKM matrix can be

expressed as:

VCKM →






e−iφ(u) 0 0

0 e−iφ(c) 0

0 0 e−iφ(t)











Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb











eiφ(d) 0 0

0 eiφ(s) 0

0 0 eiφ(b)






=






ei(φ(d)−φ(u))Vud ei(φ(s)−φ(u))Vus ei(φ(b)−φ(u))Vub

ei(φ(d)−φ(c))Vcd ei(φ(s)−φ(c))Vcs ei(φ(b)−φ(c))Vcb

ei(φ(d)−φ(t))Vtd ei(φ(s)−φ(t))Vts ei(φ(b)−φ(t))Vtb.




 (2.11)

Of the phase differences (φ(j)−φ(k)) appearing in equation (2.11), five are linearly independent

and can be freely rotated away by choosing:

Vud ≥ 0 Vus ≥ 0 Vub ≥ 0 Vcd ≤ 0 Vtd ≤ 0 (2.12)

However the last remaining phase cannot. This remaining phase, denoted byδ, becomes our

source ofCP violation in the Standard Model. SinceVCKM is unitary,V †
CKMVCKM = VCKMV

†
CKM =

6From quantum mechanics the phase of a wavefunction is not a measurable quantity. A wavefunctionψ and
eiηψ, whereη is a real number, are physically equivalent.

33



CHAPTER 2. THE STANDARD MODEL AND CP VIOLATION

1, a set of twelve equations given by
∑

k VkiV
∗
kj = δij can be obtained:

rows 1× 1 uu : |Vud|2 + |Vus|2 + |Vub|2 = 1, (2.13)

rows 2× 2 cc : |Vcd|2 + |Vcs|2 + |Vcb|2 = 1, (2.14)

rows 3× 3 tt : |Vtd|2 + |Vts|2 + |Vtb|2 = 1, (2.15)

columns 1× 1 dd : |Vud|2 + |Vcd|2 + |Vtd|2 = 1, (2.16)

columns 2× 2 ss : |Vus|2 + |Vcs|2 + |Vts|2 = 1, (2.17)

columns 3× 3 bb : |Vub|2 + |Vcb|2 + |Vtb|2 = 1, (2.18)

rows 1× 2 cu : V ∗
udVcd + V ∗

usVcs + V ∗
ubVcb = 0, (2.19)

rows 1× 3 tu : V ∗
udVtd + V ∗

usVts + V ∗
ubVtb = 0, (2.20)

rows 2× 3 tc : V ∗
cdVtd + V ∗

csVts + V ∗
cbVtb = 0, (2.21)

columns 1× 2 sd : V ∗
udVus + V ∗

cdVcs + V ∗
tdVts = 0, (2.22)

columns 1× 3 bd : V ∗
udVub + V ∗

cdVcb + V ∗
tdVtb = 0, (2.23)

columns 2× 3 bs : V ∗
usVub + V ∗

csVcb + V ∗
tsVtb = 0. (2.24)

The twelve unitary relations and five inequality relations given above, lead to the canonical form

for theVCKM [12]. From its canonical form, we can obtain many other possible parametrisa-

tion of VCKM [13]. We will look at two parametrisations: the standard parametrisation, which

has been adopted by the Particle Data Group (PDG), and the Wolfenstein parametrisation. The

standard parametrisation can be defined by introducing the termscij = cos θij andsij = sin θij

(i, j = 1, 2, 3) such that:

VCKM =






c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −s23c12 − s12c23s13e

iδ c23c13




 , (2.25)

whereδ again describes theCP violating phase. We obtain from phenomenological applications

measurements ofs13 and s23 of the O(10−3) andO(10−2) respectively [14]. Consequently

c13=c23=1 and we can define the four independent parameters as:

s12 = |Vus|, s13 = |Vub|, s23 = |Vcb|, δ. (2.26)

The two main advantages of this parametrisation to the canonical one are: that the termss12,

s13 ands23 can be measured independently and that theCP violating phase is always multiplied

by something which is very small, namelys13. This last point shows the suppression of theCP
violating phase independent of its actual size.

A more transparent approximation and certainly more popular when discussing flavour physics
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is the one introduced by Wolfenstein [15]. The Wolfenstein parametrisation is an approximate

parametrisation of theCKM matrix emphasising the hierarchical nature of theCKM elements.

In this parametrisation, the elements are expanded in a power series of the small parameter

λ=|Vus|=0.22 and our four independent parameters are replaced by:

λ, A, ρ, η. (2.27)

Where the imaginary part ofη is responsible for the��CP phase. The relationship between the two

parameter sets, in the standard and Wolfenstein parametrisation then becomes:

s12 = λ, s23 = Aλ2, s13e
−iδ = Aλ3(ρ− iη). (2.28)

Using this change of variables we can expand eachCKM element toO(λ5), which is high

enough to match the level of sensitivity that will be obtained at theLHCb. We can express the

CKM matrix through the standard parametrisation as [16]:

VCKM =






d s b

u 1 − 1
2λ

2 − 1
8λ

4 λ Aλ3(ρ− iη)

c −λ+ 1
2A

5λ5 [1 − 2(ρ+ iη)] 1 − 1
2λ

2 + 1
8λ

4(1 − 4A2) Aλ2

t Aλ3(1 − ρ̄− iη̄) −Aλ2 +Aλ4(1
2 − ρ− iη) 1 − 1

2A
2λ4




+O(λ6).

(2.29)

Where:

ρ̄ = ρ(1 − λ2

2
), η̄ = η(1 − λ2

2
). (2.30)

Consequently we find that:

Vus = λ, Vcb = Aλ2,

Vub = Aλ3(ρ− iη), Vtd = Aλ3(1 − ρ̄− iη̄). (2.31)

The strength of��CP in theSM can be expressed through the Jarskog invariant [17]:

JCP = |ℑ(ViαVjβViβVjα)|, (i 6= j, α 6= β). (2.32)

WhereCP is violated when the imaginary part of the products of the CKMmatrix elements is

different from zero. The parameterJCP can be used to measure the strength ofCP violation in

theSM. Using equation (2.29) we find that:

JCP ≈ λ6A2η(1 − λ2/2) ∼ 10−5. (2.33)

CP violation in theSM is therefore a small effect. However, this can be enhanced bynew

complex couplings, arising fromNP, which would constitute additional sources ofCP violation.
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2.2 The unitarity triangles

The six orthogonality relations equations (2.19) to (2.24)can be represented as triangles in the

complex plane each having the same area,A△ = 1
2JCP . By measuring the angles and sides

of these triangles it is possible to over constrain theCKM picture of theSM. The six unitarity

triangles are shown in Figure 2.1, where each side has been expressed in terms of the Wolfen-

stein parametrisation. From Figure 2.1 it can be seen that only two of the triangles have all three

sides of similar length,O(Aλ3), namely (bd) and (tu). The other triangles are quite flat and will

require very high precision to prove experimentally that they are not degenerate to a line. The

(bd) triangle is often referred to as the unitarity triangle andhas been the central target for the

B-factories studyingCP violation in theSM. It is also important to constrain the angles and

sides of the other triangles. The (tu) triangle differs only sightly from the unitarity trianglevia

O(λ2) corrections. Differences, or even non-closure of these twotriangles may signify devia-

tions from or extensions to theSM. After theB factories, it will be left to theLHC experiments

to overconstain this triangle.

TheCKM matrix may also be parametrised using four independent phases, the four angles

associated with the unitarity triangles given in equations(2.34). These angles are rephase invari-

ant terms, meaning that they resemble physical quantities independent of theCKM parametrisa-

tion. The angles are given by:

γ ≡ arg

[

−VudV
∗
ub

VcdV
∗
cb

]

,

βd ≡ arg

[

−VcdV
∗
cb

VtdV
∗
tb

]

,

βs ≡ arg

[

−VtsV
∗
tb

VcsV ∗
cb

]

,

βK ≡ arg

[

− VcsV
∗
cd

VusV ∗
ud

]

, (2.34)

where by constructionα + β + γ = π and are related to the (bd) triangle. It is clear that triangle

(bd) will be mainly determined by theBd system, since it contains the termVtdV ∗
tb which controls

Bd oscillations. Likewise, the angleβs which is contained within the (sb) triangle is doubly

Cabibbo-suppressed (O(λ2)) and is related to theBs system since theVtbV ∗
ts controlsBs − B̄s

oscillations. Finally, it can be shown using the Wolfenstein parametrisation how each of the

angles are related by theCP violation parameter,η.

γ = arg [−1(ρ− iη)] ≈ η,

βd = arg [−1 + ρ+ iη] ≈ −η,

βs = arg

[

1 − λ2(
1

2
− ρ− iη) + O(λ4)

]

≈ λ2η,

βK = arg

[

1 −A2λ4(
1

2
− ρ− iη) + O(λ6)

]

≈ A2λ4η. (2.35)
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�d	




(0,0)

V ubVtb
* ~���i��A�3V ud

* V td~�1���i��A�3

V usV ts
* ~�A�3

(0,0)

V cb
* V tb~O ��2�

V cs
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V cd
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s

(0,0)

V ts
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V csV cb
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�
K
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Vub
* V cb~O ��5 �

Figure 2.1: The three types of unitarity triangles. The top two triangles are thebd andtu trian-
gles, corresponding to equations (2.23) and 2.20 respectively. Thebd triangle is usually denoted
as the unitarity triangle and defines the angles:α, βd andγ. The next two triangles aretc and
bs, corresponding to equations (2.21) and (2.24), respectively. Here thebs triangle defined the
angleβs. The final two triangles are thesd andcu triangles, corresponding to equations (2.22)
and (2.19) respectively. Thesd triangle leads to the angleβK . All triangles have the same area.
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2.3 The neutralB0
q − B̄0

q system

Neutral meson systems have the peculiar and interesting property that its particle and anti-particle

are distinguished only by the flavour quantum numbers, whichis not conserved by the weak in-

teractions responsible for their decay. Several families of this kind are known: neutral kaons,

neutral D mesons and neutralBd andBs mesons. The purpose of this section is to describe

the standard quantum mechanical formalism applicable for the time evolution of theBq system,

whereq ∈ {d, s} representing the flavour content of theB meson.

We begin by discussing the flavour eigenstates of theB0
q system. Denoting the neutral meson

by B0
q and its antiparticle byB0

q , with non-zero flavour eigenvalues, the flavour eigenstatesare

defined as:

F |B0
q 〉 = +|B0

q 〉, F |B0
q 〉 = −|B0

q 〉. (2.36)

WhereF is the Flavour quantum operator.7 Focusing on the lowest mass states of the system (all

higher mass states will rapidly decay into these via strong interactions), the neutral mesons are

found to be pseudo-scalar particles. The effect of Parity(P) on these eigenstates is therefore,

P|B0
q 〉 = −|B0

q 〉, P|B0
q 〉 = −|B0

q 〉. (2.37)

The effect of charge conjugation (C) will be to transformB0
q into B0

q and vice versa, this intro-

duces a phase factorηC such that:

C|B0
q 〉 = ηC |B0

q 〉, C|B0
q 〉 = η∗C |B0

q 〉, (2.38)

with |ηC |2 = 1. The combined effect ofCP is then given by,

CP|B0
q 〉 = ηCP |B0

q 〉, CP|B0
q 〉 = η∗CP |B0

q 〉, (2.39)

introducing theCP phaseηCP=eiξCP (such that|ηCP |2=1).

Weak interactions do not conserve flavour and thereforeF does not commute with the full

Hamiltonian,H, of the system. The flavour eigenstates are therefore not thephysical eigenstates

of the system. It is possible to use this fact to split the fullHamiltonian of the system into the

flavour invariant (strong) HamiltonianH0 and non-flavour invariant (weak) HamiltonianHW .

The states|B0
q 〉 and|B0

q 〉 can be defined eigenstates ofH0, while theHW term leads toBq-Bq
mixing.

7When acting on a flavour eigenstate,F defines the mesons flavour. For example,F |Bb̄s〉 =
− 1

3

Nd

|Bb̄s〉 =

+|Bb̄s〉. WhereNd = −1
3
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Q SYSTEM

Under the influence of the full Hamiltonian, the time evolution of a general state|ψ(t)〉 (a

superposition of|B0
q 〉 and|B0

q 〉) will be an admixture of decay and mixing described by:

|ψ(t)〉 = a(t)|B0
q 〉 + b(t)|B0

q 〉 +
∑

n

cn(t)|n〉 (2.40)

where|n〉 represents any state of any number of particles which are decay modes of the original

mesons (i.e.|n〉=|ππ〉, |3π〉, |πlνl〉 · · · ) and wheret denotes the proper time measured in the

B0
q -B0

q rest frame. Since the statesB0
q andB0

q are coupled together via mixing and can decay

into other states, the exact solution for this general stateis particularly complicated. The problem

can be greatly simplified using the Weisskopf-Wigner approximation [12, 18] in which;

• initial states that are linear combinations ofB0
q andB0

q only are considered; the effect

of the weak interaction Hamiltonian on the intermediate states |n〉 are considered zero,

〈n|HW |n〉=0.

• the time evolution of the coefficients describing these two components, namelya(t) and

b(t), are studied for times much larger than the typical strong-interaction scale.

Using this approximation, the time evolution of the generalstate|ψ(t)〉 projected onto the

B0
q -B0

q subspace is effectively governed by the Schrödinger like equation:

i
∂

∂t

(

a(t)

b(t)

)

= Heff

(

a(t)

b(t)

)

≡
(

〈B0
q |Heff |B0

q 〉 〈B0
q |Heff |B0

q 〉
〈B0

q |Heff |B0
q 〉 〈B0

q |Heff |B0
q 〉

)(

a(t)

b(t)

)

=

(

H11 H12

H21 H22

)(

a(t)

b(t)

)

,

(2.41)

Where the effective Hamiltonian,Heff , has been introduced. It is common to splitHeff into a

hermitian and an anti-hermitian part, such that:

Heff = M − i

2
Γ,

where both M (mass matrix) andΓ (decay matrix) are hermitian,

M =
1

2

(

Heff + H†
eff

)

= M † Γ = i
(

Heff −H†
eff

)

= Γ†. (2.42)

A consequence of theCPT theorem is that the masses and lifetimes of the particles areidentical:

M11 = M22 andΓ11 = Γ22 (orH11 = H22). This reduces the number of parameters inHeff to

six, which can then be expressed as:

Heff =

(

H11 H12

H21 H22

)

=

(

M11 − i
2Γ11 M12 − i

2Γ12

M∗
12 − i

2Γ∗
12 M22 − i

2Γ22

)

. (2.43)

By expanding the effective Hamiltonian in powers of the weakinteraction HamiltonianHW to
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second order we can read off the matrix elements for M andΓ:

Heff = H0 + HW +
∑

n

HW |n〉〈n|HW

(

P 1

m0 − En + iǫ
− iπδ(m0 − En)

)

+ . . . (2.44)

wherem0 is the unperturbed mass of theB0
q (B0

q ) such thatH0|B0
q 〉 = m0|B0

q 〉, andEn is the

energy of the intermediate states,|n〉, such thatH0|n〉 = E0H0|n〉. The explicit expressions for

the matrix elements are then,

M11 = M∗
11 = m0 + 〈B0

q |HW |B0
q 〉 +

∑

n

P
|〈n|HW |B0

q 〉|2
m0 − En

(2.45)

M22 = M∗
22 = m0 + 〈B0

q |HW |B0
q 〉 +

∑

n

P
|〈n|HW |B0

q 〉|2
m0 − En

(2.46)

M12 = M∗
21 = 〈B0

q |HW |B0
q 〉 +

∑

n

P
〈B0

q |HW |n〉〈n|HW |B0
q 〉

m0 − En
(2.47)

Γ11 = Γ∗
11 = 2π

∑

n

δ(m0 − En)|〈n|HW |B0
q 〉|2 (2.48)

Γ22 = Γ∗
22 = 2π

∑

n

δ(m0 − En)|〈n|HW |B0
q 〉|2 (2.49)

Γ12 = Γ∗
21 = 2π

∑

n

δ(m0 − En)〈B0
q |HW |n〉〈n|HW |B0

q 〉. (2.50)

HereP indicates the principle part description which is effectively a sum over all the intermedi-

ate states to whichB0
q andB0

q can decay. The intermediate states contributing to the off-diagonal

termM12 are virtual, and within theBs-system these states are dominated by top quark exchange

as shown in Figure 2.2.8 The intermediate states contributing toΓ12 however, are physical. This

is due to the energy conserving delta function.9.

�W

t̄, c̄, ū B̄q

W

t, c, uBq

b̄ q̄

q b

V ∗
q′qVq′b

V ∗
q′q Vq′b

�t̄, c̄, ū

W B̄qW

t, c, u

Bq

b̄ q̄

q b

V ∗
q′qVq′b

V ∗
q′q Vq′b

Figure 2.2: TheB0
q box diagrams. Whereq ∈ {d, s} andq′ ∈ {t, c, u}, which is dominated by

thet-quark due to theGIM mechanism (see Appendix A).

8M12 is often called the dispersive part ofHeff . An example of this is the transition amplitude betweenB0
q and

B0
q , i.e.B0

q → X → B0
q , occurring via some virtual intermediate states (X).

9Γ12 is often called the absorptive part ofHeff . An example of this, outside the B-system, isK0 → n(ππ) →
K̄0, where the common staten is real, since bothK0 andK̄0 have enough energy to decay into it.
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Q − B̄0

Q SYSTEM

SinceHeff is not hermitian, its eigenvalues can be complex and can be written in the general

form,Ma,b− i
2Γa,b. WhereMa andMb are the masses ofBa andBb respectively, whileΓa andΓb

are their decay widths. At this point we can also define the mass and decay width differences of

the two states via∆M = Ma−Mb, ∆Γ = Γb−Γa. The labelsa andb carry no physical meaning

and as such, the signs of∆M and∆Γ are arbitrary. However their relative sign has physical

significance, it dictates whether it is the heaviest or the lightest state which lives longer. In theBs-

system, it has become customary to assign the mass of the eigenstates to these labels, such that:a

=H andb =L for the heavy and light eigenstates respectively. Then∆M =MH -ML is positive

by definition and sign of∆Γs has to be determined by experiment: combined measurements

indicate∆Γs to be positive,0.138+0.068
−0.074ps [19]. Although this result is not conclusive, it is

customary to set∆Γs = ΓL - ΓH .

The eigenstates ofHeff are theCP eigenstates of the system which can be denoted by

|B0
L,H〉 with complex eigenvalues are:

Heff |B0
L,H〉 = λL,H |B0

L,H〉, λL,H ≡ML,H − i
ΓL,H

2
, (2.51)

with ML,H andΓL,H the mass and decay widths. Their time dependence takes the form,

|B0
L,H(t)〉 = e−i(ML,H± 1

2
ΓL,H)t|B0

L,H(0)〉. (2.52)

TheCP eigenstates can be written more generally as,

|B0
L〉 = p|B0

q 〉 + q|B0
q 〉, |B0

H〉 = p|B0
q 〉 − q|B0

q 〉, (2.53)

by introducing the complex numbersp andq (normalised by|p|2 + |q|2 = 1), which represent the

amount of meson state mixing. The relationship between the mixing parameters (p andq) and

the matrix elements ofHeff in the flavour eigenbase can be expressed through [20]:

q

p
= einπ

(
H21

H12

)1/2

=

(

M∗
12 − i

2Γ∗
12

M12 − i
2Γ12

)1/2

, (2.54)

wheren denotes the sign of the square root. The time evolution of the|B0
q 〉, |B0

q 〉 meson states

can be obtained by rearranging equation (2.43) and substituting in the time dependent expres-

sions of the|B0
L,H〉 states. For instance, the time evolution of the|B0

q 〉 state is given by:

|B0
q (t)〉 =

1

2p

[
|B0

L(t)〉 + |B0
H(t)〉

]

=
1

2p

[

e−i(ML− 1
2
ΓL)t|B0

L(0)〉 + e−i(MH− 1
2
ΓH)t|B0

H(0)〉
]

=
1

2

[

e−i(ML− i
2
ΓL)t + e−i(MH− i

2
ΓH)t

]

|B0
L〉

+
q

p

1

2

[

e−i(ML− i
2
ΓL)t − e−i(MH− i

2
ΓH)t

]

|B0
H〉. (2.55)
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By letting:

F±(t) =
1

2

[

e−i(ML− i
2
ΓL)t ± e−i(MH− i

2
ΓH)t

]

,

the expressions for the time evolution of our physical states entering theB0
q -B0

q system simplifies

to:

|B0
q (t)〉 = F+(t)|B0

q 〉 +
q

p
F−(t)|B0

q 〉, |B0
q (t)〉 = F+(t)|B0

q 〉 +
p

q
F−(t)|B0

q 〉.

(2.56)

These expression will be used again in section 2.4 when describing the different types of��CP
entering theBs system.

2.4 CP violation in the neutral meson system

The purpose of this section is to describe howCP violation enters into the neutral meson system.

A complication arises when studyingCP violation in the neutral meson system, due to the pres-

ence of complex phases. In quantum mechanics in general, complex phases are rather elusive

since they are usually completely arbitrary and irrelevantfor any single state. Thus pinning down

which phases are physically relevant and which are not, in the neutral meson system, is usually

not simple.

(-)
i

B0� X

B0�X
f+ �t �

B0�X

q
p
f - �t �

f+ �t �

p
q
f -�t �

B0�X

(-)
f�X

Figure 2.3: Schematic description of the decay chaini → Bq + X → f + X. The initial
state,i, takes into account the production of the neutral meson system through strong and weak
interactions.

The neutral mesons can exhibit a rich phenomenology ofCP violation, indeed they are one

of only a few systems in which this phenomenon has been observed so far10. In general we find

three types ofCP violation entering the evolution and decay of the neutral meson system. To

quantify theseCP violating effects, we need to find parameters which are independent of any

10Hints for new physics have been found in modes such asB+ → J/ψK+ andB+ → K+π0 [21]
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2.4. CP VIOLATION IN THE NEUTRAL MESON SYSTEM

phase convention. The different types ofCP violation and the parameters used to measure their

effect will now be discussed. We begin by discussing the general decay chaini → Bq +X →
f + X shown in Figure 2.3. Here a neutralB meson system originates from an initial state

i, which accounts for production by both strong and weak interactions, and evolves in time

before decaying into a final statef . X in this instance refers to the set of particles produced in

association with the neutralB meson. The amplitude of this decay chain (and itsCP conjugate)

depends on the amplitudes of the initial processes, namely:

Ai→Bq ≡ 〈Bq|Heff |i〉, Aī→Bq ≡ 〈Bq|Heff |̄i〉,
Ai→Bq

≡ 〈Bq|Heff |i〉, Aī→Bq
≡ 〈Bq|Heff |̄i〉, (2.57)

and on the parameters describing the time evolution of the neutralBq system. This includesqp
and also on the amplitudes for the decay into the final states,

Af ≡ 〈f |Heff |Bq〉, Af̄ ≡ 〈f̄ |Heff |Bq〉,
Āf ≡ 〈f |Heff |Bq〉, Āf̄ ≡ 〈f̄ |Heff |Bq〉. (2.58)

All these states maybe redefined by an arbitrary phase transformation, which will change the

mixing parameters and the transition amplitudes. However,the magnitude of the transition am-

plitudes andqp will be invariant under these arbitrary phase transformations. Using these mag-

nitudes we can define phase invariant (thus physical) quantities, which describe the mixing and

the transitions occurring in Figure 2.3:

λf ≡ (±)
q

p

Āf

Af
, λf̄ ≡ (±)

q

p

Āf

Af
, (2.59)

ηi→Bq ≡
Ai→Bq

Ai→Bq

p

q
, ηī→Bq ≡

Aī→Bq

Aī→Bq

p

q
. (2.60)

Parameters given in equation (2.59) describe the interference between mixing in theBq − Bq

system and the subsequent decay from that system into the final statesf andf̄ respectively. In

contrast, the parameters given in equation (2.60), describe the interference between the produc-

tion and the mixing in theBq −Bq system.

Using these phase invariant observables, we can classify the three types ofCP violation

occurring in these systems. Each type will be discussed in turn.
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CHAPTER 2. THE STANDARD MODEL AND CP VIOLATION

1. �
�CP in the mixing

This occurs when the physical states do not coincide withCP eigenstates, such that,

∣
∣
∣
∣

q

p

∣
∣
∣
∣
6= 1. (2.61)

This implies that virtual transitions,Bq → Bq, induced by the flavour-changing part of the

Hamiltonian (M12 andΓ12), have a different probability with respect to theCP conjugate tran-

sitionBq → Bq. This is shown for the neutral kaon system in Figure 2.4.

K 0

�f

�12

M12

K 0

Figure 2.4: Schematic ofCP violation through mixing in the neutral kaon system.

2. �
�CP in the decays

This occurs when the physical decay amplitudes forCP conjugate processes into final statesf

andf̄ are different in modulus,

∣
∣
∣
∣
∣

Af̄
Af

∣
∣
∣
∣
∣
6= 1. (2.62)

This requires the presence of at least two interfering decayamplitudes, as shown in Figure 2.5 for

the neutral kaon system, with different weak and strong phases. This type ofCP violation is the

only type possible for charged particles, which are forbidden to mix under charge conservation.

K ��
A2

A0

Figure 2.5: Schematic of directCP violation in neutral kaon decay into two pions. WhereA0 is
the amplitude forK0 → π0π0 andA2 is the amplitude ofK0 → π+π−.
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2.4. CP VIOLATION IN THE NEUTRAL MESON SYSTEM

3. �
�CP in the interference of mixing and decay

This is�
�CP which arises from the interference between mixing in the neutral meson system and

its subsequent decay into the final statesf and f̄ . This is true even if the amplitudes for both

flavour oscillations and physical decays have the same magnitude for theCP-conjugate states,

∣
∣
∣
∣

q

p

∣
∣
∣
∣
= 1 and

∣
∣
∣
∣

Af
Af

∣
∣
∣
∣
= 1. (2.63)

This type ofCP violation, shown in Figure 2.6, occurs throughBs → J/ψφ decays when mea-

suringsin(2βs).

Bs
0

Bs
0

q
p

Af

J /��

Af

�s

Figure 2.6: Schematic ofCP violation through the interference of mixing and decay inBs →
J/ψφ.

In Figure 2.6, the final state can be reached via the decay amplitudeAB→f ≡ 〈f |Heff |Bq〉
and also through the process in whichBq first oscillates toBq before decaying intof , namely

AB→B̄→f = 〈f |Heff |Bq〉〈Bq|Heff |Bq〉. In the second case the two processes act together so

that any relative phase between the corresponding amplitudes is important. The processes in

which the meson does or does not mix before decaying cannot bedistinguished and can there-

fore interfere in the overall amplitude. Two interfering amplitudes are therefore always present,

which can be identified as the meson and anti-meson decay amplitudes, for the evolving coherent

mixture ofBq andBq. The overall decay amplitude is then,

Af = 〈f |Heff |Bq〉 + 〈f |Heff |Bq〉〈Bq|Heff |Bq〉. (2.64)

Where the phase for the mixing term in equation (2.64) is given by θM and the phase for the

decay terms byθf (θf ) for Bq (Bq) decay amplitudes intof . The relative phase in equation

(2.64) can then be expressed asθf − θf − θM .

For theCP-conjugate process in which an initialBq is considered. The phase difference11 is

then given byθf − θf − θM . For thisCP conjugate process it is possible to equalise either the

11Where in the phase differenceθM is the phase of theBq → Bq amplitude.
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CHAPTER 2. THE STANDARD MODEL AND CP VIOLATION

mixing phases (θM = θM ) and/or the decay phases (θf = θf ) 12. This means that the decay of

an initialBq and an initialBq into the final statef can have a different phase difference between

the direct decay amplitude and the oscillation amplitude.

�
�CP through the interference of mixing and decay therefore arises from the phase mismatch

between the mixing and decay amplitudes. It can be measured through the physically observable

complex quantityλf . For final states which are alsoCP eigenstates,

CP|f〉 = |f̄〉 = ηCP(f)|f̄〉, whereηCP(f) = ±1, (2.65)

λf can be written as13,

λf = ηCP(f)
q

p

Af

Af
. (2.66)

All three types ofCP violation can be expressed throughλf .

2.5 Decay into aCP eigenstateBs → J/ψφ

TheBs → J/ψφ decay is topologically equivalent to that ofBd → J/ψ(µ+µ−)Ks decays,

with s quark replacing thed quark. WhileBd → J/ψ(µ+µ−)Ks decays measures the relevant

phase inBd −Bd mixing (as discussed in section A.3), the decayBs → J/ψφ will measure the

Bs −Bs mixing phase.

It is possible to find different and sometimes confusing definitions of theBs mixing phase,

measured throughBs → J/ψφ decays, depending on: author, experiment, sign convention(s)

and possible new physics scenarios. The termφs for the observableCP violating phase has often

been used [6], however this definition suffers some ambiguity in the literature. For instance,φs is

also used for the observableCP phase as,φs = arg(−M12
Γ12

) [22] 14. It is also possible to see the

expression,φs = arg(M12), used for theCP violating mixing phase in theBs-system [23, 24].

In this thesis we avoid using the termφs to denote the weakBs mixing phase, instead we

define it to be−2βs, the convention adopted by CDF in [5]. In order to measure theCP vio-

lation occurring from this decay, we need to consider the convention dependent (unobservable)

and convention independent (observable) phases occurringin this decay15. Where the convention

dependent phases include:arg (M12) the phase of the off-diagonal mixing elementM12 (see Ap-

pendix A) andφT the phase originating from the tree level decay inBs → J/ψφ, as illustrated

12With the ’and’ condition holding only ifCP symmetry holds.
13Choosing the convention thatηCP =1 in equation (2.39)
14Where The value ofφs is calculated to be (4.2± 1.4)·10−3, which implying the values ofarg(M12) and

arg(Γ12) are close to each other.
15Throughout this chapter the phase convention adopted by thePDG [7] has been used.
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2.5. DECAY INTO A CP EIGENSTATEBS → J/ψφ

in Figure 2.7. Convention independent phases are invariantunder the particular convention used

to rotate away the phases differences found in quark fields. Phases of this type generally involve

the product of fourCKM elements; the unitary angleβs is one such observable phase.

ū, c̄, t̄ VtsV ∗
tb

Vts u, c, t V ∗
tb

b̄

s

Bs W B̄s

W

W

s

c̄

c

J/ψVcb

s̄

b

φ

V ∗
cs

Figure 2.7: Shown on the left is mixing diagram forBs going toBs, while on the right is one of
the decay diagrams, in this instance givingAJ/ψφ.

The angleβs occurs in the squashed (sb) triangle as shown in Figure 2.1. In theSM, βs is

doubly Cabbibo suppressed [7, 25] and from equation (2.35) is∼ 0.02 radians orO(1o). Within

the normal phase convention introduced in equation (2.29),βs is completely determined by the

CKM elementVts such that16,

−2βSMs = arg(M12) + 2φT . (2.67)

In Bs → J/ψφ decays, the complex quantity arising in the interference between mixed and non

mixed decays is then given by:

λJ/ψφ ≡ q

p

ĀFCP

AFCP

= ηCP
q

p

ĀFCP

AFCP

, (2.68)

whereηCP = ±1 denotes theCP eigenvalue of the final state17 FCP . CP is found to be violated

in theBs-system when there is a relative phase betweenq
p (mixing) and

ĀFCP
AFCP

(decay). From

Figure 2.7 and equation (2.68) it is possible to deduce that:

λJ/ψφ =

(
V ∗
tbVts
VtbV

∗
ts

)(
VcbV

∗
cs

V ∗
cbVcs

)

= ei arg(λJ/ψφ)

=
[
cos(arg(λJ/ψφ) + i sin(arg(λJ/ψφ))

]
. (2.69)

16In many phenomenologicalBs mixing papers [26, 22, 5], it is common to seeV ∗
ts used instead ofVts in the

definition ofβs. This occurs whenarg
“

− V ∗
ts
Vtb

V ∗
cs
Vcb

”⋆

= arg
“

−VcsV
∗

cb

VtsV
∗

tb

”

= −βs.
17Such that,CP|FCP〉 = ηf |FCP = ±|FCP〉 and whereAFCP

(ĀFCP
) are the decay amplitudes ofBs(Bs) into

the final states|FCP〉(|FCP〉) respectfully.
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In the standard phase convention this can be expressed as:

arg(λJ/ψφ) = arg(M12) + 2φT , (2.70)

In the presence ofNP, the observableCP violating phase entering theBs → J/ψφ decays can

then be expressed as,

arg(λJ/ψφ) = arg(λJ/ψφ)
SM + φNP

s

= −2βSM
s + φNP

s . (2.71)

where in equation (2.71), the presence ofNP entering the off-diagonal mixing elementM12, has

been parametrised by the termφNP
s . In this thesis the measurableCP violating phase given in

equation (2.71) is expressed as,

−2βs = arg(λJ/ψφ). (2.72)

2.6 Decay rates forB0
q into CP conjugate final states

We have already met the expression for the evolution of flavour eigenstates,Bq andBq given in

equation (2.56). The amplitudes of theBq andBq to decay into some final statef at timet is

then,

A(Bq(t) → f) = 〈f |H†
eff |Bq(t)〉 = F+(t)A(q)

f +
q

p
F−(t)Af

q
,

A(Bq(t) → f) = 〈f |Heff |Bq(t)〉 = F+(t)A(q)
f +

p

q
F−(t)Aq

f , (2.73)

taking the modulus squared of the above amplitudes, we find the corresponding theoretical decay

rates (Γthe) of theBq andBq mesons into the final statef (and theCP conjugatedf state) as:

Γthe(Bq(t) → f) = Nf |Aq
f |2{|F+(t)|2 + |λf |2 |F−|2 + 2ℜ

[
λfF∗

+(t)F−(t)
]
},

Γthe(Bq(t) → f) = Nf |Aq
f |2
∣
∣
∣
∣

p

q

∣
∣
∣
∣

2

{|F−(t)|2 + |λf |2 |F+|2 + 2ℜ
[
λfF+(t)F∗

−(t)
]
},

Γthe(Bq(t) → f̄) = Nf̄ |A
q
f̄ |2
∣
∣
∣
∣

q

p

∣
∣
∣
∣

2

{|F−(t)|2 +

∣
∣
∣
∣
∣

1

λf̄

∣
∣
∣
∣
∣

2

|F+|2 + 2ℜ
[

1

λf̄
F+(t)F∗

−(t)

]

},

Γthe(Bq(t) → f̄) = Nf̄ |A
q
f̄ |2{|F+(t)|2 +

∣
∣
∣
∣
∣

1

λf̄

∣
∣
∣
∣
∣

2

|F−|2 + 2ℜ
[

1

λf̄
F∗

+(t)F−(t)

]

},

(2.74)

where 1
λf̄

= q
p

Āf̄
Af̄

andNf = Nf̄ is a normalisation factor arising from kinematics. These are our

master formulae [27] from which we can to derive the differential decay rates forBs → J/ψφ.

The transition probabilities can be simplified using the approximation
∣
∣
∣
q
p

∣
∣
∣

2
= 1, i.e. noCP
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violation in mixing and ignoring higher order corrections in
∣
∣
∣

Γ12
M12

∣
∣
∣ to give,

Γthe(Bq(t) → f) = Nf |Aq
f |2e−Γqt

[1 + |λf |2
2

cosh
∆Γqt

2

+
1 − |λf |2

2
cos(∆Mqt) −ℜλf sinh

∆Γqt

2
−ℑλf sin(∆Mqt)

]

Γthe(Bq(t) → f) = Nf |Aq
f |2e−Γqt

[1 + |λf |2
2

cosh
∆Γqt

2

− 1 − |λf |2
2

cos(∆Mqt) −ℜλf sinh
∆Γqt

2
+ ℑλf sin(∆Mqt)},

]

Γthe(Bq(t) → f̄) = Nf̄ |A
q
f̄ |2e−Γqt

[1 +
∣
∣λf̄
∣
∣−2

2
cosh

∆Γqt

2

−
1 −

∣
∣λf̄
∣
∣−2

2
cos(∆Mqt) −ℜ 1

λf̄
sinh

∆Γqt

2
+ ℑ 1

λf̄
sin(∆Mqt)

]

,

Γthe(Bq(t) → f̄) = Nf̄ |A
q
f̄ |2e−Γqt

[1 +
∣
∣λf̄
∣
∣−2

2
cosh

∆Γqt

2

+
1 −

∣
∣λf̄
∣
∣−2

2
cos(∆Mqt) −ℜ 1

λf̄
sinh

∆Γqt

2
−ℑ 1

λf̄
sin(∆Mqt)

]

.

(2.75)

The corresponding differential decay rate expressions fortheBs → J/ψφ decay are obtained

using equations (2.75) and (2.71) leading to,

Γthe(Bq(t) → f) = Nf |Aq
f |2e−Γ̄st

[

cosh
∆Γst

2
− ηf cos(2βs) sinh

∆Γst

2
− ηf sin(2βs) sin(∆Mst)

]

,

Γthe(Bq(t) → f) = Nf |Aq
f |2e−Γ̄st

[

cosh
∆Γst

2
− ηf cos(2βs) sinh

∆Γst

2
+ ηf sin(2βs) sin(∆Mst)

]

(2.76)

whereΓ̄s = ΓH+ΓL
2 and∆Γs = ΓL − ΓH . Assuming a Standard ModelBs −Bs mixing phase

and neglecting terms quadratic in−2βs (i.e. cos(−2βs) ≈ 1) the above time evolution equations

will correspond to the following experimental decay rates:

Γthe(Bs(t) → fe) = Nfe |Aq
fe
|2
[

e−ΓLt − e−Γ̄st sin(2βs) sin(∆Mst)
]

,

Γthe(Bs(t) → fe) = Nfe |Aq
fe
|2
[

e−ΓLt + e−Γ̄st sin(2βs) sin(∆Mst)
]

,

Γthe(Bs(t) → fo) = Nfo|Aq
fo
|2
[

e−ΓH t + e−Γ̄st sin(2βs) sin(∆Mst)
]

,

Γthe(Bs(t) → fo) = Nfo |Aq
fo
|2
[

e−ΓH t − e−Γ̄st sin(2βs) sin(∆Mst)
]

(2.77)

wherefe, fo denote theCP even andCP odd final states respectively. The effects of flavour

tagging, i.e. the identification (or tagging) of the original flavour of theb or b̄ quark in the
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detectedBs meson, can now be introduced. Tagging procedures are by no means 100% perfect,

and this imperfection results in a dilution of theCP asymmetry through thesin(2βs) term. The

dilution factor is given byD = 1 − 2ωtag, whereωtag is the probability of having a wrong

identification (ωtag = 1
2 in the case there is no tag). With flavour tagging, the theoretical decay

rate expressions (2.76) become more realistic (or measurable), and are defined as:

Γphy(Bq(t) → f) = (1 − ωtag)Γthe(Bq(t) → f) + ωtagΓthe(Bq(t) → f),

Γphy(Bq(t) → f) = ωtagΓthe(Bq(t) → f) + (1 − ωtag)Γthe(Bq(t) → f).

this leads to:

Γphy(Bq(t) → f) = Nf |Aq
f |2e−Γ̄st

[

cosh
∆Γst

2
− ηf cos(2βs) sinh

∆Γst

2
− ηfD sin(2βs) sin(∆Mst)

]

,

Γphy(Bq(t) → f) = Nf |Aq
f |2e−Γ̄st

[

cosh
∆Γst

2
− ηf cos(2βs) sinh

∆Γst

2
+ ηfD sin(2βs) sin(∆Mst)

]

.

(2.78)

From equation (2.78), we see that even whenD=0 (i.e. when we have no tagging), we still have

access to−2βs through the cosine term. This implies that information fromuntagged events

can be used as well. For theSM value of−2βs, untagged events are expected to yield a small

sensitivity to−2βs, this is studied in section 6.4.

TheBs → J/ψφ differential decay rates

TheBs → J/ψφ decay involves a spinless (J=0) pseudo-scalar (JP = 0−) B0
s meson decaying

into two vector (JCP = 1−−) mesons. In the rest frame of theBs, it can therefore decay into

states with relative orbital angular momentum valuesL = 0, 1, 2, due to total spin conservation

of this isolated system. TheCP eigenvalues of theJ/ψφ final state are then given byCP(J/ψφ)

= CP(J/ψ)CP(φ)(−1)L = +1, -1, +1. The final state is therefore an admixture ofCP-even and

CP-odd final eigenstates, which needs to be disentangled in order to make anyCP violation

measurement.

In general, the decay amplitude for theBs → J/ψφ decay can be expressed in terms of

the linear polarisation states of theJ/ψ andφ vector mesons,A(Bs → J/ψφ) = A0(t), A‖(t),

A⊥(t). The amplitudeA⊥(t) results in decays in which the two vector mesons are emitted with

relative orbital angular momentumL=1, thus is associated with aCP-odd decay. The amplitudes

A0(t) andA‖(t) are associated with (mixtures of) theL=0 andL=2 decays and areCP-even,

assuming the magnitude of the corresponding decay amplitudes is equal for particle and anti-

particle.

The final state is then an admixture ofCP eigenstates with three independent polarisation
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states normalised such that the decay rate is given by:

Γthe(t) ∝ |A0(t)|2 + |A‖(t)|2 + |A⊥(t)|2, (2.79)

The physical decay rates for aBs into aCP even (ηfe=+1) orCP odd (ηfo=-1) states, following

the expressions given in (2.76), are then:

Γphy(Bs(t) → fe) = Nfe |Aq
fe
|2e−Γ̄st{cosh ∆Γst

2
− cos(2βs) sinh

∆Γst

2
−D sin(2βs) sin(∆Mst)},

Γphy(Bs(t) → fo) = Nfo |Aq
fo
|2e−Γ̄st{cosh ∆Γst

2
− cos(2βs) sinh

∆Γst

2
+ D sin(2βs) sin(∆Mst)}

wherefe ∈ {0, ‖} andfo ∈ {⊥}. In a similar fashion we find the observed amplitudes for a

Bs → fe,o transition are:

Γphy(Bq(t) → fe) = Nfe |Aq
fe
|2e−Γ̄st{cosh ∆Γst

2
− cos(2βs) sinh

∆Γst

2
+ D sin(2βs) sin(∆Mst)},

Γphy(Bq(t) → fo) = Nfo |Aq
fo
|2e−Γ̄st{cosh ∆Γst

2
+ cos(2βs) sinh

∆Γst

2
−D sin(2βs) sin(∆Mst)},

The reason for wanting to express the decay rates in terms of the polarisation states given in

equation (2.79), is to be left with amplitudes (i.e. moduli squares of the decay rates) which

provide a handle on measuring our physical parameters,∆Γs, −2βs etc. In section 2.4 it was

shown that theCP eigenstates in theBs system are very close to the mass eigenstates (or phys-

ical eigenstates of well defined lifetime). The observed final states of theBs → J/ψφ decay

are thus to a very good approximationCP eigenstates, with theCP-odd angular terms (|A0,‖|2)

developing in time in accordance withe−ΓLt and theCP-even angular terms (involving|A⊥|2)

developing according toe−ΓH t. TheB0
s,H andB0

s,L states will therefore decay into distinct an-

gular distributions. This will enhance the statistical precision with which the lifetime difference

can be measured, since theB0
s -system the lifetime difference∆Γs (∼ O(10%) in SM), is big

enough to be measure.

It is now time to discuss the two bases in which theBs → J/ψφ decay is commonly defined.

These are called the helicity and transversity bases respectively. This thesis will exclusively use

the tranversity bases. For further details on the helicity basis, the reader is directed to section

A.4. Before defining each basis it is useful to introduce somecommon notation. TheBs meson

is usually referred to as the parent, mother or initial stateparticle. The two vector mesons are

referred to as the daughter particles and their decay products as the final state particle: this is

because they are long lived and are stable enough to interactwith the detector.

The full decay chain to be investigated isBs → J/ψ(µ+µ−)φ(K+K−). Each of the four

final state particles has four degrees of freedom (four components of four-momentum per par-

ticle). There are seven particles of well defined mass in the decay, which provides seven con-

straints from the relation between four momentum and invariant mass. The physics of theBs
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decay in the laboratory frame is translationally invariant, since the spatial momentum of theB

is irrelevant to the decay process. The decay is also rotationally invariant owing to the spinless

nature of the mother. This means that the decay angular distribution is isotropic with respect

to theBs rest frame. Of the nine remaining degrees of freedom, three are accounted for by the

spatial momentum, another three originate from the orientation (Euler angles) of the coordinate

system. The three remaining degrees of freedom arise from the decay angles of the final state

particles with respect to each other and the mother.

In the tranversity formalism, theBs → J/ψ(µ+µ−)φ(K+K−) decay is fixed in the rest

frame of theJ/ψ. The φ flight direction defines the positivex-axis, while the plane of the

K+K− system defines theX − Y plane with they-axis orientated such that the momentum of

theK+ is positive: py(K+) > 0. The two fold ambiguity in choosing thez-axis is solved by

adopting a right-handed co-ordinated system, as shown in Figure 2.8.

Bs

J/ψ

φ

K+

K-

l+ in J/ψ rest frame

l-

x

y

z θtr

φtr

x’

φ

K+ in φ rest frame

Κ−

θφ

Figure 2.8: Angle definition (Transversity Basis):θtr is the angle formed by the positive lepton
(ℓ+) in theJ/ψ rest frame and thez axis. The angleφtr of ℓ+ is the azimuthal angle in the same
frame.θφ is the polar angle between thex′ axis and the decayingK+ in theφ meson rest frame.

The angleθtr is defined as the angle betweenµ+ and the positive direction of thez-axis.

The angleφtr is defined as the positive angle between thex-axis and the projection of theµ+

onto theX − Y plane. The final decay angle,θφ is defined as the angle between theK+ and the

x-axis in the rest frame of theφ. The description of the decay angles in the tranversity formalism
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can be summarised as [28]:

x̂ = p̂φ, ŷ =
pK+ − p̂φ(p̂φ · ˆpK+)

|p̂K+ − p̂φ(p̂φ · p̂K+)| , ẑ = x̂× ŷ

sin θtr cosφtr = p̂l+ · x̂, sin θtr sinφtr = p̂l+ · ŷ, cos θtr = p̂l+ · ẑ (2.80)

cos θφ = −p̂′

K+ · p̂′

J/ψ (2.81)

where the unprimed vectors are all unit three vectors measured in the rest frame of theJ/ψ, and

the primed quantities are unit vectors measured in the rest frame of theφ vector meson.

The physical three angle differential decay rate expressions of an initially producedBs are

obtained from equation (2.79) in terms of the transveristy angles defined in terms of equations

(2.80) and (2.81):

d3Γ(t)

d cos θtrd cos θφdφtr
=

6∑

k

h(k)(t)Θ(k)(θtr, θφ, φtr),

and for an initially producedB0
s :

d3Γ̄(t)

d cos θtrd cos θφdφtr
=

6∑

k

h̄(k)(t)Θ(k)(θtr, θφ, φtr),

where each timehk and angularΘk(θtr, θφ, φtr) component is defined in Table 2.2 below and

where the full expression for each of the time-dependant amplitudes can be found in section A.5.

It is often useful to help reduce the formula given in sectionA.5, by introducing definitionsR⊥
andR0:

k h(t) h̄(t) Θ(θtr, θφ, φtr)

1 |A0(t)|2 |Ā0(t)|2 2 cos2 θφ(1 − sin2 θtr cos2 φtr)

2 |A||(t)|2 |Ā||(t)|2 sin2 θφ(1 − sin2 θtr sin2 φtr)

3 |A⊥(t)|2 |Ā⊥(t)|2 sin2 θφ sin2 θtr

4 Re{A∗
0(t)A||(t)} Re{Ā∗

0(t)Ā||(t)} - 1√
2

sin 2θφ sin2 θtr sin 2φtr

5 Im{A∗
||(t)A⊥(t)} Im{Ā∗

||(t)Ā⊥(t)} sin2 θφ sin 2θtr sinφtr

6 Im{A∗
0(t)A⊥(t)} Im{Ā∗

0(t)Ā⊥(t)} 1√
2

sin 2θφ sin 2θtr cosφtr

Table 2.2: Time and angular components in theBs → J/ψφ decays.
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R⊥ =
|A⊥(0)|2

|A⊥(0)|2 + |A||(0)|2 + |A0(0)|2
, R0 =

|A0(0)|2
|A⊥(0)|2 + |A||(0)|2 + |A0(0)|2

, (2.82)

where the magnitude of the amplitudes, as indicated, are taken at timet=0.

By integrating over two of the angles,φtr andθφ, the expressions for the decay rate simplify

considerably, although this will reduce our sensitivity inmeasuring−2βs (see chapter 6). This

reduced differential decay rate expression, in terms of thesingle angleθtr, also allows separation

of theCP-even andCP-odd components and is given by18:

dΓ(t)

d cos θtr
∝ (1 −R⊥)[(1 + cos(2βs)) e

−ΓLt + (1 − cos(2βs)) e
−ΓHt

− 2e−Γ̄st sin(∆mst) sin(2βs)]
1

2
(1 + cos2 θtr)

+ R⊥[(1 − cos(2βs)) e
−ΓLt + (1 + cos(2βs)) e

−ΓHt

+ 2e−Γ̄st sin(∆mst) sin(2βs)] sin
2 θtr (2.83)

with the corresponding expression for theB0
s decay rate given by:

dΓ̄(t)

d cos θtr
∝ (1 −R⊥)[(1 + cos(2βs)) e

−ΓLt + (1 − cos(2βs)) e
−ΓHt

+ 2e−Γ̄st sin(∆mst) sin(2βs)]
1

2
(1 + cos2 θtr)

+ R⊥[(1 − cos(2βs)) e
−ΓLt + (1 + cos(2βs)) e

−ΓHt

- 2e−Γ̄st sin(∆mst) sin(2βs)] sin
2 θtr (2.84)

Both the reduced one angular and full three angular expression for the differential decay rates

will be used in this thesis to extensively quantify the LHCb’s sensitivity to the physics parameters

−2βs and∆Γs, within the framework of theSM.

2.7 Constraining the CKM picture

The picture of theCKM matrix and the unitarity triangle taken from current experimental and

theoretical findings [29, 19] will be given in this section. Asummary of the current, as of

Summer 2008, experimental status of measurements on theCKM matrix is shown in Figure 2.9.

Specifically we will discuss the following set of observables:

Vus, Vud, Vub, Vcb, ∆Md, ∆Ms, β(d,s), α, γ.

18A fuller derivation for the reduced differential decay rateexpressions is given in section A.6
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Figure 2.9: Experimental constraints on the (η̄,ρ̄) complex plane from the CKMFitter group [29]
taken from the Summer 2008 conference in Capri.

|Vus| ≡ λ(0.2228 ± 0.039 ± 0.0018)

The determination of this term is usually taken from the decaysK+ → π0l+νl and semileptonic

K0
L decays,K0

L → π−l+νl. Recent measurements have also used theBF(K+ → πe±ν) taken

from the Brookhaven National Laboratory (BNL) E865 experiment [29].

|Vud|(0.9740 ± 0.0001 ± 0.0008)

This term is obtained from a combined likelihood fit of super-allowed nuclearβ decays, neutron

β-decays, pionβ-decays, (which is taken from the branching ratio ofBF(π+ → π0e+νe)) and

the pion lifetime.

|Vub|(3.90 ± 0.08 ± 0.68) × 10−3

This term can be extracted either from inclusiveB → Xµlνl decays or exclusiveb → ulνl

transitions such asB → πlνl or B → ρlνl. In both the exclusive and inclusive processes,

theoretical errors dominate. Particularly in exclusive processes, the errors are dominated by

lattice and light-cone sum rules calculations [30, 31]. Given this fact a conservative treatment is

adopted when deriving|Vub|. The inclusive and exclusive|Vub| central values are averaged with

the theoretical error taken as the larger of the two processes.
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|Vcb|(42.0 ± 0.6 ± 0.8) × 10−3

In the Wolfenstein parametrisation|Vcb| determines the parameter A, and helps constrain the

apex of the unitarity triangle shown in Figure 2.9. Its most accurately obtained from semilep-

tonicB → D∗lν̄l decays.

Rt ≈ (0.9)

This parameter involves the ratio|VtdVts | and can be extracted by making use of the ratio of the

Bd andBs-system mass differences. This is done to minimise the theoretical uncertainties intro-

duced by the hadronic mixing parameters (FBqB
1/2
q ). The hadronic parameters in theBs-system

can be re-expressed intoBd-system by introducing theSU(3)-breaking parameterξ = FBs
√
Bs

FBd
√
Bd

which can be calculated accurately in latticeQCD, ξ = 1.16± 0.05 [29]. This then leads to the

ratio:

∆Ms

∆Md
∼ MBs

MBd

ξ2
∣
∣
∣
∣

Vts
Vtd

∣
∣
∣
∣

2

, (2.85)

with the ratio,
∣
∣
∣
Vts
Vtd

∣
∣
∣, being determined from the ratio ofBs andBd mixing and exclusive decay

ratesB → ργ toB → K∗γ.

Rb ≈ (0.43 ± 0.1)

This parameter corresponds to a circle of radiusRb centred at (0,0) in Figure 2.9. It can be

determined from the ratio|VubVcb
| and can be estimated using the aboveCKM matrix element

results and using:

Rb =
√

1 +R2
t − 2Rt cosβd. (2.86)

α(87.8+5.8
−5.4)

o

Although access to this phase cannot be achieved directly. It can be extracted from experimental

measurements ofCP-violating asymmetries inBd−Bd, usingBd → π+π− decays. Neglecting

any pollution coming from penguin diagrams and assuming no�
�CP in mixing (i.e. | qp |=0), we

can extractsin(2α) from the co-efficient coming from the sinusoidal term givenin:

aCP(t) = Γ(B̄0(t)→π+π−−Γ(B0(t)→π+π−)
Γ(B̄0(t)→π+π−+Γ(B0(t)→π+π−)

,

= S+−
ππ sin(∆dt) − C+−

ππ cos(∆dt). (2.87)

sin(2βd) (0.739±0.048)

This angle has been well measured fromb̄ → c̄cs̄ quark level transitions inBd decays; where

the phase of the dominate tree-level amplitude is approximately real. The time-dependentCP-
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violating parameter measured from the interference between decays with and without mix-

ing, is approximately equal tosin(2βd). The golden channel for this measurement isBd →
J/ψ(µ+µ−)Ks, with the dominated measurement coming fromBaBar andBelle [32].

βs ∈[0.28-1.29] rad

This is the unitarity angle previously shown in Figure 2.1 and defined in section 2.5. The current

measurement of−2βs is shown in Figure 2.10 at the 68% confidence level [33].βs is the strange

counterpart to theβd angle and can be determined throughb̄ → c̄cs̄ quark level transitions in

Bs decays. The gold-plated decay for this measurement isBs → J/ψφ, the focus of this thesis,

but other decays can contribute including,Bs → J/ψη
′
, Bs → ηcφ andBs → DsDs. The

CP asymmetry for these channels will probe theCP phase−2βs ≡ [VtsV
∗
tb] which in theSM

corresponds to∼ −0.0368 ± 0.0017 rad.

γ(72+34
−30)

o

This angleγ can be constrained most precisely from pure tree decays of chargedB mesons of

the typeB → D∗K∗ [34]. The angle can then be obtained from the phase carried byVub through

direct��CP effects. The measurement onγ can be further improved using neutral B decays, such

asBd → D∗±π∓ andBd → D±ρ∓, constraining| sin(2βd + γ)| to 0.37 at the 95% CL.

 (rad)     
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β
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Figure 2.10: The Feldman-Cousins confidence regions for thetwo dimensional fit for∆Γs and
βs. The plot is taken from CDF’s tagged analysis [33] with∼3000 signalBs → J/ψφ events.
The deviation of∼ 1.8σ from theSM prediction is also shown.
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2.8 Experimental parameters entering theBs → J/ψφ decay

We give a brief summary of the currently measured parametersentering theBs system and

Bs → J/ψφ decays. These parameter values listed in Table 2.8, and equations (2.89) and

(2.89), will be required when performing the selection of, and fitting to,Bs → J/ψφ events.

Mass [MeV/c] average lifetime [ps] ∆ms [ps−1] ∆Γs
Γs

1
Γs

[ps]
Bs 5367.5+0.026

−0.027 1.47+0.026
−0.027 17.77±0.1±0.07 0.133±0.074 1.5140.034

0.037

Table 2.3: The neutralBs-meson parameters, with the values taken from [19].

The fraction ofCP-odd andCP-even components entering the differential decay rate expres-

sions given in equation A.42, can also be obtained from recent measurements [5, 35] of the decay

polarisation states.

|A0(0)|2 = 0.530 ± 0.021(stat) ± 0.007(sys), (2.88)
∣
∣A||(0)

∣
∣2 = 0.23 ± 0.27(stat) ± 0.009(sys),

⇒ R⊥ = 0.23, R0 = 0.53.

The strong phases,δ1 andδ2 (equation (2.89)), have still to be measured accurately fromBs →
J/ψφ events and from theory they are currently taken to be 0 andπ respectively [27]. However,

in current analyses ofBs → J/ψφ data [6] use is made of theSU(3) symmetry, between the

s andd quarks, to extract the value of the strong phases coming fromBd → J/ψ(µ+µ−)K⋆0

decays [19].

δ1 = arg
(

A∗
||(0)A⊥(0)

)

= −0.46 ± 0.08(stat) ± 0.03(sys),

δ2 = arg (A∗
0(0)A⊥(0)) = 2.97 ± 0.06(stat) ± 0.01(sys). (2.89)

2.9 New Physics and theBs → J/ψφ decay

The SM provides an excellent effective field theory description ofalmost all particle physics

phenomenology performed thus far. We are capable, for example, of accommodating data from

the B-meson and kaon systems within present experimental and theoretical uncertainties (illus-

tration in Figure 2.9). However, this does not mean thatNP contributions are absent.The purpose

of this final section is to discuss the current status ofNP found fromBs → J/ψφ data.

Any NP physics effects may appear at tree level via new interactions, or more likely at the

loop level via the exchange of new particles throughSM box diagrams as illustrated in Figure

2.7. These effects are especially applicable to those observables which are suppressed in theSM,

such as theBs − B̄s mixing phase. Indeed, in a large variety ofNP models found in the litera-

ture [36, 37, 38], a large contribution toNP effects mainly originate from theBs − B̄s mixing
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amplitude.

Due to the relatively large number ofNP models that exist, it is often desirable to parametrise

the effects ofNP in as model independent way as possible. This can be achievedwith a simple

Cartesian parametrisation by adding two additional parameters,Re∆s and Im∆s, such that

[29]:

〈Bs|Heff(SM+NP)
∆B=2 |B̄s〉 ≡ 〈Bs|Heff(SM)

∆B=2 |B̄s〉 × (Re(∆s) + iIm(∆s)), (2.90)

hereHSM+NP
∆B=2 denotes the effective Hamiltonian containing bothNP and theSM, whilstHSM

∆B=2

denotes the contribution from theSM only. AsNP effects throughBs → J/ψφ decays are likely

to occur in theSM box diagrams (characterised by the frequency (∆ms) andCP violating phase

−2βs), it is possible to parametrise theNP contribution with|∆s| ei arg(∆s) [29] such that,

∆ms = ∆MSM
12 |∆s| ei arg (∆s),

−2βs = arg(λJ/ψφ)
SM + arg (∆s). (2.91)

Here∆s ≥ 0 measures the relative strength ofNP contribution with respect to theSM and

arg(∆s) measures the newCP-violating phase. TheSM is therefore located at|∆s|=1 and

arg ∆s=0.
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Figure 2.11: Experimental constraints onNP enteringBs − B̄s mixing from the CKMFitter
group [29] taken from the Summer 2008 conference in Capri. Only the 68% confidence interval
has been defined. The left-hand plot shows global fit to theNP effects within the (Re∆s, Im∆s)
plane, while the right-hand plot show the effect ofNP within the (∆Γs, −2βs) plane.
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AssumingNP contributions to tree level mediated decays are negligible19, it is then possible

to perform a global fit20 for (Re∆s, Im∆s), to constrain anyNP in the (̄ρ, η̄) plane as shown

in the left-hand plot in Figure 2.11, which is taken from the CKMFitter [29] using recent tagged

Bs → J/ψφ Tevatron data [39, 40]. In this figure, the dominant21 parameters constrainingNP

arise from∆ms and−2βs. A global fit for the parameters given in this plot led to a∼ 2.5σ

deviation of−2βs from itsSM prediction. New physics effects have also been constrainedin the

(∆Γs, −2βs) plane, as shown in the right-hand plot in Figure 2.11. Here,the deviation of−2βs

from its Standard Model predication (the red line) is found to be 1.9σ. The conclusion is that, at

the current level of statistics there is no strong evidence for NP occurring throughBs → J/ψφ

decays.

2.10 Conclusion

Different generations of quarks can mix through theCKM matrix (equation (2.9)) and it is this

mixing matrix which introduces theCP violation we see in the quark sector of theSM. The

CKM matrix leads to six unitarity triangles (Figure 2.1), and through one of these triangles (the

bs triangle) we can define the angleβs, which is doubly Cabbibo suppressed within the Wolfen-

stein parametrisation. This angle, due to its definition given in equation 2.34, is related to the

Bs system and in particular, theCP violating phase (equation 2.72) observed inBs → J/ψφ

decays in theSM. This phase, which we denote as−2βs, is very small and is well determined

in the Standard Model, -0.0368±0.0017 rad. We can extract our sensitivity to−2βs, through

Bs → J/ψφ decays using the physical three angular differential decayrate expression defined

within the transversity basis (equation (2.82)).

Recent calculations using experimental data from the Tevatron experiments, suggest a de-

viation of −2βs from its SM prediction is calculated to be∼ 2.5σ [29]. This means there is

currently no solid experimental evidence forNP occurring inBs-B̄s mixing. Over the next few

years, it will be the task of the dedicatedB physics experiment,LHCb, with its higher statistics

to further constrain this picture. In the first year of data taking at an integrated luminosity of

0.5fb−1, LHCb expects a sensitivity to−2βs of ±0.06 rad [41]. In chapter 3 we introduce the

LHCb experiment, describe its different subdetectors, and the experimental software required to

reconstructBs → J/ψφ events.

19This assumption allows the unitarity of the CKM matrix to hold in the presences ofNP, allowing theSM
contribution toBs − B̄s mixing to keep its usual expression as a function of (ρ̄, η̄)

20The global fit parameters used by the CKMFitter group include: (A)q, ∆Γq , ∆Mq, τSMs whereq ∈ {d, s}.
21Additional information constraining theNP is brought in by measurements of the semileptonic asymmetries

AsSL (circle) and the width difference∆Γs = cos(φs)∆ΓSM (straight line).
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3
The LHC and LHCb

3.1 Introduction

The European Organisation for Nuclear Research (CERN) situated on the French-Swiss border

is the world’s largest particle physics laboratory. Founded in 1954, its primary objective was

to unite the European countries (and scientists) after the second world war. Despite the success

of the LEP (Large Electron-Positron) collider1 in confirming the electroweak part of the Stan-

dard Model (SM), it could not answer some fundamental questions. For instance: “Where do

the fundamental particles gain their mass from?”; “Where does the asymmetry of matter and

anti-matter stem from?”; “Is there new physics beyond theSM to allow for the unification of

the fundamental forces?”. This prompted scientists to build the Large Hadron Collider (LHC),

making use of infrastructure existing from the LEP project:primarily the 27 km-long accelera-

tor ring situated 100 m underground, and old detector caverns to hold the new experiments. An

aerial view of the LHC ring is shown in Figure 3.1. One LHC experiment to be housed here

will be the Large Hadron Collider beauty (LHCb) experiment,designed to studyCP violation

in theB-meson system and to look for physics beyond theSM. From 2008, the LHC will offer

physicists a microscope to new physics at the TeV energy scale.

3.2 The Large Hadron Collider
The LHC ring consists of two counter-rotating beams of protons at 7TeV/c each, colliding at

a rate of 40 MHz. The protons are first accelerated using the Super Proton Synchrotron (SPS)

to 450GeV/c, before being injected into the LHC. The centre-of-mass energy of the collid-

ing protons, which determines the available energy for producing new particles, will thus be
√
s = 14 TeV/c. This is the highest energy reached by any accelerator so far2. The physics

motivation of this high operating energy,O(TeV), is the expectation of finding the unobserved

Higgs particle and to open a large window into the unknown, increasing the chances of finding

new phenomena. This high energy scale also motivates the construction of a circular pp collider,

as opposed to ae+e− machine, which loses more energy due to synchrotron radiation loss3.

1LEP ran from 1989 to 2000
2The p̄p Tevatron collider at Fermilab (USA), operating at

√
s = 2 TeV/c is currently the highest energy collider.

3Energy loss through synchrotron radiation is inversely proportional to the mass of the accelerating particle.
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LHCb
ATLAS

ALICE
CMS

Figure 3.1: Aerial view mapping on the surface of the underground LHC ring, taken from [42].
The position of the four main experiments has been highlighted in yellow.

3.3 The LHC parameters

To keep the energetic protons in their circular orbit requires a strong magnetic field, with a max-

imal strength of about 8.33 T.4 This field produced by 1232 superconducting dipole magnets

placed into a cryostat containing superfluid helium, cooledto 1.9 K.

The protons travelling around the beam are contained in bunches. There are∼ 2800 bunches

(Nbunches) each consisting of∼ 1011 protons colliding at a rate (νbunches) of 40 MHz, i.e. proton

bunches colliding every 25 ns. The number of pp collisions ateach of the four interaction point

depends on two quantities:

• The total pp cross-sectionσtotpp = σinelpp + σelpp. The part due to elastic scattering leaves

the protons intact which in general are not observed in the detectors. The inelastic part

gives rise to a large multiplicity of interactions passing through the detector setup. At
√
s = 14TeV the expected inelastic cross-section isσinelpp = 80 mb.

• The luminosityL measures the particle flux. It depends on: the compactness ofthe beam

(the emittance), the ability of the magnets to focus the beamat the interaction point (beta-

tron function), the crossing angle and the bunch crossing frequency. The design luminosity

of LHC yieldsL=1034 cm−2s−1.

The number of inelastic pp collisions (Npp) over a given time interval and the mean number

of interactions per bunch crossing (〈Npp〉) is given by:

4This strength is around 139,000 times the strength of the Earth’s magnetic field at its magnetic poles.
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Npp = σinelpp

∫

Ldt, and 〈Npp〉 =
σinelpp L
νbx

. (3.1)

Where,νbx is the nominal LHC bunch crossing frequency of 40 MHz. At a luminosity of

1034 cm−2s−1 this corresponds to∼ 25 interactions per bunch crossing. This is true for the

general purpose detectors, ATLAS and CMS. ForLHCb operating at the lower luminosity of

1032 cm−2s−1, corresponding to a bunch crossing frequency of 40 MHz, the mean number of

interactions is∼ 1.

3.4 The LHCb experiment

The Large Hadron Collider beauty experiment (LHCb) is dedicated toCP violation studies and

the study of rare decays in theB-meson system [43].

The LHCb detector has been optimised to detect the decay products ofB-mesons. It al-

lows the identification ofb-quarks from their decay products with high efficiency and purity. It

precisely identifies theb-decay vertex and the corresponding primary interaction vertex. The

daughter particles from the decayingB-meson, and the final state particles from possible sub-

sequent decays can be determined by their momentum~p vector, charge and mass. The charged

particles can be precisely tracked from their momentum and charge as they curve in the mag-

netic field. Neutral and charged particles are stopped and measured in the electromagnetic and

hadronic calorimeters.

Nominal Maximal

Figure 3.2: Probability of having

n=0,1,2,3,4 inelastic interactions as a

function of luminosity. The dashed lines

represent LHCb’s nominal and maximal

luminosities.

The number of p-p interactions occurring in a

given bunch crossing follows the Poisson distribu-

tion:

P (〈Npp〉, Npp) =
〈Npp〉Npp
Npp!

e−〈Npp〉 (3.2)

The high-multiplicity of primary vertices at

the LHC, is not appropriate for the studies per-

formed at LHCb. Therefore, LHCb is oper-

ated at a significantly lower nominal luminosity

of L = 2 × 1032 cm−2s−1, which is achieved

by defocusing the beams at the interaction point

of LHCb. The multiplicity distribution achieved

by this measure is shown in Figure 3.2, where the

dashed lines represent LHCb’s nominal and maxi-

mal (4 × 1032cm−2s−1) luminosities.
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At the LHC energies, protons can interact via gluon↔gluon fusion [44], and the distribution

of producedbb̄ pairs will be strongly peaked in both the forward and backward direction as illus-

trated in Figure 3.3.

Figure 3.3: Polar angle forb- and b̄-hadron di-

rections at the LHC [45].

This figure illustrates why LHCb has been

designed as a single-arm forward spectrom-

eter. With LHCb’s forward design and an-

gular coverage, it manages to cover about

35% of the phase space of the producedb

mesons. The expected phase space coverage

depends on extrapolating hadronic parameters

for b-quark production, to measurements per-

formed by the UA1 experiment (operated on

the SPS ring in the 1980’s) and the current

CDF and D0 experiments at the Tevatron. Ex-

pectation for the cross-sectionσbb̄ range from

175 to 950µb, depending on the extrapolation

[44]. The mean value of these estimates, 500

µb, is currently used by all LHC experiments in their Monte Carlo simulations. The true value

will need to be measured using LHC data.

The LHCb detector is located at LHC interaction point 8, the site of the former DELPHI ex-

periment. A schematic of the LHCb detector as it is fitted intothe DELPHI cavern is shown

in Figure 3.4. The right-handed coordinate system is determined such that the vertical axisy

points upwards and thez-axis points from the interaction point downstream. The main magnetic

field component is along they-axis, thus defining the horizontal or bending planex − z and

the vertical or non-bending planey − z. The angular coverage is 10-300 mrad in the horizontal

plane and 10-250 mrad in the vertical plane, where the acceptance is given in terms of the polar

angleθ with respect to thez-axis. Equivalently, the acceptance corresponds to a givenrange

in pseudo-rapidity5 of 1.9 < η < 4.9. The dimensions of the detector are approximately (x=6

m)×(y=5 m)×(z=20 m).

5η = −ln tan( θ
2
) whereθ is the polar angle.
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The geometry enables the vertex detectors to be situated much closer to the interaction point,

allowing better vertex resolution than for the central detectors. Finally, the forward geometry is

more open, allowing for a simpler mechanical design and maintenance.

Figure 3.4: The LHCb detector in the vertical (non-bending)plane [43]. The subdetectors can be
categorised into tracking devices (highlighted in red) andparticle identification (PID) detectors
(highlighted in green).

The subdetectors of theLHCb experiment are identified in Figure 3.4. Starting from the

interaction point (IP), they are:

• The Vertex Locator (VELO): a high resolution silicon-stripdetector to identify the vertices

of the primary interaction as well as the decay vertices of short lived particles.

• The first Ring Imaging Cherenkov counter (RICH1): with a large potential acceptance,

optimised to identify low momentum particles which may occur at large polar angles.

• The Trigger Tracker (TT): a silicon-strip detector for finding tracks and to provide fast

information used in the trigger.

• The warm Magnet: with an integrated magetic field of 4 Tm.
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• The main Tracking stations (T1,T2,T3). each consists of a high resolution Inner Tracker

(IT), made of silicon-strip detectors, and an Outer Tracker(OT), consisting of straw tubes.

• The second Ring Imaging Cherenkov Detector (RICH2): with a acceptance limited by the

opening of the magnet optimised for high momentum particles.

• The first Muon station (M1): Gas Electron Multiplier (GEM) detectors are used in the

central part of this station due to the high particle flux, while Multi Wire Proportional

Chambers (MWPC) are used for the lower occupancy outer region.

• The Scintillating Pad Detector and Pre-Shower (SPD/PS): using plastic scintillators and

lead absorbers, the SPD counts the charged particles prior to electromagnetic showering,

while the PS helps separate fast moving pions from electrons.

• The Electromagetic Calorimeter (ECAL): consists of 25 radiation lengths6 of lead-scintillator

readout by scintillator fibres in Shashlik layout.

• The Hadronic Calorimeter (HCAL): made from 5.6 interactionlengths7 of iron-scintillator

titles orientated in beam direction and read out by scintillating fibres.

• And finally the Muon Stations (M2,M3,M4,M5): consisting of 1368 Multi Wire Propor-

tional Chambers (MWPC), providing good transverse momentum resolution of the muons.

TheB-mesons produced atLHCb are real and highly boosted in the laboratory frame. With

the average lifetime ofBd and theBs mesons being∼ 1.53 ps and∼ 1.47 ps respectively, these

mesons typically travel 10 mm in the laboratory frame beforedecaying. Due to the production in

pairs ofb and b̄ quarks at the interaction point, the twoB-mesons are linked to each other such

that information from the secondB-meson may help interpret the decay of the firstB-meson.

In this thesis we focus onBs mesons decaying into theJ/ψφ final state, with theJ/ψ

resonant state instantaneously decaying intoµ+µ− and theφ decaying intoK+K−. We are

interested in reconstructing the two muons and two kaons of the final state. All subdetectors of

the LHCb experiment are used for this analysis, but the VELO, the RICHdetectors (1 and 2)

and the MUON systems are particularly important. Each subdetector will now be discussed in

turn.

6Defined as the distance traversed in a material over which theelectron energy is reduced by a factor of 1/e due
to radiation loss only.

7Defined as the distance traversed in a material before a particle undergoes an interaction that is neither elastic
nor quasi-elastic.
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Interaction region 5.3cmσ =

390 mrad

15 mrad

1 m

60 mrad
cross section at y=0:

not required for LHCb
acceptance coverage

x

z

Figure 3.5: Schematic cross-section of the LHCb VELO detector layout [43], viewed from the
top aty=0, i.e. in the (x,z) plane. The two radial pile-up veto sensors, left of the interaction
point, are shown in blue.

3.4.1 Vertex Locator (VELO)

The VELO [46, 47] consists of 21 main tracking stations. Their arrangements within the LHC

beam pipe is schematically shown in Figure 3.5. Each stationis split into two semicircular

silicon-strip sub-detectors which can be retracted by 3 cm from the proton beam during injection

and acceleration. Each semi-circular sub-detector consists of two sensor layers, with circularly

oriented strips measuring the radial (r) and the other with radial orientated strips measuring the

azimuthal (Φ) coordinate of each track. Eachr- andΦ-sensor comprises of 2048 silicon strips,

of which the layout is shown in Figure 3.6.

 512
strips

 512
strips

 512
strips

 512
strips

R-measuring sensor

  40µm 
inner pitch

101.6µm outer pitch

(a) radial

 683 inner strips

Phi-measuring sensor

  35.5µm 
inner pitch

 1365 outer strips

 78.3µm pitch

 39.3µm pitch

 96.6µm pitch

 20  stereo angle0

 -10  stereo angle0

(b) azimuthal

Figure 3.6: Layout of the radial (r) and azimuthal (Φ) sensors, with some strips indicated with
dotted lines for illustration. The images are taken from [43].

The VELO layout has been optimised to reduce the amount of material in the detector ac-

ceptance, whilst providing the required geometrical coverage of the charged tracks. Any charged

particle produced within the acceptance region around the interaction point will pass through at

least five stations. There a charged particle generally leaves one or two adjacent hits as it passes

through a sensor. The resolution with which the tracks can bereconstructed depends on the sen-
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sor pitch and projection angle. The best resolution8 achieved with the VELO is 9µm in both the

r andΦ directions [47].

The VELO’s role is of crucial importance forB-physics measurements. InBs → J/ψφ de-

cays for example, theBs lives long enough to measure its lifetime, provided we can separate the

secondary vertex, i.e. theBs decay vertex, from the primary interaction point. This measurement

is provided by the VELO with high precision. In addition it provides the information needed to

veto pile-up9 and to identify candidates from displaced vertices. The former is used by theL0

trigger to select clean events, the latter by the High Level Trigger to selectB meson events.

3.4.2 The Tracking stations (TT) and T1,T2,T3

Further tracking of charged particles is provided by multiple stations (the red section shown in

Figure 3.4) along the path of the particles. Tracking consisting of: the VELO, the Trigger Tracker

(TT) and the tracking stations (T1, T2, T3) [48, 49].

(a) Trigger Tracker (b) TTa and TTb stations

Figure 3.7: (a) Isometric view of the Trigger Tacker (TT) support mechanism. Two half stations,
one on either side of the beam pipe, can be moved horizontally. (b) View of thex- andu-layers
in TTa and of thev- andx-layers in TTb (the square elements represent the silicon sensors).

The Trigger Tracker consists of four silicon strip detectorlayers grouped into two stations of

two layers each, called TTa and TTb. They are shown in Figure 3.7. The station TTa is centred at

z=232 cm and TTb is centred atz=262 cm with a clearance of 27 cm between the two stations.

In total both stations cover an active area of∼8.4m2. The sensors of each layer are staggered by

1 cm in thez-direction and overlap by a few mm in thex-direction. TTa consists of ax- andu-

layer, with the strips in thex-layer running iny-direction to measure the deflection of charged

particles inx-direction. Theu-layer is rotated with respect to thex-layer by a stereo angle10

8The worst resolution being 25µm
9Pile-up is multiple primary vertices per bunch crossing.

10The stereo angle is defined as the angle between the strips direction and they axis, in thex− y plane. Positive
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(a) tracking substations (b) IT and OT

Figure 3.8: (a) Schematic view, looking from the interaction point, on one of the tracking sub-
stations in thex−y plane showing: the beam pipe in the centre, surrounded by theInner Tracker
(IT orange) and the Outer Tracker (OT, straw tubes blue). (b)A cut-through of the centre part
of the tracking sub-stations parallel to the beam axis displaying the staggering of the IT and OT
layers along the beam pipe. Figures are taken from [48].

of −5o when looking from the interaction point. TTb consists of ax- and av-layer, with the

second rotated by+5o. Each TTa(TTb) layer is split into 15(17) vertical ladders which in turn

are subdivided into several readout sectors. Finer segmentation is given to the central sectors to

help improve the trigger performance. These sectors are indicated by various colours in Figure

3.7.

The main purpose of the tracking stations (T1, T2 and T3) is toreconstruct the charged tracks

which pass through the opening in the magnet in order to determine their momentum. They also

provide an extrapolation of tracks used in the reconstruction of Cherenkov rings by the RICH de-

tectors. Finally they provide seeds for the reconstructionof clusters in the calorimeter and muon

chambers. Each of the tracking substations (T1,T2,T3) consists of an Inner Tracker (IT), which

covers the central 2% of the area with high track occupancy and an Outer Tracker (OT) covering

the remaining 98% of the area with lower occupancy. To cope with the high track multiplicity in

the central region, the IT is constructed using the same silicon strip technology as employed for

the TT. For each substation the IT covers a total active area of ∼1.4m2 around the beam pipe.

The four layers are arranged in (x,u,v,x) stereo orientation, as discussed for the TT.

With increasing polar angles, the track occupancy drops quickly. Below an occupancy of

15% strawtubes can be employed to achieve the designed trackresolution [49]. For each substa-

tion the OT covers an active area of,∼ 28.9 m2. The four detection layers are arranged in the

angles occur when rotating from the positivex axis to the positivey axis in the transverse plane.
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same (x,u,v,x) stereo geometry as the IT and TT stations. Each detection layer is made from

straw drift tubes filled with a gas mixture of Argon (70%) andC02 (30%). This guarantees fast

drift times and a readout of the signal of below 50ns [47].

The main purpose of the TT station is to assign momentum information to the charged par-

ticles located by the VELO, prior to the deflection by the magnetic field. The charged particles

are slightly deflected by the low magnetic field fringe between the VELO and TT which has an

integrated bending power of only 0.15 Tm [50]. This small deflection can be used to roughly

estimate the momentum of particles with a limited resolution. Particles with a high momentum,

with a momentum of a few GeV/c, experience in the bending plane a deviation of only a few mil-

limeters compared to a straight trajectory. But this is sufficient to determine the momentum with

10-40% accuracy without the use of other stations. This information is used in theL0 trigger

to determine the tranverse momentum of the high impact parameter tracks. The TT is also used

to reconstruct long-lived neutral particles, like theK0
s , which usually decay outside the VELO

acceptance.

3.4.3 Magnet

Figure 3.9: The LHCb dipole magnet and sur-

rounding iron yoke, looking long thez-axis back

to the interaction point. The photograph is taken

from [42].

The LHCb magnet, Figure 3.9, is used to de-

flect the path of charged particles. It provides

an overall bending power of
∫

Bdl =4 Tm.

With this a momentum resolution ofδpp ∼
0.4% is achieved for high momentum tracks,

with a momentum ofp ∼ 40 GeV/c, which

are detected in the VELO, the TT and in the

tracking stations T1-T3. Its funnel-like geom-

etry is determined by the acceptance require-

ments of LHCb, its opening allows for a large

forward acceptance of±250 mrad vertically

and±300 mrad horizontally. The magnet is

built using the conventional warm technology

[45], with saddle-shaped coils in a window-

frame iron yoke. The poles are sloped to

match the detector acceptance. The use of a warm magnet allows to reverse its polarity. This is

regarded as an important systematic cross-check, allowingthe study of systematic effects intro-

duced by the residual left-right asymmetries in the detector.
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3.4.4 The RICH system

Particle identification is provided by two Ring Imaging Cherenkov counters (RICH) [43, 47].

They are designed to cover the broad angular and momentum spectrum of charged particles

found within the detectors acceptances. RICH1 is located between the VELO and TT before the

magnet, and RICH2 is situated between the three tracking stations and the calorimeters behind

the bending magnet. RICH1 is designed to identify low to intermediate momentum tracks ranged

from ∼ 1 GeV/c to 60GeV/c using an aerogel and aC4F10 radiator, RICH2 provides particle

identification from∼ 15 GeV/c up to∼ 150GeV/c using aCF4 radiator. RICH1 covers the

full LHCb acceptance, while RICH2 covers a limited acceptance of∼ ±10 mrad to±120 mrad

(± 100 mrad) in the horizontal (vertical) direction.

Particle identification requires knowledge of the particlemass, charge and interaction proper-

ties with matter. In Ring Imaging Cherenkov counters, the velocity of charged particles (β = v
c )

is measured. Together with the momentum measurement for thecharged tracks the mass of the

particles can be deduced. This technique is particularly well suited for high momentum tracks

where other particle identification methods fail.

(a) RICH1

CF4 gas

Beam pipe

300 mrad

120 mrad

Flat mirror

Spherical mirror

Photodetector
housing

10 11 12 m

(b) RICH2

Figure 3.10: (a) Schematic view of the RICH1 detector from the side and (b) the RICH2 detector
from the top. The figure were taken from [51].

The principle of RICH detectors relies on the Cherenkov effect. Charged particles which

travel through a medium with a refractive indexn > 1, i.e. not in the vacuum, are forced to

emit electromagnetic radiation if their velocity is largerthan the velocity of light in that medium,
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v = βc > c
n . This is a direct consequence of the Maxwell equations. The light emitted along the

track interferes and forms a cone of opening anglecos θc = 1
nβ with respect to the trajectory. As

shown in Figure 3.10, spherical mirrors collect and focus the light into ring images. At LHCb

the mirrors are tilted to allow the photodetectors to be placed outside the geometrical acceptance.

This distorts the ring images to ellipses. A second set of plane mirrors are employed to increase

the lever arm, allowing the photodetectors to be placed compactly in thez-direction. The light

is focused on detector planes equipped with Hybrid Photon detectors (HPDs). The HPDs are

sensitive to single photons in the range of 200 to 600 nm, witha high Quantum Efficiency11

(〈QE〉 @ 270 nm = 27%) and covers an active area ratio of∼ 65%. Three radiator media

are employed in the RICH system to produce Cherenkov light over a wide range of particle

momentum:

Arogel n=1.03, optimal for low momentum particles inside RICH1;

C4F10 n=1.0015, for intermediate momentum particles inside RICH1;

CF4 n=1.00046, for high momentum particles inside RICH2.
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(b) Kaon identification

Figure 3.11: (a) Detected photon hits of a single event in thetwo detection planes of RICH2
and the reconstructed ring images associated with detectedtracks. (b) The kaon identification
efficiency (top curve) and the probability for a pion being misidentified as a kaon (bottom curve)
versus the particle momenta. The plots are taken from [45].

11The Quantum Efficiency is defined as the probability that a measurable photoelectron is produced when a photon
hits the photocathode.
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For each event a pattern recognition algorithm reconstructs the ring images as illustrated in

Figure 3.11(a) and an association with the tracks found by the tracking system is sought. Rings

without a track reconstruction, scattered hits and clusters of noise are treated as background. A

maximum likelihood is calculated testing the various particle hypotheses against the measured

Cherenkov angle (θC), forming the most likely candidate for each ring.

An example of the particle identification (PID) performanceis shown in Figure 3.11(b). The

average efficiency for kaon identificationǫ(K → K) between 2 and 100GeV/c is 95% for a

likelihood12 of ∆Lk−π > 0, with a corresponding average pion misidenification rateǫ(π → K)

of ∼ 5%. Around 30GeV/c the identification probability is∼ 97% and the misidentification

probability∼ 5%. The efficiency of the two identifications can be traded offby the probability of

the misidentification of pions by the variation of the likelihood cut. In the same way the separa-

tion power between all pairs of particles can be determined.The overall RICH PID performance

using fully simulated Monte Carlo data, is found to be good over the entire momentum range, 2

to 100 GeV/c [45].

The RICH counters provide the essential particle identification for physics analysis at the

LHCb. Especially the separation between charged pions and kaons, which help to distinguish

between decay channels with the same topology, such asBd → π+π− which requires rejection

of the following two-body backgrounds:Bd → K+π−,Bs → K−π+ andBs → K+K−.

12A discussion and definition for the delta log likehood function is presented in section 4.3
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3.4.5 Calorimetry

(a) ECAL

(b) HCAL

Figure 3.12: (a) The electromagnetic calorime-

ter (ECAL) during installation opposite the

dipole magnet. (b) The hadronic calorimeter

(HCAL), during installation. The images where

taken from [42].

The main purpose of the calorimeter sys-

tem is the identification of particles in-

cluding: hadrons, electrons and photons,

by measuring their energies, position and

shower profile. The two main calorime-

ters, illustrated in Figure 3.12, are the

Electromagnetic and Hadronic Calorimeters

(ECAL and HCAL). Identification of elec-

trons and photons, is primarily achieved

by the ECAL. This is essential for flavour

tagging semileptonic decays and to en-

able reconstruction ofB decays contain-

ing prompt γ or π0. The system is

used to identify events with high trans-

verse energy B-hadron decay products,

which is the basis of theL0 trigger deci-

sion.

The calorimeter system is placed towards

the end of the LHCb detector, between the

first and second muon stations, as illustrated

in Figure 3.4.

The Scintillating Pad Detector (SPD) and Pre-Shower (PS)

These subdetectors are located in front (SPD) and after (PS)a 12 mm thick lead converter, and

just before the main calorimeters. Both consist of 15 mm thick scintillator tiles, with wavelength

shifting fibres used to transmit scintillating light to conventional photomultiplier tubes for read-

out. The SPD counts the number of charged tracks prior to showering. This specifically helps

to distinguish between photons and electrons. The lead converter initiates the electromagnetic

shower, with the showers initial evolution being picked up by the PS. For 50GeV/c moving

neutral pion and electron beams, the retention efficiency ofthe PS is∼ 99.7% and∼ 97% re-

spectively [47]. The PS therefore helps to separate fast moving pions (hadrons) and electrons.
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Electromagnetic Calorimeter (ECAL)

Figure 3.13: Front view of the electromag-

netic calorimeter, looking from the interaction

point. The electromagnetic calorimeter consists

of three sections, the inner section (blue), the

middle section (cyan) and the outer section (ma-

genta), which decrease in the number of readout

cells moving away from the beam pipe. The im-

age is taken from [52].

The LHCb ECAL is built from individual

Shashlik-type modules that are made from

66 lead absorbing plates (2 mm thick) inter-

spaced with scintillator tiles (4 mm thick)

as the active material13. Its total thick-

ness corresponds to 25 radiation lengths

and 1.1 interaction lengths. Wavelength

shifting fibres penetrate the lead/scintillator

stack through holes and are readout through

photomultipliers. The ECAL structure,

shown in Figure 3.13, is segmented into

three sections (the SPD and PS calorime-

ters also have the same structure) with

one type of module per section. All

three module types have identical squares

size of 121.2 mm, but differ by the num-

ber of readout cells. The ECAL sec-

tion closest to the beam pipe consists of

167 modules containing 9 readout cells

each, the middle section has 448 mod-

ules 4 cells each, and the outer section

has 2688 modules made from a single

cell.

The energy resolution of the ECAL can be

described by:

dE

E
=

a√
E

⊕ b⊕ c

E
(E in GeV/c),

wherea stands for the stochastic term, due to statistical fluctuations in the shower andb for

the constant term, representing the systematics induced bythe detector. Thec term describes

the noise induced by the electronics in the detector. Using one of the outer modules, with a test

beam of 50GeV/c electrons, the terms are measured to be 8.5% <a < 9.5%,b ∼ 0.8% andc

∼10.1% [53]. The energy resolution for electrons generally varies from∼3% (at 20GeV/c) to

∼1.1% (at 100GeV/c).

13This type of calorimeter use first used for the PHENIX detector at the Brookhaven National Laboratory. The
active material is made from polystyrene-based scintillators, with 2.5% PTP and 0.01% POPOP.
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Hadronic Calorimeter (HCAL)

Figure 3.14: View of one half of the hadronic

calorimeter. There are 36 horizontal modules

stacked on top of each other. Two central mod-

ules are shorter to allow the accelerator beam to

pass through. The images is taken from [52].

The HCAL is placed behind the ECAL and

stops hadrons via their interactions with the

detector’s material. The HCAL is made

out of layers of steel (16 mm thick) and

scintillating tiles (4 mm thick), as the ab-

sorber and active material respectively. The

scintillating tiles and absorbers run paral-

lel to the beam, with the overall mate-

rial thickness of 1.2 meters. The HCAL

structure is segmented into two section each

being built of 26 detector modules with

each module being subdivided into 8 sub-

modules, one half-section is shown in Fig-

ure 3.14. Wavelength shifting fibres run

along the edges of the scintillator tiles to

bring the scintillating light to photomulti-

plier tubes that are fixed at the back of

the structure. The expected energy reso-

lution of the HCAL is σ(E)
E = 80%√

E
⊕

10%.

3.4.6 Muon Chambers

The muon detector is divided into 5 tracking stations (M1 to M5). Stations M2-M5 are placed

behind the LHCb calorimetry system, which acts as a shield designed to attenuate all photons,

electrons and hadrons before reaching the outer muon stations. M1 improves the transverse mo-

mentum measurements of the muon track and is in theL0 trigger. Due to the high particle flux

received by the inner part of this station, up to∼8.3×10−3/cm2, triple GEM detectors14 are

used [54]. The four remaining stations are separated by muonshields made from 80 cm thick

iron attenuators. Each station is subdivided into 4 regions, R1 to R4, with varying pad granular-

ity. The lower occupancy level allows the use of Multi Wire Proportional Chambers (MWPC).

The chambers are built with 2 mm wire spacing and a small gas chamber of 5 mm width. Each

chamber contains a gas mixture of carbon dioxide, argon, andtetrafluoromethane (45:15:40).

This mixture is used to achieve a fast time resolution of 3 ns [47].

1424 triple-GEM detector are used, which consist of three gas electron multiplier (GEM) foils sandwiched between
anode and cathode plates.
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Figure 3.15: View between two of LHCb Muon

stations. The image was taken from [42].

The main purpose of the muon stations,

shown in Figure 3.15, is to identify muons

from electrons and high energy hadrons. This

information is used for the level-0 and high

level triggers15, and in off-line analysis. M1

is placed in front of the SPD/PS system and

is important for transverse momentum mea-

surements of the muon track used in theL0

muon trigger. M2-M3 are primarily used to

obtain good (20%) transverse momentum res-

olution for theL0 trigger, while M4 and M5

are used to confirm the presence of penetrat-

ing muons. Muon identification indicates the

presence of an interesting event in our detec-

tor. For example, they are present in the fi-

nal states of manyCP-sensitiveB-decays, in-

cludingBs → J/ψ(µ+µ−)φ or rare decays

such asBs → µ+µ−.

3.4.7 The Trigger system

Figure 3.16: The Level-0 trigger system [47],

consisting of: the pile-up system of the VELO,

the Level-0 calorimeter trigger and the Level-0

muon trigger system.

Proton-proton bunches collide at the LHC

every 25 ns leading to event rate of 40

MHz. At LHCb’s designed luminosity of

2×1032 cm−2s−1 an average of 10 million

proton events per second will be produced.

Currently 2 kHz of selected events can be

written to permanent storage. It is the task

of the trigger system to select with high ef-

ficiency, and in real time those events which

bear the signatures of the physical processes

to be studied (signal), and with a high purity

those processes to be discarded (background).

In addition, the trigger system has to provide

the means to deal with highly varying fre-

quencies of different signal event types. For

instance, the system should be able to pass all

15The muon detector provides information to theL0 on high transverse momentum muons, helping to enrich the
triggered content of heavy-flavour events.
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events of rare signal types, while limiting in a controlled way the amount of signal types to fit

the available bandwidth for data transfer and storage.

The LHCb trigger system is based on a two-level system [55], and uses known properties of

b-hadrons to select the decays ofB mesons:

• their long lifetime, which leads to a displaced secondary vertex and therefore to tracks

which exhibit large impact parameter with respect to the primary interaction point. The

decay products of theB-mesons generally are measured to have a large transverse momen-

tum p⊥ or energy (E⊥)16, which is due to large mass difference between theB-hadrons

and their decay products.

• Global event variables such as charged track multiplicity and number of interactions per

events are also used.

The data initially collected from an event is first passed through the Level-0 (L0) trigger,

reducing the event rate to 1 MHz. The event rate is further reduced using the High Level Trigger

(HLT), which selects events at a rate of 2 kHz for mass storageand subsequent offline analysis.

The Level-0 trigger

This is a fast17 hardware-based triggering system relying on four subsystems: the pile-up system,

the calorimeter trigger, the muon trigger, and the decisionunit that compiles the global decision.

This system is schematically shown in Figure 3.16 where:

The Pile-up systemdetects multiple primary vertices. This is achieved by measuring the radial

position of tracks using two pairs of overlappingr-sensors, see Figure 3.5, placed upstream

of the VELO. Track hits coming from each sensor pair are then used to determine the

position of primary vertices along the beam line. This is used to veto pile-up (multiple

interaction events).

The Calorimeter trigger looks for highE⊥ particles: electrons,γ, π0 or hadrons. An event is

accepted if clusters identified as:

• electrons, using information from M1, the SPD, the PS and theECAL, have anE⊥
> 2.6GeV.

• γ, using information from the SPD, PS and the ECAL, have aE⊥ > 2.3GeV.

• hadrons, using information from M1, the PS and the HCAL, haveaE⊥ > 3.5GeV,

or > 4.0GeV for π0.

16p⊥ is measured with respect to thez-axis: p⊥ ≡
p

p2
x + p2

y. E⊥ is defined to beE⊥ ≡ sin(θ)E, whereE is
the total energy of the particle andθ is the angle the particles trajectory makes with the interaction point.

17The latency ofL0 is fixed to 4µs; the maximum time between app interaction and the time for theL0 decision
to reach the Front End (FE) electronics.
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If the total energy of the calorimeter is below 5.0GeV the event is vetoed.

The Muon trigger will accept an event if a reconstructed track identified as a muon, with hits

in all five muon chambers, has ap⊥ > 1.3GeV/c. The event is also accepted if the sum of

thep⊥ of the two largestp⊥ muons is above 1.5GeV/c.

The Decision Unit receives information from the each Level-0 subtrigger and produces a single

decision per event. Events are accepted when at least one test of the calorimeter trigger or

muon trigger is passed and there is no veto from the pile up. Ifthep⊥ of the two largest

p⊥ muons in an event is above threshold, the decision unit sendsout a positive result

irrespective of any vetos acquired.

The Higher-Level triggers

Figure 3.17: [47] Global view of the LHCb trig-

ger scheme. Only a subset of the HLT1 lines is

applied depending on the types of L0 candidates

present in the event, while all HLT2 selections

are run for every event.

The Higher-level triggers (HLT), shown in

Figure 3.17, are software based trigger sys-

tems. They are implemented as C++ appli-

cations on a PC farm which consists of about

2000 CPU nodes. An fraction of this cluster

is used for the HLT1 which reduces the event

rate from 1 MHz down to 30 kHz. The HLT1

first refines theL0 trigger decision. For this

it uses the data available to theL0 but allows

for more computing time and basic event re-

construction using multiple subdetectors. De-

pending on the characteristics of the events

accepted at this stage they are passed to one or several independent trigger alleys to further

refine the selection, including:

the muon only alley: an event is selected when it contains two muon candidates with an invari-

ant mass> 2.5 GeV/c2, or when the invariant mass of the pair is> 0.5 GeV/c2 and the

impact parameter (IP ) with respect to the primary vertex is> 100 µm.

the muon and hadron alley: this alley is run when an event which passes the L0-muon trigger,

but fails the HLT1 muon alley. Events are selected with a muonand hadron track with

high IP andp⊥.

the hadron only alley: an event is selected if there is at least one hadron with ap⊥ > 2.5GeV/c

and anIP > 150µm, or if there are two hadrons one with ap⊥ > 1.1GeV/c and the other

with ap⊥ > 0.9GeV/c.

the electromagnetic (e, γ andπ0) alley: events passing this alley are selected when one calorime-

ter object hasE⊥ > 3 GeV/c andp⊥ > 1.2 GeV/c.
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This way each alley selects more specifically on informationprovided by one of theL0 sub-

systems. The event characterisation becomes more completeby the addition of tracks from the

tracking subdetectors, the VELO and/or T1-T3 stations. Tracks with large impact parameters are

searched with additional criteria, thep⊥ of the tracks, being used, i.e. events with at least one

long track18 and with ap⊥ of at least 1.5GeV/c will pass.

If the event is selected by at least one of the HLT1 allies, it proceeds to the secondHLT

trigger level, the HLT2. This trigger is executed for all events passing the HLT1 trigger and is

independent of which alley the event passed. The aim of HLT2 is to reduce the combined output

rate of the alleys from around 30 kHz down to 2 kHz (20 Mbits/s)the rate at which the data is

written to storage. First a full reconstruction of particles in the event is preformed. The recon-

structed event is then processed through exclusive and inclusive selection algorithms in parallel.

The inclusive algorithms select partialB decays such as:φX, J/ψX, D∗X, µ±X, µ±hX,

µ+µ−X. The exclusive algorithms select individual final states with the highest possible effi-

ciency. An event is accepted and potentially stored if it passes either the inclusive or exclusive

selections.

3.5 LHCb simulation software

The LHCb software environment is built upon an Object Orientated (OO) C++ framework called

GAUDI [56]. This framework provides a common environment for the production of Monte

Carlo (MC) events, the simulation of the detector, the reconstruction of simulated and real data,

and the analysis of either data. Figure 3.18 shows the structure of the software environment used

and the data flow between the logical components. The first stage in the simulation software is

the event generator. This is software used to simulate collisions of two protons, the underlying

event, parton showering, hadronisation etc. A dedicated software package, EVTGEN [57], is

then used to simulateb-hadron decays. The final states produced by the event generator are then

propagated through a simulation of theLHCb detector provided by the GAUSS [58] software

package. This software is based on the simulation package GEANT 4 [59]. These simulations

emulate, as accurately as possible, the passage of the particles through the apparatus and the

corresponding detector response.

In the third step a digitisation of the detector electronicsis simulated, using the BOOLE [60]

package. In parallel to this realpp collisions are produced by the LHC accelerator and their

decay products produce a response in the realLHCb detector, which in turn gets digitised in the

real readout electronics. The digitised data coming out of either the simulated or the real detec-

tor is then passed into the common reconstruction stage, BRUNEL [61], where the high-level

particles are built from the available detector information to characterise the event. This data is

18These are tacks that traverse the whole LHCb tracking system, from the VELO down to the T stations.
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then permanently stored in so called Data Storage Tapes (DST), with the raw data still attain-

able. Finally, the reconstructed events can then be processed at a later time through the analysis

stage, provided by the DAVINCI package [62], where the physics parameters of interest can be

extracted.

Figure 3.18: Flow diagram illustrating the different LHCb software components embedded in
GAUDI. Marked in red are the stages which process real data. Boxes in blue represent software
components processing simulated data. The components marked as Reconstructed and Analysis
deal with both real and simulated data, and is given in purple.
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The DAVINCI software package allows the off-line selectionand analysis of specific fi-

nal states, e.g.b-hadron decays. Final state particles are identified from all available detector

information, from primary and secondary vertices are reconstructed with the highest available

precision. A series of custom defined C++ algorithms are usedto select final state particles and

event topologies characterising the decay process under study. These algorithms contain selec-

tion criteria including: transverse momentum, particle mass, flight distance, etc to help filter out

the signal events. DAVINCI versions v19r7 to v19r13 have been used in this thesis.

3.5.1 Generation of data samples

Before the LHC is fully operational, only generated (or fully simulated) Monte Carlo (MC) data

can be used to test the above event generation framework, andestimate the detectors performance

to physics decays of interest. The software chain starts with PYTHIA [63], which generates all

the pp minimum-bias interactions with a centre of mass energy of
√

14 TeV and deals with

showering and hadronisation. EVTGEN is then used to simulate the decay of these hadrons,

specificallyB-meson decays. This software originated from the BABARB-physics program

and is designed to handle complexCP violating decays, likeBd → J/ψKs. Specific decay

channels of interest including:

Minimum-bias eventsAll events which are generated by PYTHIA and passing throughEVT-

GEN.

bb̄-inclusive eventsAll events generated by PYTHIA which contain at least one b hadron

within the acceptance cone of 400 mrad with respect to the beam axis are kept. Theb-

hadron decays through EVTGEN.

Signal eventsEvents containing ab hadron (or any other signal) of interest within the 400

mrad geometrical acceptance cone. PYTHIA repeats its hadronization until the interaction

contains the required hadron type. The signal candidate is then forced to decay in EVT-

GEN according to the decay chain specified by a decay file and all the other underlying

particles from the event are decayed.

Monte Carlo data

There is a distinction between data which passes through thegenerator19 level (MC truth data)

and those events which also pass through detector reconstruction (MC data) stage.

Even after applying an off-line selection, the original MC truth information is still preserved

in the reconstructed data. This makes it possible to determine efficiencies. After off-line selec-

tion, a candidate particle needs to be re-associated with its corresponding generated MC event.

This match is provided by high level tools, called Linkers and Relations tables [64]. The match

19Generated MC events passing through the LHCb software model, end up stored in DST (Data Storage Tape)
files. These files are used during the analysis stage, by applying selection cuts, to reconstruct the events.
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follows the criteria that a reconstructed track or particleis said to be associated to a MC gener-

ated particle if the clusters used to form the underlying track or particle are matched to a certain

fraction of hits coming from the same MC particle. If no association is found the track is called

a ghost track. Two or more tracks associated to the same MC generated particle are then called

clones.

Except for the minimum-bias sample, all other samples have asimulated generator level

acceptance cut of < 400 mrad. The efficiency of this cut varieswith the hadron type under gener-

ation [43]. This needs to be well understood since these specific efficiencies significantly effect

the event yields and background-to-signal ratios. The specific geometrical efficiencies for the

difference hadrons under investigation in chapter 4 are quoted in Table 3.1.

Generator-level cut [%]
ǫθsigBu ǫθsigBd ǫθBs→J/ψφ ǫθsigBbb̄

34.9± 0.3 34.9± 0.3 18± 0.006 43.4± 0.3

Table 3.1: Generator-level geometrical acceptance cut [65].

Data samples

Table 3.2 below gives the data samples used for the selection(chapter 4), background (chapter

5) and sensitivity (chapter 7) studies preformed in this thesis. The data samples and the software

used are all part of the LHCb Data Challenge 06 (DC06). The sensitivity studies carried out in

chapter 6, used values obtained from a previous LHCb Data Challenge DC04.

LHCb Event type Description type # of Events generated events (106)

13144002 Bs → J/ψφ Sig 1.6
13264001 Bs → Dsπ Sig 2.0
24142001 J/ψ-inclusive Bkg 1.9
11144001 Bd → J/ψK∗0 Bkg 3.1
10000000 bb̄-inclusive Bkg 27

Table 3.2: The LHCb DC06 data samples used in this study and the corresponding number of
generated events available for this study; these samples were generated using Gauss version
v30r0. The equivalent luminosity for theBs → J/ψφ signal sample is∼ 2.5fb−1.

Figure 3.19 shows one of theBs → J/ψφ events obtained from the LHCb event type

13144002 using Panoramix20. This event type is generated with the EVTGEN PVV_CPHL

20This is the LHCb model for data visualisation, version v16r0has been used to view theBs → J/ψφ events
shown in Figure 3.19.
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model [66], which allows for aCP violating time dependent asymmetry. Events generated from

this event type also required that each of theBs → J/ψφ decay products lie within the geomet-

rical acceptance of the detector. In the next chapter, the characteristics of theBs → J/ψφ event

data will be investigated.

Figure 3.19: Panoramix (version v16r0) view looking down atthe LHCb detector in thex − z
plane, with the interaction point on the left-hand side. Thetracks in orange show a typically fully
simulatedBs → J/ψ(µ+µ−)φ(K+K−) event.
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4
Bs → J/ψφ Event selection

We first need to reconstruct and select theBs → J/ψφ decays. The first step in selecting events

is the trigger system, which reduces the overall event rate from 40MHz down to 2kHz. This is

then followed by an off-line selection algorithm to furtherfilter the decays of interest. In this

chapter we will present the off-line selection procedure for theBs → J/ψφ channel, using the

fully simulated Monte Carlo data.

4.1 Decay topology

From the proton-proton interaction point, it is possible tocreate abb̄ pair, with either one having

the possibility of hadronising to form aB0
s meson. Given the natural decay length,τ ∼ 418.5

µ m, and average momentum,∼ 150 GeV/c, eachB0
s produced at theLHCb will, on average,

travel cτp/m ≈ 1.2 cm before decaying. This leads to theB0
s most characteristic signature at

LHCb which is that of a displaced secondary vertex. TheB0
s can then decay intoJ/ψ andφ

resonant states1, which can instantaneously decay into a di-muon and di-kaonpair2. TheJ/ψ

andφ are very short lived, meaning the di-muon and di-kaon pair effectively originate from a

common vertex. In turn this means that there are only two vertices of interest, theB0
s production

and decay vertex. A cartoon illustration of theBs → J/ψ(µ+µ−)φ(K+K−) decay along the

boostz-direction of the detector is shown in Figure 4.1

4.2 Selection procedure

This procedure will be divided into five stages:

• Determination of the selection variables. The first step is to identify a set of reconstruc-

tion parameters that provide a good separation between signal and background events. In

general this will require: making use of log likelihood difference∆lnL requirements for

PID charged candidate tracks; transverse momentumpt cuts on final state particles; the

1Use ofJ/ψ andφ to explicitly meanJ/ψ(1S) andφ(1020) respectively, will be used throughout this thesis.
2In this study use is made of theJ/ψ → µ+µ− andφ → K+K− channels. It is also possible to for theJ/ψ to

decay intoe+e− which occurs 5.94% of the time.
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Figure 4.1: Decay topology ofBs → J/ψφ. A bb̄ pair is created at the primary vertex (PV) with
either one hadronising into theB0

s . The long lifetime of theB0
s means it decays a distance∼ 1.2

cm before decaying. This is shown by the dotted red line. TheB0
s can then decay into aJ/ψ

andφ which, due to their short lifetimes, can decay almost instantaneously into a di-muon (solid
magenta lines) and di-kaon pair (solid blue lines), respectively.

goodness of track fitting to a common vertex, given by theχ2; an invariant mass window

on candidate particles.

• Pre-Selection. The next step is to apply a loose set of cuts on the selection variables.

This is to reduce the combinatorial background in the signaland especially in background

samples. This will be achieved by applyingBs → J/ψφ pre-selection cuts toBs → J/ψφ

signal and background data samples [67]. These preselection cuts were not developed

during these studies.

• Selection. After applying a pre-selection, a more specific set of selection cuts onpt,

reconstructed vertex and mass window on theJ/ψ, φ andBs candidates, in accordance

with [68], are applied to further purify the signal to background ratio.

• Analysis of the selection results. Events passing through the final selection cuts are then

studied. Calculation of the optimal signal yield, selection efficiencies and background-

to-signal ratio are calculated. The quality of reconstruction in terms of mass, propertime,

decay angles - associated with the final state particles - andtagging are studied.

• Cut Optimisation . After selection, optimisation of the selection cuts are studied. This

stage, discussed in chapter 7, will employ Root’s MultiVariate Analysis (MVA) classifiers,

in particular the Boosted Decision Tree (BDT). The study will be performed to optimise

the background-to-signal ratio using promptJ/ψ’s as the source of background.
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4.3 Selection variables

The selection variables can be divided into four groups namely: particle identification,p⊥ of the

decay products, the goodness of a vertex fit to charged tracksand invariant mass windows.

4.3.1 Particle identification

At the beginning of the selection the reconstructed tracks of each event are assigned a particle

identification (PID) based upon information from the different sub-detector. The PID is provided

by the RICH counters (π,K, p), the ECAL, the HCAL (e, γ, hadrons) and the muon system (µ).

The PID is not unique and several PID’s can be assigned to a signal track.

The PID information is used in the offline selection through the likelihood hypothesis com-

bining the information of all the sub-detectors. For example using the RICH, calorimeter and

MUON subdetectors, likelihood hypothesis that the track isaµ or hadron is given as:

L(µ) = LRICH(µ)LCALO(non µ)LMUON(µ)

L(h) = LRICH(h)LCALO(non e)LMUON(non µ)

whereh represents a hadron, e stands for an electron andµ for a muon. Each function com-

putes the probability of being of the given type of particle.If there is more than one estimator

from a given detector, they can be simply combined by taking the product of their individual

likelihoods.

Particles are then selected by cutting on the ratio of likelihoods between different hypothesis,

by forming a delta log likelihood (DLL) function comparing the two hypothesis. The ratio is

defined as:

∆ lnLAB = lnL(A) − lnL(B) = ln

[L(A)

L(B)

]

(4.1)

whereA, B stand for the hypothesis to haveA, B. The ratio (4.1) tends to be positive for

correctlyA-type identifiedA-type particles and negative for correctly identifiedB-type particles.

This method can only be applied to charged tracks,γ andπ0 need another treatment3.

A more specific example of log likelihoods is given by the performance of the RICH system

to distinguish kaons and pions, inBs → D−
s K

+ events, which is given by:

3Photon identification is based on whether there are hits on the SPD cell in the ECAL. Neutral pions are re-
constructed from two photons. They are mostly reconstructed at low momentum (3GeV/c) where the ECAL can
separate the pair of separate photons, while at highPT the pair cannot be properly resolved by the ECAL (the recon-
structedπ0 is then referred to as being “merged”)
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∆ lnLKπ = lnL(K) − lnL(π) = ln

[L(K)

L(π)

]

(4.2)
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Figure 4.2: Difference in log-likelihood between the kaon and pion hypotheses from the RICH
system [43]. The top plot describes the decision for kaons, while the distribution for pions is
shown on the bottom, for a sample ofBs → D−

s K
+ events; shaded areas show low momentum

tracks.

Figure 4.2, shows clearly how kaons and pions can be distinguished. Since∆ lnLKπ tends

to have positive values for kaons, whilst pions tend to have negative values. The double-peaked

structure in Figure 4.2(a) is due to the momentum-dependence of theπ − K separation of the

RICH system.

In Figure 4.3, the distribution of true pions is shown in magenta with respect to true kaons

(top) or true muons (bottom) shown in blue. Here theµ−π separation4 is seen to be less distinct

with respect to theK−π separation. This is because the masses of the muons (µmass=105MeV/c2)

and pions (πmass=139MeV/c2) are nearly degenerate with respect to the kaon mass (K+
mass=493MeV/c2),

meaning its more difficult to distinguish the muons and pions. As the particle identification

information in this example is taken as the global decision (the decision used from all sub-

detectors). The separation power coming from the muon system is washed out by the other

sub-detectors where its more difficult to distinguish the pions and muons.

4Where a∆ lnLKµ > -5 is applied as part of the offline selection cuts, as discussed in Table 4.5.
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)πDLL(K-
-60 -40 -20 0 20 40 60

-410

-310

-210

-110

πtrue 

true K

(a) ∆lnK−π

)π-µDLL(
-60 -40 -20 0 20 40 60

-310

-210

-110
πtrue 
µtrue 

(b) ∆lnµ−π

Figure 4.3:∆lnLX−π separation for true kaons and muonsX ∈ {K,µ} with respect to true
pions obtained using the combined sub-detector decision withBs → J/ψφ event data. (a) Show
the separation for kaons (blue) verses pions (magenta), while (b) shows the separation for muons
(blue) with respect to pions (magenta).

4.3.2 P⊥ of Bs decay products

A property ofb-decays is that the final state decay products typically havehigherp⊥ distributions

than that from non-b-decays. It is therefore possible to reject some of the background toBs →
J/ψφ by cutting on thep⊥ of the muons and kaons. A cut of greater than 750MeV/c to both

muons and kaons is applied as described in Table 4.5. Thep⊥ distribution for bothµ+ andK+

is shown in Figure 4.4, where thep⊥ is higher for muons coming from theBs → J/ψφ signal

compared to the non-prompt background.
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Figure 4.4: Distribution ofp⊥ and momentum forµ+ (a) andK+ (b) fromBs → J/ψφ (ma-
genta),bb-inclusive (grey), promptJ/ψ (cyan) andBd → J/ψ(µ+µ−)K⋆0 (brown) data sam-
ples before any cuts. The distributions shown are normalised to unity.
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4.3.3 The vertexχ2 requirement

To effectively reject random combinations of tracks when forming reconstructed particles, a cri-

teria widely used is that of the quality of the vertex fit,χ2. This criteria determines how precisely

tracks can be fitted to form a common vertex. The smaller theχ2 the more probable the tracks

are from originating from a common vertex. Theχ2 requirement is illustrated in Figure 4.5 for

the reconstruction of four tracks to a common vertex.

�2

(a) loseχ2

�2

(b) tightχ2

Figure 4.5: Fit of four tracks to a common vertex. The shaded orange area illustration the quality
of the vertex fit. (a) shows a lose vertex fit corresponding to ahigh vertexχ2, (b) corresponds to
a tight vertex fit corresponding to a lowχ2.

4.3.4 Mass window requirement

An invariant mass window requirement is simply to reject unwanted events when the mass of

the reconstructed particle is well known. For example, we would apply a mass window5 to the

reconstructedB0
s to help get rid of decays such asB0

s → J/ψ(2S)φ or B0
s → J/ψππ, which

have mass distributions 5366.5± 1.9 MeV/c2 and 5366.63± 3.2 [69]. TheJ/ψ, φ andB0
s

nominal mass peaks are given in Table 4.1, with their respective distributions after applying the

offline selection cuts shown in Figure 4.6. Further discussion on the mass resolutions, for each

plot given in Figure 4.6 can be found in section B.2.

5The canonical mass window requirement is to selected candidates (X), such that:

˛

˛(Mx −MPDG(x))
˛

˛ = |∆Mx| < Mwindow

2
.

WhereMx,MPDG(x) are the reconstructed and PDG masses respectfully andMwindow is the mass window.
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Nominal Particle Masses (MeV/c2)
MJ/ψ 3096.92 ± 0.01
Mφ 1019.46 ± 0.02
MB0

s
5369.6 ± 2.4

Table 4.1: NominalJ/ψ, φ andB0
s masses taken from [7].
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Figure 4.6: The reconstructed mass of theφ (top left), theJ/ψ (Top right) and theB0
s (bottom

left) mesons from the selected (see Table 4.5) signal events. Theφ distribution is fitted with
a Breit Wigner convoluted with a Gaussian (σb andσg are the widths of the Breit Wiger and
Gaussians functions respectfully), whilst theJ/ψ and theB0

s mass distributions are fitted with a
double Gaussian. The bottom right plot shows the fittedB0

s mass after constraining the masses
of theφ andJ/ψ to their nominal values given in Table 4.1.

92



4.4. TRIGGER PERFORMANCE ON SIGNAL

4.4 Trigger performance on signal

The LHCb trigger is of crucial importance in selecting amongst the collisions those events of

interest forb-physics studies. The trigger is based on a two-level system[70] exploiting the fact

that b-flavoured hadrons are heavy and long lived. The trigger decision is built on two compo-

nents: the level-0 (L0) decision, which is mainly based on highp⊥ energy particles: hadrons,

electrons, neutral pions and muons, and the High Level Trigger (HLT) decision, which refines

theL0 selected events by passing them through a series of dedicated trigger alleys (HLT1). The

alleys perform a partial event reconstruction based on the high transverse momentum and large

impact parameter (with respect to the primary vertex) characteristics of theB-decay products;

events passing at least one of these alleys then pass throughHLT2. This is a set of inclusive and

exclusive algorithms.

This section discusses the performance of each trigger decision on theBs → J/ψφ signal

events. The presence of the muons, from theJ/ψ mesons, means theBs → J/ψφ channel will

be relatively clean to trigger on: theL0 trigger, running at the nominalLHC bunch cross rate of

40 MHz, is found to be approximately 90% efficient [71] at triggering on muonic channels. The

other advantage this channel has comes from theRICH system, which provides good kaon iden-

tification from the large hadronic background, this has beendiscussed in section 3.4.4. Running6

theL0 decision over theBs → J/ψφ event data leads to an overall selection efficiency of 93%.

A breakdown of eachL0 alley is detailed in Table 4.2, where theL0 single muon alley is seen to

have the highest efficiency,∼ 97%. After theL0 trigger the event then passes through theHLT.

The HLT1 alleys detailed in Table 4.3 then refine theL0 decision. The nomenclature and a

description for each alley is given in [72, 73]. At the time ofthese studies, theHLT alleys used

still require tuning. From Table 4.3 we see that the four mostsignificant alleys are: the single

muon trigger (MuonTriggerSingle) with an efficiency of 52.7%, the dimuon alley (MuonTrig-

gerDiMuon) with an efficiency of 26.3%, the dimuon alley withan impact parameter cut on the

primary vertex (MuonTriggerIPDiMuon), and the hadron muonalley (MuHadTrigger) with an

efficiency of 39.9%. Events which pass at least one of theHLT alleys are then processed by

the inclusive and exclusive trigger algorithms, shown in Table 4.4, with most events passing the

shared dimuon algorithm. The overallHLT efficiency being 81%, as given in Table 4.4.

6The results of the trigger studies given in Tables 4.2 and 4.3have been obtained using theHLT trigger software,
version v1r10 and DaVinci version v19r14. At the time these studies were carried out, using the analysis of software
DaVinci v19r14, the trigger system was in a state of transition. TheHLT trigger structure changing from a one-tier,
to a two-tier arrangement. The restructuring of theHLT means that the HLT1 and HLT2 triggers have still to be tuned
using fully generated DC06 event data.
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L0 Alleys Selection efficiencyǫ[%]
Signal bb̄-inclusive prompt-J/ψ Bd → J/ψ(µ+µ−)K⋆0

LO Muon 53.96 43.0 74.6 87.8
L0 Single Muon 97.84 96.2 93.0 96.8

L0 DiMuon 53.07 98.7 98.3 98.9
L0 All Muon 80.24 100.0 100.0 100.0

L0 Total 93.0 56.0 81.0 77.0

Table 4.2: Efficiencies for signal and background passing theL0 trigger.

Hlt Alleys Selection efficiencyǫ[%]
Signal bb̄-inclusive prompt-J/ψ Bd → J/ψ(µ+µ−)K⋆0

MuonTriggerSingle 52.8 62.4 29.9 77.9
MuonTriggerSingleNoIP 8.62 11.7 1.6 12.7

MuonTriggerDiMuon 26.3 53.9 93.4 90.4
MuonTriggerIPDiMuon 23.9 71.5 39.0 82.3

MuHadTrigger 39.9 79.8 47.8 84.3
HadTriggerSingle 1.04 19.5 11.5 18.9

HadTriggerDiHadron 2.32 4.88 54.4 80.5
EleTriggerSingle 0.37 73.3 100.0 65.3
PhoTriggerEleTrk 0.93 0.0 0.0 0.0

Table 4.3:HLT trigger efficiencies for signal and background events. A description of each alley
can be found in [72, 73]

Hlt Excusive & Inclusive Alg Selction efficiencyǫ[%]
HltSharedDiMuon 74.8
HltSelBiasDiMuon 57.1

HltSelB2JpsiX_MuMu 65.3
HltSelUnbiasedDiMuon 39.5

HTL Total 81.0

Table 4.4: SelectedHLT inclusive and exclusive and trigger decision running overBs → J/ψφ
signal events. The overallHLT decision is 81%.
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4.5 Selection cuts

J/ψ and φ selection

All final state particles,K± andµ± are required to have a minimum transverse momentum of

more than 750MeV/c [67]. From Table 4.5, theJ/ψ reconstruction is required to have an

unconstrained vertex fit with aχ2 convergence of less than 6. The final requirement for theJ/ψ

reconstruction is for each candidates mass to lie within a mass window of± 85 MeV/c2. The

effect of applying these cuts to the mass andp⊥ of theJ/ψ candidates, is shown in Figure 4.7

and 4.8 respectively.

Theφ is reconstructed via its decay toK+K− using the cuts given in Table 4.5. Theφ re-

construction requires an unconstrained vertex fit with aχ2 of less than 40. This selection is less

stringent than that for theJ/ψ selection since the kaons coming from theφ are nearly co-linear.

The invariantφ mass is then required to lie within± 28 MeV/c2 of the nominalφ mass. The

effect of applying these cuts to the mass andp⊥ of theJ/ψ candidates, is shown in Figure 4.9

and 4.10 respectively.

Selection variables Requirement

∆ lnLµπ(µ+,µ−) > 0
p⊥(K+,K−,µ+,µ−) > 750 MeV/c

χ2(µ+µ−) < 6
∆MJ/ψ(µ+µ−) ± 85 MeV/c2

χ2(K+K−) < 40
∆Mφ(K+K−) ± 28 MeV/c2

χ2(J/ψφ) < 22.5
∆M sig

Bs
(J/ψφ) ± 50 MeV/c2

∆M bkg
Bs

(J/ψφ) ± 500 MeV/c2

Table 4.5: Selection cuts applied to theBs → J/ψφ channel [68].

B0
s selection

The final part of the selection is to combine the reconstructed J/ψ andφ particles into aB0
s can-

didate. The four charged tracks, two muons and kaons, must fitto a single vertex ofχ2 less than

22.5. Each candidates mass is then required to lie within a tight mass window of± 50 MeV/c2.

The results of applying the cuts, given in Table 4.5, on the mass andp⊥ of eachB0
s candidate

is shown in Figures 4.11 and 4.12 respectively. A summary of the J/ψ, φ andBs candidates

passing theBs → J/ψφ selection cuts, is given in Table 4.6.
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The currentBs → J/ψφ selection requires no other cuts to be applied. This is in contrast to

previous selection studies [67] where an additional propertime significance cut, of greater than

5, was applied to theB0
s candidates. The cut was applied to reject events originating from the

primary interaction point, specifically promptJ/ψ → µ+µ− background events. The effect of

this cut will be raised again when discussing theB
S ratio for prompt-J/ψ in chapter 5.

selection and efficiencies summary forJ/ψ, φ andBs
Candidate Description Bs → J/ψφ bb̄- J/ψ- Bd → J/ψ(µ+µ−)K⋆0

Signal inclusive inclusive
J/ψ events before cuts 2.2M 925k 889k 7M

afterp⊥ cut [%] 67.0 93.0 53.0 67.8
afterχ2 cut [%] 27.0 55.0 13.0 26.6

after |∆M | cut [%] 19.0 7.0 9.0 18.8
φ events before cuts 51.8M 54.3M 12.6M 152M

afterp⊥ cut [%] 93.0 95.0 94.0 94.0
afterχ2 cut [%] 31.0 39.0 32.0 34.5

after |∆M | cut [%] 87.0 97.0 97.0 97.8
Bs events before cuts 186k 225 4k 58k

afterχ2 cut [%] 17.2 68.8 50.0 82.7
after |∆M | cut [%] 7.0 91.0 92.0 88.6

events after cuts 142k (149k) 6 (33) 162 (764) 1137 (4123)

Table 4.6: selection cut flow forJ/ψ, φ andBs selection from theBs → J/ψφ decay, where
the efficiencies are calculated with respect to the previouscuts. The quantities in the parenthesis
indicate the number ofBs candidates passing the wide mass window requirement. Wherethe
generated luminosity for each data sample is arbitrary.
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(a) J/ψ mass before cuts
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(b) J/ψ mass after all cuts

Figure 4.7: (a) Distribution of mass forJ/ψ from Bs → J/ψφ (magenta),bb̄ inclusive (grey),
promptJ/ψ (cyan) andBd → J/ψ(µ+µ−)K⋆0 (blue) background specific data samples before
selection. (b)J/ψ mass distributions after allJ/ψ cuts given in Table 4.5. The distributions
shown are normalised to an arbitrary scale.
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(a) J/ψ p⊥ before cuts
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(b) J/ψ p⊥ after all cuts

Figure 4.8: (a) Distribution ofp⊥ for J/ψ from Bs → J/ψφ (magenta),bb̄ inclusive (grey),
promptJ/ψ (cyan) andBd → J/ψ(µ+µ−)K⋆0 (brown) background specific data samples be-
fore selection. (b)J/ψ p⊥ distributions after allJ/ψ cuts given in Table 4.5. The distributions
shown are normalised to an arbitrary scale.
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(a) φ mass before cuts
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(b) φ mass after all cuts

Figure 4.9: (a) Distribution of mass forφ(K+K−) from Bs → J/ψφ (magenta),bb̄ inclusive
(grey), promptφ (cyan) andBd → J/ψ(µ+µ−)K⋆0 (brown) background specific data samples
before selection. (b)φ mass distributions after allφ cuts given in Table 4.5. after all cut. The
distributions shown are normalised to an arbitrary scale.
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(a) φ p⊥ before cuts
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(b) φ p⊥ after all cuts

Figure 4.10: (a) Distribution ofp⊥ for φ(K+K−) from Bs → J/ψφ (magenta),bb̄ inclusive
(grey), promptφ (cyan) andBd → J/ψ(µ+µ−)K⋆0 (brown) background specific data samples
before selection. (b)φ p⊥ distributions after allφ cuts given in Table 4.5. The distributions
shown are normalised to an arbitrary scale.
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(a) Bs mass before cuts
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(b) Bs mass after all cuts

Figure 4.11: (a) Distribution of mass forB0
s from Bs → J/ψφ (magenta),bb̄ inclusive (grey),

promptJ/ψ (cyan) andBd → J/ψ(µ+µ−)K⋆0 (brown) data samples before applying the selec-
tion cuts. (b) TheBs mass distributions after all cuts (using a wide± 500 MeV/c2 background
mass window). The tight signal mass window cut (± 50 MeV/c2) is shown in green. The
distributions shown are normalised to an arbitrary scale.
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(a) Bs p⊥ before cuts
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(b) Bs p⊥ after all cuts

Figure 4.12: (a) Distribution ofp⊥ for B0
s from Bs → J/ψφ (magenta),bb̄ inclusive (grey),

promptJ/ψ (cyan) andBd → J/ψ(µ+µ−)K⋆0 (brown) data samples before selection cuts.
(b) TheBs p⊥ distributions after all cuts (using a wide± 500 MeV/c2 mass window). The
distributions shown are normalised to an arbitrary scale.

102



4.6. BRANCHING FRACTION AND PRODUCTION YIELD

4.6 Branching fraction and production yield

The LHC will be a source of a copious numbers of b-hadrons. At the machine’s design luminosity

of L ≈ 2× 1032 cm−2s−1 and with an expectedbb̄ cross-section (σbb̄) of 500µb the annual yield

of bb̄ pairs at the LHCb will reach approximately1012 bb̄ pairs:

Nbb̄ ≈ L · σbb̄ · 107s ≈ 1012. (4.3)

The annual production yield of a certain decay channel atLHCb is obtained using the fol-

lowing equation:

N exp
signal = 2 × σbb̄ × Lintyear ×BF (b̄→ B0

s ) ×BFVIS (4.4)

Where the factor of 2 deals with possible production of either B0
s or B̄0

s mesons from abb̄

pair. The hadronisation probability isBF(b̄ → B0
s ) = BF(b → B̄0

s ) = (10.3± 1.4) ×10−2

[7]. The designed integrated luminosity for one nonimal year - Lintyear =
∫
Ldt - is equal to 2

fb−1. The visible branching fractionBFV IS is the product of the individual branching fractions

associated with the decay. ForBs → J/ψφ this is(3.1 ± 1.2) × 10−5 and is calculated from:

BFV IS = BF(B0
s → J/ψφ) × BF(J/ψ → µ+µ−(γ)) × BF(φ → K+K−)

= (3.1 ± 1.2) × 10−5 (4.5)

Where,

BF (B0
s → J/ψφ) = (9.3 ± 3.3) × 10−4

BF (φ→ K+K−) = (49.0 ± 0.6) × 10−2

BF (J/ψ → µ+µ−) = (5.93 ± 0.1) × 10−2

BF (J/ψ → µ+µ−γ) = (0.88 ± 0.14) × 10−2

BF (J/ψ → µ+µ−(γ)) = BF (J/ψ → µ+µ−) +BF (J/ψ → µ+µ−γ)

= (6.81 ± 1.10) × 10−2 (4.6)

The expected signal production forBs → J/ψ(µ+µ−)φ(K+K−) is therefore(6.2± 2.0)×
106 decays per year: in other words, about 1 in 1.7×105 bb̄ pairs per year will decay asBs →
J/ψ(µ+µ−)φ(K+K−). Taking into account that only a third of thebb̄ pairs are within the LHCb

acceptance, the number ofBs → J/ψ(µ+µ−)φ(K+K−) events available for reconstruction is

∼ 2.0 × 106.
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4.7 Signal yield and efficiencies

This section describes the performance of theBs → J/ψφ selection on signal data. For this

discussion, the following definitions for a given event are introduced:

• N signal
gen 4π: total number of generated Monte Carlo signal events within4π.

• N signal
gen : total number of generated Monte Carlo signal events withinthe 400 mrad geomet-

ric acceptance.

• N’ted: number of reconstructed events, with all final state particles reconstructed as long

tracks.

• N
signal
sel : number of off-line signal events after the final selection cuts, but before trigger.

Using the above definitions we can define the total selection efficiency before trigger by:

ǫtot = ǫθJ/ψφ × ǫsig =
N signal

gen

N signal
gen 4π

× N signal
sel

N signal
gen

, (4.7)

whereǫθJ/ψφ (= 18±0.006 %) is the fraction of generatedBs → J/ψφ signal events within

the 400 mrad generator-level acceptance of the detector.ǫsig is the number of reconstructed sig-

nal events over the number of generated events.

The above efficiencies and numbers for the reconstructed events are given in Table 4.7, where

the calculated uncertainties are statistical7 and take into account the fraction of independent

events.

Channel N
signal
gen N’ted N

signal
sel ǫsig[%] ǫtot[%]

Bs → J/ψ(µ+µ−)φ(K+K−) 1.6M 157k 142k 10.9± 0.003 1.98± 0.00065

Table 4.7: Reconstruction, off-line selection numbers andselection efficiencies forBs → J/ψφ,
before the trigger. The uncertainties are statistical.

The annual signal yield before trigger can then be calculated using,

Nsignal = 2 × σbb̄ × Lintyear ×BF (b̄→ B0
s ) ×BFV IS × ǫtot

= 132680. (4.8)

We therefore expect at LHCb running at the nominal luminosity of 2fb−1, appoximately

133kBs → J/ψφ signal events before applying the trigger. This number is lower thanN signal
sel

7The error on an efficiencyǫ= n
N

within a sample of independent events is given byσǫ=
q

ǫ(1−ǫ)
N

, which is often
called the binomial error. The statistical error onǫtot is computed using the first equality in (4.7).
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4.8. BACKGROUND CONTRIBUTION

given in Table 4.7, which is due toN signal
gen (in Table 4.7) being generated for 2.5fb−1 of data.

In this case, only the efficiency numbers given in Table 4.7 are meaningful and will be used to

calculate the background-to-signal ratios in chapter 5.

4.8 Background contribution

In order to achieve the optimal background-to-signal ratio– B
S – for this channel, an appreciation

of the background types which can contaminate, or fake, our selection cuts is required. This is

important since we have seen above that one 1 in1.7 × 105 bb̄ pairs are expected to decay as

Bs → J/ψ(µ+µ−)φ(K+K−). The background can be distinguished into three categories:

i. Combinatorial background: random combinations of tracks.

ii. Prompt background: particles produced at the primary vertex, in particular promptJ/ψ.

iii. b-inclusive background:b-decays that have the same topology and/or final state parti-

cles as the decay of interest. For theBs → J/ψφ channel, decays of the typeBd →
J/ψ(µ+µ−)K⋆0 have the possibility of passing through the pre-selection and fakingBs →
J/ψφ events. For early physics measurements withBs → J/ψφ this source of back-

ground may well be important, for instance if theπ − K miss-identification rate of the

RICH system is not operating as expected from DC06 data. Other KS,L channels includ-

ing, Bs → J/ψ(µ+µ−)KS/L(π+π−), will hardly contaminate theBs → J/ψφ chan-

nel since theKS,L fly a long distance. The decay lengths beingcτS ∼ 2.68 cm and

cτL ∼ 15.51 cm [7] respectively, which means that these events will lackthe characteris-

tic four track vertex of theBs → J/ψ(µ+µ−)φ(K+K−) channel.

Fortunately, its possible to distinguish the above background types based on the topology and

kinematics of theBs → J/ψ(µ+µ−)φ(K+K−) decay. The first two backgrounds categorised

can be reduced by exploiting the following characteristic of B0
s -meson decays:

• A displaced secondary vertex due to the longB0
s lifetime. It has already been noted that

the average decay length of theB0
s is about 1.2 cm. This is in contrast to prompt decays

which by definition decay at the interaction point.

• Final state particles of theBs-meson decay have typically higherp⊥ than prompt particles

or final state particles from non-b-decays.

Unfortunately the third category of background,b-inclusive events, carry the same properties

as theBs-meson decays. They are more difficult to remove. A full discussion on the different

background samples can be found in chapter 5.
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4.9 Selection summary

This section summarises the most important results of theBs → J/ψφ off-line selection to fully

simulated Monte Carlo data.

Bs mass resolution: Using the core Gaussian,σresm (B0
s ) = ( 15.003± 0.1) MeV/c2, without

applying a mass constrained vertex fit to the daughters; witha mass constrained fit this

becomes,σresm (B0
s ) = ( 6.78± 0.023) MeV/c2.

Annual event yield: The expected annual yield (for 2fb−1) beforeL0 andHLT triggers is 133k

events. After applying theL0 trigger this is expected to be 122k events and 99.4k after

applying the globalL0 andHLT decision.

The remaining issue we need to discuss, with regards the off-line selection, is the different

background contributions to theBs → J/ψφ signal channel. There are two main sources of

background for this channel:bb̄-inclusive and promptJ/ψ. Both will investigated in the follow-

ing chapter.
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5
Bs → J/ψφ Background studies

The off-line selection cuts, detailed in section 4.5, reduce the original data samples to a more

manageable number of events to be used by the MultiVariate Analysis (MVA) classifiers in chap-

ter 7. Before moving on to optimise the selection cuts with these classifiers, we need to identify

what the most relevant sources of background are for theBs → J/ψφ channel. The strategy in

this chapter will be to focus on thebb̄-inclusive data sample, which has previously been discussed

as the main source of background for this channel [74, 75] andindeed mostCP violating chan-

nels at LHCb. We will also investigate specific sources of background to our off-line selection,

including prompt-J/ψ andBd → J/ψ(µ+µ−)K⋆0 decays.

The impact of the prompt-J/ψ background sample on our selection cuts will certainly be

of interest, and during these studies was found to be a major contributor to the totalBS ratio.

TheBd → J/ψ(µ+µ−)K⋆0 data sample has been included in our studies since this decayis

topologically similar to the signal channel. It may well contribute to a source of low mass back-

ground for this analysis, especially if theπ-K separation efficiencies of theRICH is not optimal.

Before calculating theBS ratio, the individually selected background events must beinspected

in more detail. To do this we make use of an enlarged mass window, Fmass. The approach of

using a large mass window to study the background is commonlyseen inLHCb analysis studies

[76]. An example of such a reconstructed event isBs → J/ψ(µ+µ−, γ)φ(K+K−) where the

radiativeγ is used in the invariant mass calculation. The mass of this reconstructedB-meson

will always be on the lower side of the mass window. To classify the reconstructed background

events, use will be made of a custom designed background classification tool1 [77].

The background classification tool (BCT) categorises events into one of twelve categories,

these are summarised below2:

1The background classification tool is effectively a “labour” saving device useful to gain a rough idea of the
background composition before selecting specific background events for closer investigation. The tool preforms
classification of the reconstructed background event by assigning it one of twelve classifications, which include com-
binatoric, ghost, mis-identification, etc.

2Given in the parenthesis, is the numerical code for each background category returned by theBCT tool.
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Signal (cat: 0): An event reconstructed as signal is required to fulfil four conditions:

(a) Each final state particles is associated to a MC particle, where both the final state and

MC particle have the same PIDs.

(b) All such MC associated final state particles have a common mother, which itself is

MC associated.

(c) Daughters of the MC mother particle must be MC associated andmust correspond to

the final state particles in (a).

(d) The MC associated mother in (b) must have the same PID as the mother in (b).

Fully reconstructed decay (cat: 20): This is where the decay has been topologically and cor-

rectly reconstructed, but the mother particle has been incorrectly identified.

Reflections (cat: 30): This is background caused by one of the final state particles being mis-

identified, for example a pion instead of a kaon.

Partially Reconstructed decay (cat: 40): These are potentially dangerous sources of back-

ground as they can appear under the signal peak. It applies tothe case when a fragment

of the decay is incorrectly identified as a signal decay. Thiscan involve missing and miss

identified particles.

Low mass background (cat: 50): The is a subset of Partially reconstructed decays above,

where there are no misidentified particles, only missing particles. Hence, these recon-

structed events systematically fall below the signal peak.

Ghost background (cat: 60): This is any reconstructed event in which one or more of the final

state particles id found to have no MC association.

Primary vertex background (cat: 70): Any reconstructed decay in which one or more final

state particles are found to come from the primary vertex is classified in this category.

Impact parameter cuts protect with respect to the PV should help reduce this background.

This category will be a dangerous source of background whilst whilst running over prompt-

J/ψ data.

Badly reconstructed primary vertex (cat: 80): These are decays which have originated from

an incorrectly reconstructed primary vertex. The particles which originate for these ver-

tices will have high momenta and appear as displaced vertices. Since these are two char-

acteristics of ourBs candidate, event with this classification need to be scrutinised.

Pile up background (cat: 100): These are decay in which the final state particles are found to

come from more than one primary vertex.

b b̄ background (cat: 110): These are decay which do not satisfy the above criteria, but have

at least one final state particle coming from mother containing a bottom quark.
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5.1. BB̄-INCLUSIVE BACKGROUND

c c̄ background (cat: 120): These are decay which do satisfy the above criteria, but haveat

least one final state particle coming from a mother containing a charm quark.

uds background (cat: 130): This the “default”, any event which does not fit into the above

classifications.

To calculate theBS fraction for each samples under investigation, the procedure will be to

consider all candidates which lie within a loose±500MeV/c2 Bs mass window. Use is then

made of theBCT, the decay chain structure of the reconstructed candidate and whether-or-not

the event is unique. TheBCT will allow us to separate signal events, which will not be consid-

ered, from physical (codes 20-50 above) and technical (codes 60-130) backgrounds. The tech-

nical backgrounds which encompass the definition of combinatorial events, will be considered.

Finally, to ensure each considered candidate is unique, each reconstructed event is subjected to

a test indicating whether it is considered a clone3 on not. A cloned event occurs when an event

contains more than one reconstructed candidate which have essentially identical momenta4. In

this case the proceedure is to take one of the candidates, theone with a mass lying closest to

the nominalBs mass. In order to investigate the effectiveness of the cloneproceedure for the

bb̄-inclusive sample, use will be made of the bestχ2 criteria. In this criteria if an event contains

more than one reconstructed candidate, the one with the smallest vertexχ2 is used.

5.1 bb̄-inclusive background

We write the expression forBS as [7]:

(
B

S

)

=
1

2 · BF(b̄ → B0
s ) · BF signal

total

× ǫbb̄θ

ǫ
signal
θ

× ǫbkg
sel

ǫ
signal
sel

×Fmass, (5.1)

Where we have:

-. ǫbb̄θ andǫsignal
θ are the efficiencies of thebb̄-inclusive and signal channels respectively being

found within the 400 mrad acceptance requirement of the detector;

-. BF(b̄ → B0
s ) = 10.7%± 1.4 % is thēb→ B0

s production fraction. The factor 2 takes into

account the possible production of bothB0
s andB0

s mesons from thebb̄ pair.

-. BFsignal
total is the total branching fraction of theB0

s decay into the final state.

3An event containing a clone couple is one where more than 70% of the Inner Tracker (IT) and Outer Tracker
(OT) hits of at least one track are used in both tracks [78]; essentially, we have more than one candidate reconstructed
per event, where two (or more) of these candidates are reconstructed with almost identical momentum. What happens
is that the tracking procedure has built two tracks from almost the same number of hits (i.e. the same MC particle)
and these two tracks are nearly identical. But since their are two tracks, assume for illustration two positive kaons
(K+

1 andK+
2 ), the tracking software will build twoφ, φ(K−,K+

1 ) andφ(K−,K+
2 ) and then twoBs, so essentially

the same event will be count twice.
4The test for clones events will be as follows: If an event contains two (or more) reconstructed candidates, and

these candidates momenta differ by less than 2%, i.e. ifBreco
1

−Breco
2

Breco
1

+Breco
2

< 0.02, the event is considered to be a clone.
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-. Nbkg
sel is the number of selected background events in the tight masswindow of ± 50

MeV/c2. In the case no background events are selected, the number ofevents within the

wider mass window± 500 MeV/c2 will be used. In this case, equation 5.1 requires a

mass window enlargement factorFmass;

-. ǫbkg
sel =

N
bkg
sel

Nbkg
gen

is the efficiency for selecting background events, whereN
bkg
gen is the number of

generated background events within the fiducial cut.

-. ǫsignal
sel =

Nsignal
sel

N
signal
gen

is the efficiency for selecting signal events, whereN signal
sel is the number

of signal events selected andN signal
gen is the number of generated signal events within the

fiducial cut.

-. Fmass = ∆M tight

∆M loose = 100
1000 = 0.1 is the mass window enlargement factor for background

events. The large mass window is used to allow enough background events to pass the

selection cuts in order have enough statistics to study them.

Running over thebb̄-inclusive data sample (Table 3.2) with an enlarged mass window of

±500MeV/c2 around the nominalBs mass, 33 candidates out of 6M pass theBs → J/ψφ

selection. Of these candidates, 6 lie within the tight±50 MeV/c2 signal window, 16 lie above

and 11 lie below the tight mass window. After taking into account clones and signal candidates, a

total of 14 will be considered. A detailed breakdown of this selection process is given in section

C.1.

bb̄-inclusive selection summary

As expected and discussed above, the majority of events reconstructed from the bb-inclusive data

sample are combinatorial or ghost like in nature. We now summarise the results of running the

signal selection cuts on thebb̄-inclusive data sample.

• From the 6M stripped events5

33 candidates were reconstructed:

• Of the reconstructed candidates:

- ∼ 3% of the events are signal.

- ∼ 39% are ghost.

- ∼ 12% of the events contained clones.

- The other major contribution,∼ 42%, coming from badly reconstructed primaries.

• J/ψ(1S) andφ(1210) reconstructed candidates:

5Thebb̄-inclusive data sample analysed has been stripped. This is where the data is first run over theHLT pre-
selection algorithms [79] which for instance, require the event to contain a heavy di-muon pair. This process reduces
thebb̄ inclusive sample down from an initial 21M to 800,000 events.This final number of stripped events corresponds
to∼ 500 seconds of data taking at LHCb:tbb̄ =

Nstripped

Nevents/second
× 1

ǫstrippedǫgenǫLHCb
.
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- ∼ 9% of the events contained trueφ(1210) → K+K− decays,∼ 3% of the events

containedφ(1020) fromBs, 15% from promptφ(1210) and∼ 72% of the events did

not contain aφ(1210)

- ∼ 3% of the events contained trueJ/ψ(1S) → µ+µ− decays,∼ 6% of the events

containedJ/ψ(1S) fromBs, 9% fromBu, ∼ 6% fromBd and∼ 76% of the events

did not contain aJ/ψ(1S)

• Final states:

- ∼ 51% final stateK− are identified asK−, ∼ 6% were mis-identified asπ− andP̄ , ∼
3% asµ− and 33% had no association.

- ∼ 36% final stateK+ are identified asK+, ∼ 24% asπ+, ∼ 9% as a proton (P ) and∼
30% have no association.

- ∼ 45% final stateµ− are identified asµ−, ∼ 12% asK−, ∼ 6% asπ− and∼ 36% are

not identified.

- ∼ 39% final stateµ+ are identified asµ+, ∼ 12% asK+, ∼ 15% asπ+ and∼ 33% are

not identified.

From the background event yield in each mass region, the background selection efficien-

cies can be computed. From the 4 background events found within the tight mass window, we

compute a background selection efficiency,ǫ
bkg
sel , of ∼(4.53± 0.56×)10−7 is found. With the

expected event yields for signal and background and using equation (5.1) an estimate of the

background-to-signal ratio in the signal mass region can bemade:

(
B

S

)bb̄−inclusive

Bs→J/ψφ

= 0.14 ± 0.056
︸ ︷︷ ︸

sig. win

. (5.2)

Repeating the above exercise, but replacing the clone criteria with the best vertexχ2 criteria,

it can be seen that out of the 6M events analysed, 29 candidates now pass the selection criteria,

such that:

• Three events lie within the±50 MeV/c2 signal window:

- One candidate is classified as signal, and is neglected.

• 12 candidates are found below the±50 MeV/c2 signal window:

- One candidate is classified as low mass background, and is neglected.

• 14 candidates lie above the±50 MeV/c2 signal window:

Table 5.1 summarises theBS ratios using both filter criteria withbb̄-inclusive data.
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Filter criteria applied tight signal region
Number of candidates

clone 4
vertexχ2 2

(BS )
clone 0.07± 0.028

vertexχ2 0.14± 0.056

Table 5.1: TheBS ratios withbb̄ background data using the clone andχ2 filter criteria.

If we consider all 33 candidates lying within the enlarged mass window, and neglecting only

events identified as signal (i.e 1 candidate) the ratio becomes:

(
B

S

)bb̄−inclusive

Bs→J/ψφ

= 1.17 ± 0.445 (5.3)

5.2 Specific background

The selection code was also run over specific background samples. Prompt-J/ψ decays poses a

difficult problem for selection ofBs → J/ψφ signal events. Their contribution can be limited by

introducing a propertime significance cut on the reconstructedBs, as investigated in [74]. An-

other potential source specific background comes fromBd → J/ψ(µ+µ−)K⋆0 which has a sim-

ilar event topology to our signal. Calculation of theBS ratio with respect toBd → J/ψ(µ+µ−)Ks

can be found in section C.3.

prompt-J/ψ background

PromptJ/ψ, that isJ/ψ’s that do not originate from the b hadron, pose a specific source of

background for theBs → J/ψφ reconstruction. These decays have the potential of producing

detached vertices that could be reconstructed as fakeBs → J/ψφ combinations.

The EVTGEN data sample used, see Table 3.2, is generated withan admixture of prompt

J/ψ andJ/ψ coming from b hadrons. The contribution fromJ/ψ originating from b hadrons is

already included in theBS ratio obtained from thebb̄-inclusive data sample. Therefore, assuming

that the fraction ofJ/ψ from b decays in thebb̄-inclusive sample is the same in the present

sample, we can estimate the fraction of promptJ/ψ using the following calculation:
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σinclbb̄ = 0.627mb, σprJ/ψ = 0.313mb,

BF(b → J/ψX) = 1%,

σ(bb̄→ J/ψX) = 2 × σincl.bb̄ × BF(bb̄ → J/ψX) = 0.0125mb,

⇒ σ(cc̄→ J/ψX) = σprJ/ψ − σ(bb̄→ J/ψX) = 0.301mb,

⇒ FJ/ψpr =
σ(cc̄ → J/ψX)

σprJ/ψ
= 96% (5.4)

Where in the above calculation used was made of the measured PYTHIA cross sections from

generation [65] and the branching ratios [7]. TheB
S ratio can be calculated using:

(
B

S

)

=
σprJ/ψ

σbb
× FJ/ψpr × BFJ/ψpr

total

2 × BF(b̄ → B0
s ) × BFsignal

total

× ǫ
J/ψ
θ

ǫ
signal
θ

× ǫspecsel

ǫ
signal
sel

×Fmass. (5.5)

Where:

-. ǫJ/ψθ = 19.6% is the fraction ofJ/ψ-inclusive events lying in the 400 mrad acceptance.

-. σprJ/ψ = 0.313 mb, is the promptJ/ψ cross-section.

-. σbb = 0.627 mb, is thebb̄-inclusive cross-section.

-. FJ/ψpr = 96% is the fraction of promptJ/ψ occurring in theJ/ψ-inclusive data sample.

-. BFJ/ψpr
total = BF(J/ψ → µ+µ−, γ) = BF(J/ψ → µ+µ−) + BF(J/ψ → µ+µ−γ) =

(6.81 ± 1.10) × 10−2

Running over theJ/ψ-inclusive data sample with an enlarged mass window of±500MeV/c2

around the nominalBs mass, 939 candidates out of 1.8M analysed events were selected. Of these

candidates, a total of 99 were found below the mass window, 278 were found within the± 50

MeV/c window and 343 candidates lying above the mass window. A fulldescription for the

events lying in each region can be obtained from section C.2.

J/ψ-inclusive selection summary

• From the 1.8M analysedJ/ψ-inclusive events 939 candidates where reconstructed:

• Of the reconstructed candidates:

- ∼ 7% of the reconstructed events were considered signal.

- ∼ 14% reconstructed events where considered as ghosts.

- ∼ 63% events where considered to have one or more final state coming from the same

primary as the reconstructed candidate.
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- ∼ 20% of the events contain cloned candidates.

• J/ψ(1S) andφ(1210) reconstructed candidates:

- ∼ 0.3% of the events contained trueφ(1210) → K+K− decays,∼ 21% contained a

φ(1020) coming fromBs, 53% from promptφ(1210) and∼ 67% of the events did

not contain aφ(1210)

- ∼ 1% of the events contained trueJ/ψ(1S) → µ+µ− decays,∼ 10% of theJ/ψ(1S)

came fromBs, 5% fromBu, ∼ 4% fromBd, ∼75% from promptJ/ψ and∼ 5% of

the events did not contain aJ/ψ(1S)

• Final states:

- ∼ 49% final stateK− are identified asK−, ∼ 12% were mis-identified asπ−, 7% as a

positron,∼ 6% asµ− and 26% had no association.

- ∼ 51% final stateK+ are identified asK+, ∼ 8% asπ+ and as a proton and∼ 25%

have no association.

- ∼ 97% final stateµ− are identified asµ−, ∼ 0.2% asK−, ∼ 0.7% asπ− and∼ 1.6%

are not identified.

- ∼ 98% final stateµ+ are identified asµ+, ∼ 0.1% asK+ and as a proton,∼ 0.3% as

π+ and∼ 1.9% are not identified.

The B
S ratio for each mass region can now be calculated. Using the 99background events

found within the tight mass window, we calculate the background selection efficiency to be∼(5.5

± 0.55×)10−5. With the expected event yields for signal and background and using equation

(5.5) an estimate of the background-to-signal ratio in the tight mass region can be made:

(
B

S

)J/ψ−inclusive

Bs→J/ψφ

= 0.31 ± 0.12
︸ ︷︷ ︸

sig. win

. (5.6)

If we now repeat the above exercise, but replace the clone criteria with the best vertexχ2

the following is observed. Out of the 1.8M events analysed, 764 candidates pass the selection

criteria:

• 149 events within the±50 MeV/c2 window:

- 23 events are considered as signalBs → J/ψφ events, which will not be included as

background.

- 4 candidates occur from partially reconstructed primary vertices.

- 11 candidates are considered as ghosts.

- 9 candidates are considered to have final states coming from aprimary.

- 95 are considered event where a final state has originated from the same primary as the

candidate.
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- 5 candidates where the a final state and candidate come from different primaries.

- 2 are considered asbb̄ background.

• 297 events are found to lie below the±50 MeV/c2 mass window:

- 19 signal events below the mass window, which will not be considered.

- 2 events are considered as reflections.

- 2 events are considered as originating for partially reconstructed primary vertices.

- 7 low mass: not considered as combinatorial background.

- 26 events are considered as ghost.

- 14 events where at least one final state originate from a primary vertex.

- 220 events are considered to have final states coming from thesame primary vertex.

- 4 events are considered to have final states coming from different primary vertices.

- 3 events are consider asbb̄ background events.

• 378 events are above the±50 MeV/c2 mass window:

- 21 signal events below the mass window, which will not be considered:

- 8 events are considered as partially reconstructed background events.

- 8 events are regarded as low mass background events.

- 32 events are considered as ghost.

- 23 events are regarded as having at least one final state originating from a primary vertex.

- 211 events are considered where the final state particles originate from the same primary

vertex.

- 11 events with final states coming from different primary vertices.

- 5 events are considered asbb̄ background events.

Table 5.2 summarises theBS ratios using the various filter criteria withbb̄-inclusive data.

Applied Filter Criteria tight signal region
Number of candidates

clone 99
vertexχ2 149

(BS )
clone 0.13± 0.12

vertexχ2 0.40± 0.20

Table 5.2: TheBS ratios withJ/ψ-prompt background data using the clone and2χ filter criteria.
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If we consider candidates selected via theχ2 criteria lying within the the enlarged mass

window and neglect only signal events (62) theBS ratio becomes:

(
B

S

)J/ψ−inclusive

Bs→J/ψφ

= 1.9 ± 1.14 (5.7)

It is clear this ratio is rather large. The problem is the events concentrated at very short life-

times as shown in Figure 5.1, which can be removed by applyinga propertime significance cut

as done in DC04 studies [67]. The advantage of not applying this IP cut is that no properime ac-

ceptance function6 will be needed when determining the sensitivity tosin(2βs), helping reduce

systematic effects.
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Figure 5.1: (a) shows the propertime distribution of eventspassing the selection criteria (Table
4.5). Blue is forBs → J/ψφ and magenta for promptJ/ψ → µ+µ− events. (b) shows the
propertime distribution of events passing the selection cuts at a 5σ IP cut. The signal events are
normalised to the number of events in the promptJ/ψ → µ+µ− sample.

6In chapter 6, studies using a simple top hat propertime acceptance function showed no deterioration to ourφ
sensitivity.
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5.3 Background summary

In this section we summarise the effect of applying the offline unbiased selection cuts to full

reconstructed sources of background for theBs → J/ψφ signal data.

bb̄-inclusive The nominal background level is:

(
B

S

)bb̄−inclusive

Bs→J/ψφ

= 1.17 ± 0.445.

Of the events passing the selection: 39% are ghosts with the other major contribution about

42% coming from badly reconstructed primary vertices. Of the reconstructed events: 51%

and 36% of theK+ andK− were identified correctly, while 45% and 49% of theµ+ and

µ− were correctly identified.

prompt-J/ψ The nominal background level is:

(
B

S

)prompt−J/ψ

Bs→J/ψφ

= 1.9 ± 1.14

Of the events passing the selection: 14% were considered as ghosts, while 63% were

consider to have one or more states coming from the same primary vertex. Of the recon-

structed events: 49% and 51% are correctly reconstructed asK+ andK−, while 97% and

98% of theµ+ andµ− are correctly reconstructed.

Background Level: Using a lifetime unbiased selection therefore, we find the total nominal

background level is:BS =BS |bb̄+B
S |prompt-J/ψ+B

S |Bd→J/ψ(µ+µ−)Ks =1.2 + 1.9 + 9.6×10−3=3.11,

using the central values from thebb̄, the prompt-J/ψ and theBd → J/ψ(µ+µ−)Ks con-

tributions.

We have now discussed the performance of our selection cuts on fully reconstructed signal

and background data. The next topic to discuss is our expected sensitivity to the physics param-

eters of interest namely:−2βs and∆Γs, using as input the knowledge we have gained over the

previous chapters.

Upon completing the sensitivity studies, the final topic of discussion will be to use the promi-

nent background contribution from prompt-J/ψ’s to help optimise the selection cuts using mul-

tivariate analysis classifiers. One particular classifier,the Boosted Decision Tree (BDT), will be

extensively studied for this purpose: the variation in sensitivity with respect to classifier output

will also be studied.
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6
Sensitivity studies withBs → J/ψφ

6.1 Introduction

TheBs → J/ψφ channel provides us the opportunity to determine theBs mixing phase−2βs

and the decay width difference∆Γs. This chapter presents the sensitivities with which these

parameters can be measured at theLHCb. In comparison to previous LHCb studies [75, 80, 81]

the novel work of this thesis is to extend to use the full threedecay angular analysis. We find

using the full differential decay rate expressions (equation (2.82)) a quantitative and qualitative

improvement in the precision on all parameters. In addition, we found the mistag fractionωtag

may be obtained from the data themselves in the full angular analysis. The parameters under

investigation in this chapter include:

• −2βs : the measurable phase arising as a result of the interference between mixing and

decay in the analysis ofBs → J/ψφ events ( defined in equation (2.72)).

• ∆ms ≡ MH −ML: this is mass difference between physical heavy (BH)and light (BL)

states, which was discussed in section 2.3.

• ∆Γs ≡ ΓL − ΓH : the decay width difference betweenBL andBH , discussed in section

2.3.

• Γ̄s = 1
2 (ΓL + ΓH) : the average decay width.

• R⊥ andR0: the fraction ofCP-odd andCP-even components at time t=0 defined in

equation (2.82).

• δ1 andδ2 : theCP conserving strong phases (equation (2.89)).

• ωtag : theBs and B̄s mistag fraction (see section 6.2.4) defined as (number of wrong

tags)/(total number of tags).

The following studies, use the full angular information available from the three anglesθtr,

φtr andθφ. These angles are formed in the so called transversity basis(hence the subscripttr).

A schematic representation of the decay and description forthe decay angles can be found in
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section 2.6.

The structure of this chapter is as follows: in section 6.2 wepresent the expected precision

the physical observables associated with theBs → J/ψφ events can be measured. These observ-

ables include the propertime and angular resolution and acceptances, and the tagging efficiencies

associated with theBs → J/ψφ decays. Section 6.3 describes the procedures adopted for the

simulation of data and the fitting technique. In this sectionwe also describe how to approximate

the effects of detector resolution and background contributions. An in depth study is given in

section 6.4 into parameter sensitivity between the reduced(equation (A.41)) and full (equation

(2.82)) angular analysis. In this section we observe an improvement on the−2βs sensitivity.

Section 6.5 describes our sensitivity to−2βs using the full three angular analysis and procedure

adopted in section 6.3. Section 6.8 describes additional studies into the sensitivity of−2βs vary-

ing the central value of:ωtag, the strong phases, and thep⊥ cut applied to the muons and/or

kaons.

6.2 Physics observables associated withBs → J/ψφ events

6.2.1 Propertime studies

To perform an accurate measurement of the time-dependentCP-asymmetry, it is important to

determine theB0
s decay time with high precision, in order to resolve the fast oscillating B0

s

mesons. In general, the reconstructedB0
s decay time1 can be found via [74]:

τrec = M × ~p · ~L
|~p2| , (6.1)

whereM is the nominalB0
s mass,~p is the reconstructed momentum vector and~L the decay

length vector. The decay length vector is the difference between the primary (~xPV ) and sec-

ondary (~xSV ) vertices,~L = ~xSV - ~xPV . This section presents the reconstructedBs propertime,

resolution and acceptance effects to be used when fitting for−2βs.

Illustrated in Figure 6.1 is theB0
s decay time distributionτrec (top left plot), together with

its estimated per-event errorτ errorrec (top right plot) for events passing the selection stage. As the

selection requirements outlined above impose only lifetime unbiased cuts, events with a negative

propertime can be observed. This is a consequence of the smearing, or resolution, associated

with primary2 and secondary vertices of the event. In section B.3, we summarised the residuals

1TheB0
s decay time,τ , is related to theB0

s meson lifetime in the laboratory systemτLab via τ = τLab

γ
, whereγ

is the relativistic Lorentz factor.
2The primary vertex assigned to the candidateB0

s is given as the average position of all primary vertices asso-
ciated to theB0

s candidate; where on average,∼ 1.7 primary vertices were found associated to each candidateB0
s .

In previous studies of theB0
s propertime fromBs → J/ψφ decays [75], a single primary vertex has been assigned

to each candidate using as a selection criteria the primary vertex with the smallest impact parameter significance
associated to theB0

s .
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and pulls for each component associated with theBs momentum,Bs decay vertex and primary

vertex.

The good resolution on the primary vertex,σP resz
∼ 49.9µm, is the result of the large mul-

tiplicity of tracks. There are∼ 115 tracks per event as shown in Figure 6.2, which are used to

determine the primary vertex particularly at large angles [82]. TheBs decay vertex resolution

(σSresz
∼ 260.1µm) on the other hand, is significantly poorer since the signaltracks are mainly

produced at low angles.
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Figure 6.1: TheB0
s decay time (top left) and its error (top right) obtained fromthe lifetime fit

for pre-selected events. TheB0
s decay time residual (bottom left) and pull distribution (bottom

right) have been fitted with a single Gaussian.

The propertime errors shown in Figure 6.1 vary in a wide range, from 0.01 to 0.1 ps, which

is due to the spread in the distribution of the decay distanceand theB0
s momentum. If the errors

were correctly estimated, theB0
s propertime resolution would equal the mean value of its error

distribution, which is 31.5fs. However, as shown in the bottom left hand plot in Figure 6.3,

the resolution3 is found to be 36.1fs; meaning there is∼ 13 % underestimate of the errors.

3The propertime residual has also been fitted using a double Gaussian and is found to be 34.0fs for the core
Gaussian, as shown in Figure B.4.
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Figure 6.2: Track multiplicity distribution for DC06 generator-levelBs → J/ψφ signal data.
Where the green arrow, at 115.4, indicates the average number of tracks per event.

This effect is confirmed by the pull distribution shown in thebottom right hand plot in Figure

6.3, which shows a postive bias of∼ 19%. The propertime resoltution can then be corrected

by introducing a scaling factor of, 1.19. The performance for theBs → J/ψφ propertime is

therefore:

Mean Error: τ errfit = 31.5fs;

Resolution: στ = (36.5 ± 0.12) fs, mean= (−0.86 ± 0.13) fs;

Pull :
∑

τ

= 1.185 ± 0.003, mean= (−0.0362 ± 0.0042);

Scaled Resolution
cor∑

τ

: = 1.185 × 31.5 = (37.3 ± 0.09) fs

For theBs propertime, the acceptance effect with the lifetime unbiased (Table 4.5) and bi-

ased [74] selection cuts (and trigger) has also been investigated. Results of the lifetime unbiased

selection can be found in section B.5. These studies use fully simulated Monte Carlo data to

determine the acceptance effects. These effects are parametrised by fitting to the bin-to-bin ratio

of the histogram of the propertime after applying selectioncuts to the true propertime. The true

propertime for these studies was calculated at the generator level, before applying any selection

cuts.

Using the lifetime unbiased selection cuts and no trigger, we would therefore expect to see a

flat distribution for theBs propertime acceptance. This is indeed shown in the top left-hand plot

in Figure 6.3, which has been fitted using a zeroth order polynomial and shows a relatively flat

distribution. However, the fit to theBs propertime acceptance distribution can be improved by

using a1st order polynomial, as shown in the top right hand plot of Figure 6.3, this fit empha-

sises a slight negative slope in the propertime acceptance distribution. This slight bias in longer
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lived Bs candidates is due to the associated track starting at a highz position in the VELO.

The reconstructiblity of these candidates will be worse since the track originating from theBs
will travel through fewer VELO stations, leaving fewer hitsin the VELO to reconstruct the track.

The effect of then applying the globalL0 trigger decision is shown in the middle left-hand

Figure 6.3, where the propertime acceptance has been parametrised using:

A(τ) = b

(
(aτ)c

1 + (aτ)c

)

. (6.2)

The effect of applying theHLT andL0 decision is also shown in Figure 6.3, in the middle

right-hand plot. This propertime acceptance has been fittedusing [83]:

A(τ ′) =

(
α

1 + eβ(τ ′)

)

, (6.3)

which was found to give an more accurate parametrisation of the acceptance function than

the parametrisation given in equation (6.2). Where in equation (6.3), τ ′ = τ − τ0. All the

parametrisations discussed have been for propertimes in the range [0,6] ps.
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Figure 6.3: Shown in the top left- and right-hand plots is theacceptance of lifetime unbiased
selected events as a function of propertime beforeL0 andHLT triggers. The middle left-hand
plot shows the acceptance effect due to the globalL0 decision, while the middle right-hand plot
shows the effect ofL0 andHLT trigger decision using the parametrisation found using equation
6.3.
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6.2.2 Decay angle studies

Resolution and acceptance effects for theBs → J/ψφ decay angles using fully simulated signal

data have also been investigated. Figure 6.4 shows the true distribution for each of the decay

angles:θtr, φtr andθφ, within the 400 mrad geometrical detector acceptances4. The effect of

then applying the off-line selection cuts on each decay angle, is shown in Figure 6.6. The effect

of applying theL0, andL0 with theHLT triggers are described and fitted for in Figures 6.7 and

6.8 respectively. In this figure we observe noticeable structure for each of the angular acceptance

distributions, where each angular accetance distrubitionhas been fitted using annth degree poly-

nomial5. The effect due to the 400 mrad generator-level cut has already been investigated [75] to

have negligible effect on the distribution of the decay angles. This angular acceptance structure

is further investigated in chapter 6, where a simple generator-level study revealed that thep⊥ cut

applied to the muons and kaons is a major contributor. The angular acceptance effects caused by

cutting on thep⊥ is important to understand. In section 6.3.3, we find that this leads to a bias

in fit parametersRt andRp, and will thus ultimately bias any measurement of−2βs. In a real

analysis using this channel, the effects due to angular acceptance will need to be accounted for.

The residuals for each of the decay angles have also been investigated and are presented in

Figure 6.5. A double Gaussian (with the core given in red) hasbeen used to fit for each residual,

such that:

θtr : σresθtr = (29.6 ± 0.324) mrad (core0.71%, σ = 11.86 mrad),

φtr : σresφtr = (28.8 ± 0.268) mrad (core0.74%, σ = 8.31 mrad),

θφ : σresθφ
= (20.1 ± 0.332) mrad (core0.87%, σ = 14.77 mrad).

Since these resolutions are negligible small, they have little effect on the distribution of the

decay angles (Figure 6.4) and thus on our sensitivity studies to−2βs; this effect will therefore

be neglected in our sensitivity studies.

6.2.3 Tagging studies

Identifying the flavour of the reconstructedB-meson at time of production is a crucial task for

LHCb. Two different tagging strategies are used [84]:

4These distribution are obtained at the generator level.
5The order of the polynomial being chosen to ensure theχ2 per degree of freedom is close to 1.
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Figure 6.4: The tranversity angular distribution,θtr, φtr andθφ for Bs → J/ψφ events at the
generator level (EVTGEN), where the polarisation fractions areR⊥ = 0.24 andR0 = 60.
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Figure 6.5: Resolution distributions for the decay angle with fully simulated data after applying
the selection cuts. The left plots describes theθtr resolution distribution, middle plot theφtr
distribution and theθφ resolution profile is shown on the right.
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Figure 6.6: The acceptance effect for each decay angle inBs → J/ψφ events: (top)cos(θtr),
(middle)φtr, (bottom)cos(θφ), before trigger.
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Figure 6.7: The acceptance effect for each decay angle inBs → J/ψφ events: (top)cos(θtr),
(middle)φtr, (bottom)cos(θφ), after theL0 decision.
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Figure 6.8: The acceptance effect for each decay angle inBs → J/ψφ events: (top)cos(θtr),
(middle)φtr, (bottom)cos(θφ), after both theL0 andHLT decision.
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6.2.4 Tagging studies

Identifying the flavour of the reconstructedB-meson at time of production is a crucial task for

LHCb. Two different tagging strategies are used [84]:

Opposite-side tagging:where the reconstructedB’s flavour is inferred from the otherB-hadron

in the event. It can be determined by detecting the charge of the lepton from semileptonic

B decays, or the charge of the kaon fromb→ c→ s transitions. The strategy is to search

for leptons and kaons with a high transverse momentum and a large impact parameter.

Same-side tagging:where the reconstructedB’s flavour is determined directly. This method

is applied to tagBs mesons. When aB0
s (b̄s) meson is produced in app collision, it is

accompanied by an extrās quark. Similarly, as quark will accompany the production of a

B̄0
s meson. As thes or s̄ quarks hadronise into a charged kaon∼ 50% of the time, we can

use the charge of the kaon to infer back to the flavour of the reconstructedB.

By wrongly tagging aB0
s meson decay, a systematic effect is incurred diluting our sensitivity

to B0
s mixing parameters. The performance of the tagging procedure is characterised by three

quantities: the tagging efficiencyǫtag, which gives the fraction of events in which the tagging

procedure gives an answer; the mistag fractionωtag, which gives the probability for the answer

(tagging decision) to be incorrect when a tag is present and the effective tagging efficiencyǫeff ,

which is directly related to the tagging power and thus the statistical uncertainly onCP asym-

metry measurements. The probabilitiesωtag, ǫtag andǫeff are calculated as:

ωtag =
Nwrong

Nwrong +Nright +Nno
, ǫtag =

Nright +Nwrong

Nright +Nwrong +Nno
, ǫeff = ǫtag(1 − 2ωtag)

2.

(6.4)

WhereNright, Nwrong andNno are the number of correctly tagged, incorrectly tagged and

untagged events, respectively.

The beauty of theBs → J/ψφ data is that it is self tagging, that is we can extractωtag from

the data themselves as we discuss in section 6.4.2. However,the canonical approach adopted

by LHCb is to evaluate these quantities from self-tagging channels called control channels; the

control channel used forBs → J/ψφ events will beB0
s → D−

s π
+ due to its high signal yield,

∼ 80,000 events in 2fb−1 and decay topology, which is similar to our signal topology [76].

The purpose of this section is quantify the tagging performance6, and briefly discuss any

difference between theBs → J/ψφ signal and theBs → Dsπ control channel. For the studies

carried out in this section use is made of theBs → J/ψφ selection cuts as described in section

6Where the additional LHCb analysis software has been used, including; FlavourTagging (version v7r3) and
TriggerTisTosTool (version v2r1).
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4.5, whilst for theBs → Dsπ selection, use is made of the selection cuts studied in [76].

The tagging performance for each data sample (signal and control channel) under investiga-

tion, is evaluated in terms of the mistag fractionωtag, the tagging efficiencyǫtag and the effective

tagging efficiencyǫeff using MC truth information, as shown in Table 6.1. It is clearfrom this

table that there is difference between the tagging performance, especially theωtag, obtained from

the control channel and our signal channel.

Channel Bs → J/ψφ Bs → Dsπ

reconstructed 142000 73711
selected (w. MC truth) 132060 61 931

ωtag (%) 37.43± 0.15 35.41± 0.24
ǫtag (%) 62.1± 0.12 66.23± 0.19
ǫeff (%) 3.924± 0.095 5.637± 0.18

Table 6.1: Tagging performance based on truth MC association.

In previous studies [85, 86], it has been shown that it is not straight forward to apply the

mistag fraction from one decay channel to the other. Both decays have distinct signatures (one

has a pair of muons while the other is purely hadronic) and therefore the events are triggered

differently. This difference affects systematically the tagging performance in signal and control

channels.

6.3 General procedures

6.3.1 Toy Monte Carlo

A Toy Monte Carlo model written in C++, and using a standard acceptance/rejection method,

was developed to simulate four observables: the lifetime ofthe decay and the three decay product

angles.

6.3.1.1 Experimental parameters

The expected annual yield for this decay, taken from studiescarried out in section 4.7, is 133k

events for nominal luminosity of 2 fb−1. We take into consideration the signal tagging efficiency

εtag and the mistag fractionωtag from section 6.2.4, with values 37.4% and 62.1% respectively,

and choose (see section 6.2.1) an average proper time resolution of στ = 37 ± 0.5 fs. From

chapter 5, the background contribution for thebb̄-inclusive and prompt-J/ψ samples are taken

to be 1.17 and 1.9 respectively. The tagging efficiencies forthebb̄-inclusive and the promptJ/ψ

samples are taken from [41]. These parameters are summarised in Table 6.2.
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yield [k]
(
B
S

)bb̄ (
B
S

)J/ψ
στ [fs] ωtag [%] εtag [%] ǫbb̄tag [%] ǫ

J/ψ
tag [%]

133 1.17 1.9 37±0.5 37.4±1.0 62.1±1.0 30.0±1.0 60.0±1.0

Table 6.2: Expected experimental parameters for LHCb obtained in this thesis.

6.3.1.2 TheBs (B̄s) model

The ingredients to make theBs (B̄s) p.d.f. are: the differential cross sections for both decay

channels described in section 2.6; the tagging efficiencyεtag and the mistag-fractionωtag. The

tagging procedure is modelled by introducing a random variable q, which can take three possible

values: +1 if the event is tagged at production time as aBs; -1 if the event is tagged at production

time as aB̄s; 0 if the event has no tag, which becomes equivalent of havingωtag = 0.5. We do

not considerBs-B̄s production asymmetry effects in this study.

Defining the functionsW+(t,Ω) andW−(t,Ω) to be the differential decay rates forBs →
J/ψφ andB̄s → J/ψφ given by equation (6.5):

W+(t,Ω) =
d3Γ(t)

d cos θtrd cos θφdφtr
, W−(t,Ω) =

d3Γ̄(t)

d cos θtrd cos θφdφtr
(6.5)

where the differential decay rates have been defined in section 2.6. HereΩ stands for the set

[cos θtr, cos θφ, φtr]. The underlying p.d.f. used for all of our event generation and fittingF(t,Ω)

is then:

F(t,Ω) =
ǫ1W

+(t,Ω) + ǫ2W
−(t,Ω)

∫
(ǫ1W+(t,Ω) + ǫ2W−(t,Ω)) dtdΩ

(6.6)

The factorsǫ1 andǫ2 take three different values according to the givenq parameter value.

Using equation (6.5), the generated distributions for theBs propertime and decay angles are

shown in Figures 6.9 and 6.10 respectively.

q = +1 q = -1 q = 0
ǫ1 (1 − ωtag) ωtag 0.5
ǫ2 ωtag (1 − ωtag) 0.5

Table 6.3: Definition of tagging parameters

6.3.2 Including resolution

The proper time resolution was approximated by a single fixedGaussian of widthστ for all

events (given in Table 6.2). We convolveF(t,Ω) with this Gaussian function:

F ′(t′,Ω) = F(t,Ω) ⊗ G(t− t′;στ ) (6.7)
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where the′ denotes "with resolution incorporated". The effect of thisresolution on the proper-

time is shown in Figure 6.11.

Resolution on the decay angles was studied in chapter 4, where its effect was concluded to

be negligible. Previous work [81] has also shown that angular resolution makes little impact on

the results. We did not therefore included any angular resolution effects, but this will be studied

in more detail by the collaboration as part of future work.

6.3.3 Including acceptance

For the purposes of this study, we have made use of theBs → J/ψφ event selection given in

Table 4.5, before applying the LHCb trigger7. The result of these cuts and of not applying the

trigger is a flat acceptance distribution for theBs propertime as highlighted in Figure 6.3. For the

studies presented in section 6.5, we do not include an acceptance effect for theBs propertime.8

In this study, we also neglect acceptance effects on the decay angles.

However, from studies carried out on fully simulated data insection 6.2.2, we see an non

negligible acceptance effect for the decay angles. In section 6.7 we examine the angular accep-

tance effect more closely. This is achieved by investigating what effect thep⊥ cut, applied to

both muons and/or kaons (see Table 4.5), has on the decay angular distributions and ultimately

our physics parameters of interest. This acceptance effectshould be addressed in detail in any

future extensions to the studies presented in this thesis.
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Figure 6.9: The Toy MC propertime distribution forBs → J/ψφ events. The plot illustrates, for
MC generated data (show in black), theCP-even contribution (shown in blue) and theCP-odd
contribution (shown in red). The plot also illustrates (denoted by the arrow) the propertime at
which theCP-odd contribution begins to dominate over theCP-even contribution.

7Post-trigger experimental parameter numbers have not beenused, due to the restructuring of the trigger system,
as discussed in section 4.4.

8The effect of modelling the propertime acceptance with a simple step function, can be found in [87].
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Figure 6.11: Signal decay rates [ps] for theBs → J/ψφ transition to pureCP-even eigenstates
for initially Bs (red) andB̄s (dashed blue) tagged mesons. The amplitude has been magnified
by a factor of 10. The top plot shows the analytical decay rates, the effect of wrong-tag is
shown in the middle plot, while the bottom plot show the effect of including constant propertime
resolution.
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6.3.4 Including background

The background is modelled as a simple exponential in propertime for thebb̄ and a delta function

for the prompt-J/ψ component respectively. For simplicity in the likelihood function, we have

assumed that the angular distributions of the backgrounds are flat. However, we see from Figures

6.12 and 6.13 that the angular distributions of the backgrounds have a definite non flat structure.

In any extensions to these studies, these structures will need to be taken into account. The

background p.d.f.B is written as:

B(t,Ω) = fexp exp−t/τ0 /τ0 + fpromptδ(t) (6.8)

This was subject to the same procedures for inclusion of tagging and resolution as described

above to yieldB′′(t′,Ω) in a similar way as forF ′′. In equation 6.8, the value ofτ0 is taken as

1 ps, which is based on DC04 full reconstruction studies [75]. fexp(prompt) are the fraction of

bb̄-inclusive andJ/ψ-prompt events respectively, such that:

fexp(prompt) =
N ×

(
B
S

)bb̄(J/ψ)

N +N ×
((

B
S

)bb̄
+
(
B
S

)J/ψ
) , (6.9)

whereN is the total number of signal events. The p.d.f. including both signal and back-

ground is then given by

P ′′(t′,Ω) = fsigF ′′(t′,Ω) + (1 − fsig)B′′(t′,Ω) (6.10)

wherefsig = 1 − fexp − fprompt is the signal fraction expected in the sample.

6.3.5 Physics input parameter central values

The central values of measurements ofΓ̄s [88] and∆ms [89] were taken.∆Γs, R⊥, R0 and

−2βs were assumed to have their predicted value [23, 90], while the values forδ1 andδ2 are

motivated from [19, 91]. Table 6.4 lists the 8 nominal valuesneeded for the three-angle studies:

Γ̄s ps−1 ∆Γs ps−1 R⊥ ∆ms ps−1 −2βs [rad] R0 δ1 [rad] δ2 [rad]
0.68 0.10 0.20 17.77 -0.04 0.60 -0.46 2.97

Table 6.4: Assigned values to the physical parameters
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Figure 6.12: The transversity angular distribution,θtr, φtr andθφ for J/ψ-inclusive events after
applying the selection cuts in Table 4.5.
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Figure 6.13: The transversity angular distribution,θtr, φtr andθφ for bb̄-inclusive events after
applying the selection cuts in Table 4.5.
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6.3.6 Unbinned maximum likelihood fit

An unbinned maximum likelihood fit to the Toy MC data was preformed. The likelihood function

being constructed as:

L =

N∏

i

P (ti,Ωi) (6.11)

whereP (t,Ω) is either (i)F(t,Ω) (ii) F ′(t′,Ω) or (iii) P ′′(t′,Ω) according to whether we

are presenting (i) ideal (ii) with resolution or (iii) with resolution and background respectively.

In all cases we ran the toy MC for at least 500 repeat "experiments", and in each case fitted

for the physics parameters using MINUIT9[92].

For each physics quantity being studied we plot the returnedbest fit value, the returned error,

and the pull distribution. These are all included in Appendix D. We checked that the pull dis-

tribution was not significantly biased, and that its width was ≈ 1. This was true in all cases

to within 10%. We also checked the width of the returned fit value distribution was consistent

with the average returned error. Again no inconsistencies were found. The precisions quoted in

the tables are then taken as the standard deviation of the returned fit value distribution. For a

complete description of the results obtained, see AppendixD.1.

6.4 Comparing the one and three angularBs → J/ψφ analysis

In this section, we compare the parameter sensitivities obtained using the one and the three an-

gular analysis. In this section we also investigate the effects of propertime resolution and long

lived background. The studies in this section pre-date those studies given in section 6.5, using

experimental and input parameter values obtained from earlier DC04 studies [75, 67].

For studies in this section, the expected annual yield is taken as 131k events for the nominal

luminosity of 2 fb−1[75]. The tagging efficiency and the mistag fraction are taken to be 33%

and 57% respectively [76], and an average proper time resolution of στ = 30 ± 0.5 fs [75] is

considered. Onlybb̄-inclusive background is considered, with aBS of 0.12, and is modeled by an

exponential in propertime (see equation 6.8). The input parameters retain their central values as

given in Table 6.2, with the strong phases,δ1 andδ2, set to 0 andπ respectively.

The studies in this section also include external constraints on∆ms andωtag. The data in

theBs → J/ψφ channel alone constrains∆ms to a precision of≈ 0.2 in the single-angle fit

and≈ 0.02 in the three-angle fit, as discussed in section 6.8.1. However, ∆ms will also be

constrained by data external to this channel (e.g.Bs → Dsπ) to a precision of≈ 0.007 [75]. We

therefore included in our fits a Gaussian constraint on∆ms to its central value±0.007.

9We use MINUIT strategy=2 and we do an explicit call to HESSE after the minimisation execution.
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The one-angle fit to determine−2βs cannot be performed without an external constraint on

ωtag as it multipliessin(2βs) (and is hence100% correlated). In the three-angle fit,ωtag is

determined independently of−2βs to a precision of≈ 0.01 and is almost uncorrelated to all

other parameters. This arises due to the richness of different terms appearing in the full three-

angle differential cross section. In our fits we also includea Gaussian constraint onωtag to its

central value of±0.0036 [75]. We have studied the effect of theωtag constraint in section 6.8.1.

The salient features of these studies is discussed below. A full description can be obtained in

[87].

6.4.1 Sensitivity studies using the one decay angle analysis

In this section presents results where only the single transversity angleθtr has been used in the

analysis. This will be referred to as theone-angle fit. We use the full 131k event sample, with

each event being classified as either ab, b̄ or untagged. The one-angle differential cross section

for tagged events is (if tagging for aBs):

(1 − ωtag)
dΓ(t)

d cos θtr
+ ωtag

dΓ̄(t)

d cos θtr
∝ (1 −R⊥)[(1 + cos(2βs))e

−ΓLt + (1 − cos(2βs))e
−ΓH t

− 2(1 − 2ωtag)e
−Γ̄st sin(∆mst) sin(2βs)]

1

2
(1 + cos2 θtr)

+ R⊥[(1 − cos(2βs))e
−ΓLt + (1 + cos(2βs))e

−ΓH t

+ 2(1 − 2ωtag)e
−Γ̄st sin(∆mst) sin(2βs)] sin

2 θtr

The different lifetime components are statistically separated through the angular distributions

and hence∆Γs, Γ̄s andR⊥ may be measured. This is illustrated in the top plot in Figure6.10,

where we see the two different shapes of theθtr distribution forCP-even andCP-odd contribu-

tions.

In Table 6.5 the baseline results are presented where∆Γs, Γ̄s, R⊥, ∆ms and−2βs are de-

termined simultaneously, with the external∆ms andωtag constraints included. The correlation

matrix is shown in the following table (Table 6.6) . The first three parameters remain uncorre-

lated with∆ms or−2βs and hence this sector of the fit factorises and the results areidentical to

the untagged case. The error on∆ms is completely determined by the external constraint, and is

uncorrelated with anything else. The error on−2βs is uncorrelated with anything else and hence

is the same as per the single parameter fits. Fitted values, errors and pulls distributions are shown

in Appendix D.1.

The precision on−2βs degrades from0.023 to 0.026 as resolution is incorporated. This may

be expected as the proper time resolution (30 fs) is now10% of the period of the sinusoidal

oscillation (≈ 300 fs). Background was found to have only a small additional effect.
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Parameter errors Ideal Resolution Background
Γ̄s 0.0036 0.0035 0.0034

∆Γs 0.013 0.013 0.014
R⊥ 0.0052 0.0052 0.0059

∆ms 0.007* 0.007* 0.007*
−2βs 0.023 0.026 0.027
ωtag 0.0036* 0.0036* 0.0036*

Table 6.5: Baseline results: Simultaneous one-angle fit to∆Γs, Γ̄s, R⊥, ∆ms and−2βs using
tagged events and the external∆ms andωtag constraints (indicated by *)

Γ̄s ∆Γ R⊥ ∆ms −2βs ωtag

Γ̄s 1.0 -0.82 0.65 -0.00 -0.04 0.00
∆Γs 1.0 -0.68 0.00 0.03 0.00
R⊥ 1.0 -0.00 -0.04 -0.00

∆ms 1.0 0.01 0.00
−2βs 1.0 -0.02
ωtag 1.0

Table 6.6: Baseline results: Correlation coefficients for simultaneous one-angle fit to∆Γs, Γ̄s,
R⊥, ∆ms and−2βs using tagged events and the external∆ms andωtag constraints

6.4.2 Sensitivity studies using the three decay angle analysis

In this section we describe the results obtained using the full three decay angle analysis. Unlike

in the one-angle fit, we can fit for−2βs in the three-angular fit using un-tagged data. This

section then begins with a discussion of the features, and parameter sensitivity to the un-tagged

three angular analysis, before discussing the three angular tagged analysis.

Un-tagged events

From sections 2.6 and A.5, the three-angle differential cross section components for untagged

Bs andB̄s decays (i.e a50% mix of each) are:

|A0(t)|2 + |Ā0(t)|2 =
|A0(0)|2

2

[

(1 + cos(2βs)) e
−ΓLt + (1 − cos(2βs)) e

−ΓHt
]

(6.12)

|A‖(t)|2 + |Ā‖(t)|2 =
|A‖(0)|2

2

[

(1 + cos(2βs)) e
−ΓLt + (1 − cos(2βs)) e

−ΓHt
]

(6.13)

|A⊥(t)|2 + |Ā⊥(t)|2 =
|A⊥(0)|2

2

[

(1 − cos(2βs)) e
−ΓLt + (1 + cos(2βs)) e

−ΓHt
]

(6.14)
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Re{A∗
0(t)A‖(t)} + Re{Ā∗

0(t)Ā‖(t)} =
1

2
|A0(0)||A‖(0)| cos(δ2 − δ1)

[

(1 + cos(2βs)) e
−ΓLt + (1 − cos(2βs)) e

−ΓHt
]

(6.15)

Im{A∗
‖(t)A⊥(t)} + Im{Ā∗

‖(t)Ā⊥(t)} =
1

2
|A‖(0)||A⊥(0)|

[(
e−ΓHt − e−ΓLt

)
cos δ1 sin(2βs)

]

(6.16)

Im{A∗
0(t)A⊥(t)} + Im{Ā∗

0(t)Ā⊥(t)} =
1

2
|A0(0)||A⊥(0)|

[(
e−ΓHt − e−ΓLt

)
cos δ2 sin(2βs)

]

(6.17)

Several features are observed:

-. Unlike the one-angle case, asin(2βs) term remains. However, it would only be possible to

consider measuring−2βs with any decent accuracy if the strong phases were known from

some external source or could be simultaneously fit.

-. In principle it is possible to fit for everything simultaneously. However for small−2βs

(as in the case of the SM expectation) the imaginary cross terms are strongly suppressed

(vanishing in the limitsin(2βs) = 0). In this case it would be impossible to fit for bothδ1
andδ2; it would only be possible to fit to the combinationδ1 − δ2 arising in the real cross

term.

-. It is only if −2βs were different from zero (and preferably large) and theδi had values

different from0(modπ) that it would be possible to reliably fit simultaneously thefull set

Γ̄s, ∆Γs,R⊥, R0, δ1, δ2 and−2βs. Otherwise this fit becomes problematic.

Table 6.7 present the baseline results where all are determined simultaneously. The correla-

tion matrix is shown in Table 6.8. The correlations between the first four parameters are large

and this is reflected in the much increased errors compared tosingle parameter fits.

Parameter errors Ideal Resolution Background
Γ̄s 0.0026 0.0027 0.0028

∆Γs 0.0074 0.0075 0.0081
R⊥ 0.0030 0.0030 0.0035
R0 0.0024 0.0023 0.0026

Table 6.7: Baseline results: Simultaneous three-angle fit to ∆Γs, Γ̄s,R⊥ andR0 using untagged
events. Values of−2βs = −0.04, δ1 = 0 andδ2 = π were fixed.

Tagged events

We use the full 131k event sample, with the events classified as either ab, b̄ or untagged. All three

tagging categories are then used in the fit. The three-angle differential cross section components
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Γ̄s ∆Γs R⊥ R0

Γ̄s 1.0 -0.67 0.51 -0.22
∆Γs 1.0 -0.65 0.23
R⊥ 1.0 -0.65
R0 1.0

Table 6.8: Baseline results: Correlation coefficients for simultaneous fit to∆Γs, Γ̄s,R⊥ andR0

using untagged events

for taggedBs decays are:

(1 − ωtag)|A0(t)|2 + ωtag|Ā0(t)|2 =
|A0(0)|2

2

[

(1 + cos(2βs)) e
−ΓLt + (1 − cos(2βs)) e

−ΓHt

− 2 (1− 2ωtag) e
−Γ̄st sin(∆mst) sin(2βs)

]

(6.18)

(1 − ωtag)|A‖(t)|2 + ωtag|Ā‖(t)|2 =
|A‖(0)|2

2

[

(1 + cos(2βs)) e
−ΓLt + (1 − cos(2βs)) e

−ΓHt

− 2 (1− 2ωtag) e
−Γ̄st sin(∆mst) sin(2βs)

]

(6.19)

(1 − ωtag)|A⊥(t)|2 + ωtag|Ā⊥(t)|2 =
|A⊥(0)|2

2

[

(1 − cos(2βs)) e
−ΓLt + (1 + cos(2βs)) e

−ΓHt

+ 2 (1− 2ωtag) e
−Γ̄st sin(∆mst) sin(2βs)

]

(6.20)

(1 − ωtag)Re{A∗
0(t)A‖(t)} + ωtagRe{Ā∗

0(t)Ā‖(t)} =
1

2
|A0(0)||A‖(0)| cos(δ2 − δ1)

[

(1 + cos(2βs)) e
−ΓLt + (1 − cos(2βs)) e

−ΓHt

− 2 (1− 2ωtag) e
−Γst sin(∆mst) sin(2βs)

]

(6.21)

(1 − ωtag)Im{A∗
‖(t)A⊥(t)} + ωtagIm{Ā∗

‖(t)Ā⊥(t)} = |A‖(0)||A⊥(0)|
[

(1 − 2ωtag) e
−Γst {sin δ1 cos(∆mst) − cos δ1 sin(∆mst) cos(2βs)}

+
1

2

(
e−ΓHt − e−ΓLt

)
cos δ1 sin(2βs)

]

(6.22)

(1 − ωtag)Im{A∗
0(t)A⊥(t)} + ωtagIm{Ā∗

0(t)Ā⊥(t)} = |A0(0)||A⊥(0)|
[

(1 − 2ωtag) e
−Γst {sin δ2 cos(∆mst) − cos δ2 sin(∆mst) cos(2βs)}

+
1

2

(
e−ΓHt − e−ΓLt

)
cos δ2 sin(2βs)

]

(6.23)
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Several features are observed:

-. The sinusoidal∆ms terms appear multiplied by the1− 2ωtag term. Unlike the one-angle

case, however, they are not suppressed bysin(2βs) in the imaginary cross terms. Therefore

we expect a substantially improved measurement of both∆ms andωtag.

-. Thesin δ1 andsin δ2 terms are present and unlike in the untagged case, they are separated

from the−2βs term. They appear in a way which changes the phase of the∆ms oscil-

lation. We therefore expect a clean fit forδ1 andδ2 to be possible with some correlation

with ∆ms.

Table 6.9 presents the baseline results where all are determined simultaneously with the ex-

ternal∆ms andωtag constraints included. The correlation matrix is shown in the following Table

6.10. Fitted values, errors and pulls distributions are shown in Appendix D.1. Observations:

-. The first four parameters remain largely uncorrelated with any of the others and hence this

sector of the fit factorises and the results are identical to the untagged case.

-. The precisions obtained for̄Γs and∆Γs are improved over the one-angle case.

-. The error on∆ms is mainly determined by the external constraint, and is somewhat cor-

related withδ1 andδ2 as expected. These three appear to form a factorised set.

-. The error on−2βs is uncorrelated with anything else and shows a useful improvement

over the one-angle fits.

-. In addition we show in Appendix D that we can in fact remove theωtag constraint com-

pletely and it does not affect any of the results. As expectedthe data themselves make very

precise measurement ofωtag to±0.01 which is uncorrelated with anything else.

parameter errors Ideal Resolution Background
Γ̄s 0.0025 0.0025 0.0027

∆Γs 0.0075 0.0074 0.0079
R⊥ 0.0032 0.0031 0.0035
R0 0.0025 0.0024 0.0027
δ1 0.071 0.080 0.083
δ2 0.064 0.071 0.075

∆ms 0.007* 0.007* 0.007*
−2βs 0.019 0.022 0.022
ωtag 0.0036* 0.0036* 0.0036*

Table 6.9: Baseline results: Simultaneous three-angle fit to all parameters using tagged events.
The external constraints are applied.
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Γ̄s ∆Γ R⊥ R0 δ1 δ2 ∆ms −2βs ωtag

Γ̄s 1.0 -0.64 0.50 -0.22 -0.02 0.01 0.00 -0.02 0.01
∆Γs 1.0 -0.66 0.23 0.01 -0.01 0.00 -0.02 -0.01
R⊥ 1.0 -0.65 -0. 0.05 -0.01 0.03 0.04
R0 1.0 0.12 -0.07 0.01 -0.01 -0.03
δ1 1.0 0.10 0.25 0.00 -0.03
δ2 1.0 0.27 0.00 0.00

∆ms 1.0 0.00 -0.03
−2βs 1.0 -0.03
ωtag 1.0

Table 6.10: Baseline results: Correlation coefficients forsimultaneous fit to all parameters using
tagged events

6.5 Sensitivity results using a three decay angle analysis

This section describes the results obtained using the full three decay angle analysis and the fitting

procedure described in section 6.3. The study presented here includes both background contribu-

tions and neglects acceptance effects on the propertime anddecay angles. We use the full 133k

event sample, with the events classified as either ab, b̄ or untagged. All three tagging categories

are then used in the fit10.

In Table 6.12 the baseline results are presented where∆Γs, Γ̄s, R⊥, R0, δ1, δ2, ∆ms and

−2βs are determined simultaneously. The sensitivity on−2βs is found to be± 0.037 rad. The

correlation matrix is shown in Table 6.13, and closely follows the correlation structure shown in

Table 6.10. We also note that the strong phases are now heavy correlated between themselves

and the unconstrained∆ms. We also presented in Table 6.12 the simultaneous fit resultsusing

the latest LHCb experimental parameter values [41], which are given in Table 6.11. The sensi-

tivity for −2βs coming from column (b) in Table 6.12 is found to be in good agreement with

that quoted in [41], but is∼ 20% different from the corresponding value quoted in column(a).

The reason can attributed to the differentωtag values used. The fitted values, errors and pulls

distributions for each study in Table 6.12 are shown in section D.1.

yield [k]
(
B
S

)bb̄−inclusive
Bs→J/ψφ

(
B
S

)prompt−J/ψ
Bs→J/ψφ

στ [fs] ωtag [%] εtag [%]

130 0.12 1.9 40±0.5 33±1.0 57.1±1.0

Table 6.11: Latest LHCb experimental parameter numbers forBs → J/ψφ decay, taken from
the CKM 2008 conference [41].

10The three-angle differential cross section components fortaggedBs decays are given in section 6.4.2.
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Parameter Input Sensitivity
(a) Using Table 6.2 (b) Using Table 6.11

Γ̄s 0.68 0.0033 0.0036
∆Γs 0.1 0.012 0.012
R⊥ 0.20 0.0045 0.0047
R0 0.60 0.0041 0.0044
δ1 -0.46 0.11 0.091
δ2 2.97 0.12 0.12

∆ms 17.77 0.051 0.041
−2βs -0.04 0.037 0.030

Table 6.12: Simultaneous three-angle fit to all parameters using tagged events, using: (a) exper-
imental parameters values given in Table 6.2 and (b) in Table6.11.

Γ̄s ∆Γ R⊥ R0 δ1 δ2 ∆ms −2βs
Γ̄s 1.0 -0.75 0.60 -0.5 -0.015 -0.055 -0.016 -0.025

∆Γs 1.0 -0.67 0.70 0.007 0.037 0.007 0.033
R⊥ 1.0 -0.89 -0.07 -0.23 -0.08 -0.028
R0 1.0 0.06 0.18 0.065 0.023
δ1 1.0 0.89 0.76 0.021
δ2 1.0 0.71 0.02

∆ms 1.0 0.027
−2βs 1.0

Table 6.13: Baseline results: Correlation coefficients forsimultaneous fit to all parameters (given
in Table 6.12) using tagged events.
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6.6. EXTRACTING ωTAG AND KNOWLEDGE OF THE STRONG PHASES.

6.6 Extracting ωtag and knowledge of the strong phases.

As indicated in the above studies, the data appears rich enough to be able to extractωtag, at least

in the situation where−2βs is close to its expected SM value.

This is understood as follows: consideration of the form of the differential cross section

shows that the relevant (imaginary interference) terms maybe recast to read (when−2βs = 0)

(1 − 2ωtag) × sin(δ − ∆mst) (6.24)

where we see that the fit can determine the sinusoid period (∆ms) as well as its phase offset from

the time distribution alone. This would leave the amplitudeinformation to determine(1−2ωtag).

This expectation is true for all values of the two strong phases, and was tested by performing

series of fits for the strong phases, set to combinations of:0, π/4, π/2, π and3π/2. In addition

to this, we used the world average values ofδ1 = −0.46 andδ2 = 2.92 from J/ψK∗ decays

[19, 91]. In all cases the fits were found to behave well and theerrors parabolic for all parame-

ters, except for theδ’s.

When−2βs 6= 0 the situation is more complicated. A similar recasting can be done to give

(1 − 2ωtag)

2
× {(1 + cos(2βs)) sin(δ − ∆mst) + (1 − cos(2βs)) sin(δ + ∆mst)} (6.25)

It is somewhat more difficult to make the simplistic arguments of factorisation, but it is

certainly true that:

• there is phase offset information related to theδ’s,

• there is amplitude information related to(1 − 2ωtag)(1 ± cos(2βs)), and

• there is amplitude information related to(1− 2ωtag) sin(2βs) from the other diagonal and

real interference cross section components.

It is thus plausible that the fit has enough information to separately determine all quantities.

To test this we have performed a series of fits with−2βs ranging from0 → π. We have also

performed a set of fits with−2βs = −0.8 and the strong phases set to combinations of0, π/4,

π/2, π and3π/2 and also the setδ1 = −0.46, δ2 = 2.92. In all cases we find the fits well

behaved and the errors parabolic for all parameters, exceptfor the δ’s. To clarify this, some of

the distributions are shown in Figures D.21 to D.24 in Appendix D.

However, the situation in reality is not as simple as these rather idealised studies would sug-

gest. The Log Likelihood (LL) scan forδ1 nicely illustrates this. The studies undertaken have

used the luxury of starting all fit parameters close to their generated values. In this case the fits
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tend to always converge to the correct central values. For well behaved parabolic parameters

this is safe and for those for which there will be external constraints available (such as̄Γs, ∆ms

andωtag) it is even more safe. However, the situation for the strong phases is evidently rather

different. The LL scans are not parabolic and in the worst scenario a second false minimum can

be found, which would in turn affect other parameters.

In practise this will be controlled by performing a series ofanalyses, with different assump-

tions about strong phases. LL scans should be performed to understand the structure of the LL

surface. Theωtag parameters will be compared to, and probably at least loosely constrained by,

the value obtained from control channels. However, it will always remain true that care will be

needed in this sector.

6.7 Angular acceptance studies

In our toys we choose not to model the effect of angular acceptance. However, studies carried

out using fully simulated data as shown in section 6.2.2, show a non negligible acceptance effect

for the decay angles. In this final section, the effect of applying varyingp⊥ cuts on both muons

and kaons, with respect to the decay angular distributions will be investigated.

To isolate the effect of varying thep⊥ cut, an event generator-level (EVTGEN) study was

performed, using a set of 75Bs → J/ψφ data samples (see Table 3.2) each containing 300k

events. Thep⊥ cut was varied from 100MeV/c to 1.2GeV/c in steps of 50MeV/c for the

following three situations:

(1) applying thep⊥ to both muons and kaons,

(2) applying thep⊥ to muons only and,

(3) applying thep⊥ to kaons only.

The effect these cuts have on the individual angular acceptance are shown in Figures: D.8,

D.9 and D.10 for the angleθtr, D.11, D.12 and D.13 for the angleφtr and D.14, D.15 and D.16

for the angleθφ. In these plots, thep⊥ cut is increased going from the top to bottom. The effect

of p⊥ cuts on both muons and kaons is shown in the left-hand plots, the effect on just the muons

in the middle plots and the effect only on kaons in the right-hand plots.
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p⊥ studies with three decay angles

Simultaneously fitting for the parameters{Γ̄s, ∆Γs, R⊥, R0, −2βs}, whilst increasing thep⊥
cut on both muons and kaons, we observe a bias11 on the fitted values forR⊥ andR0 as shown in

Figures D.19 and D.20. The bias on these parameters can be seen to depend on thep⊥ cut applied

to the kaons only. This can be understood from thep⊥ distribution of kaons and muons shown in

Figure 6.14. We see from this figure that kaons favor lower values ofp⊥ than the muons. From

the differential decay rate expressions, we see that it is the angular information which greatly

helps in obtaining our sensitivity to the physics parameter−2βs. When we alter thep⊥ cut and

incur a perceived bias on the fraction ofCP-even and -odd components, we inevitably cause a

bias on−2βs. This bias is shown in the top plot in Figure 6.15, which increases from essentially

nothing for a 100MeV/c cut to a 1σ effect after applying a 1.2GeV/c cut. Here we have used

the average statistical error.

In the three angular case applyingp⊥ cuts to muons and/or kaons generates a 3-D angular ac-

ceptance effect, which has been shown to slightly bias−2βs. To correct for this, the acceptance

curve (η(Ω)) describing the angular sculpting due to the detector, needs to be introduced. This

will lead to normalisation angular dependent integrates ofthe form:

∫

Θk(Ω)η(Ω)dΩ, k=1,2. . . 6 (6.26)

in the Likelihood function (equation (6.11)). It is possible for LHCb collaboration to correct

for this, by use a normalised 3-D histogram of the angular acceptance distribution, modelled

from Monte Carlo truth data (i.e. EVTGEN data). The integralin equation (6.26), will then be in

the form of a mathematical function multiplied by an histogram, and will need to be computed

numerically. One simple approach is to approximate this integral to a discrete sum over the

histogram bins. The integral can then be expressed as:

∫

Θk(Ω)η(Ω)dΩ ≈
NBins∑

j=1

[Fk(Ω
max
j ) − Fk(Ω

min
j )] · η(Ωmed

j )

BinVol
, k=1,2. . . 6 (6.27)

11The error bars drawn here are the average statistical error,defined for a parameterX by:

〈PullX〉〈σ(X)〉
| {z }

〈f〉

= 〈XFit〉
| {z }

X̄

−XGen
| {z }

constant

,

〈f〉 = 〈(X̄ +XGen)2〉 − 〈X̄ +XGen〉2,
= 〈X̄2〉 + 2XGen〈X̄〉 +X2

Gen − 〈X̄2〉 − 2XGen〈X̄〉 −X2
Gen,

= 〈X̄2〉 − 〈X̄〉2,
= V (X̄) =

σX√
N
.
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Figure 6.14: Thep⊥ distribution ofK+ (magenta) andµ+ (blue) fromBs → J/ψφ EVTGEN
data. The distributions shown are normalised to an arbitrary scale.

Where,

• ∑NBins
j=1 , is the sum is over the bins alongcos(θtr),φtr andcos(θφ).

• BinVol, is the bin volume,∆ cos(θtr) × ∆φtr × ∆ cos(θφ).

• Fk(Ω). We have assumed each functionΘk(Ω) can compute the three dimensional angular

integral analytically
∫

Θk(Ω)dΩ = Fk(Ω), k = 1, 2, . . . 6.

• Ω
max/min
j , is the bin value ofΩk at the upper/lower edge of the 3-D space.

• Ωmed
j , is given by

Ωminj +Ωmaxj

2 .

Full details of this procedure can be obtained in [93]. Although this method is simple, it suf-

fers from needing a very large amount of MC data to parametrise the 3-dimensional acceptance

surface, at the required level of precision and resolution.The approach adopted byLHCb is

follow that employed in [94], which does not rely on the exactshape of the acceptance function.

The normalisation angular integral given in 6.26 is then:

∫

Θk(Ω)η(Ω)dΩ ≈
acc events∑ Θk(Ω)

∫
hk(t) · Θk(Ω)dt

k=1,2. . . 6, (6.28)

where ’acc events’ is the number of events which can be accepted inη(Ω), and where the ap-

proximation now provides a weighing factor for each angulardependent termΘk(Ω). In this

thesis we have not corrected for the systematic effect caused by angular acceptance. However,

any extensions to these studies will need to account for these effects.
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Figure 6.15: Shown in the left-hand plots is the mean fit valuefor −2βs using 75 EVTGEN data
samples, obtain from a full angular fully tagged the simultaneous fit. The corresponding plots
on the right-hand side shows the bias in the fitted value. The top plots illustrate the effect of
applying ap⊥ cut on both muons and kaons. The middle plot show the effect for thep⊥ cut on
muons only, while the bottom set of plots shows thep⊥ effect on kaons only. The error bars
shown at 100, 750, 1200GeV/c show the standard error.
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6.8 Systematic error studies

The statistical precision on−2βs will not only depend on the number of reconstructed events

and the angular analysis strategy used, but also on the levelof background present, the level of

the mistag and propertime resolution, and other detector ormodel effects. In Table 6.14, based

on previous analyses [6, 33], we give a non exhaustive list ofthe expected systematic effects

on the−2βs measurement. Although extensive systematics studies werenot performed on the

measurement of−2βs during this work, we performed additional studies to investigate the effect

of varying the central values of̄Γs, ∆Γs, ωtag R⊥,R0 and−2βs on the−2βs sensitivity.

6.8.1 Variations

The effect of the central value of̄Γs, ∆Γs, ωtag, R⊥, R0 and−2βs on the−2βs sensitivity was

also studied. Figure 6.16 shows the results obtained in the one angular analysis and Figure 6.18

shows the results obtained in the full angular analysis. Figure 6.17 shows the effect of the prop-

ertime resolution on both the one angular and three angular analysis. In all cases the quoted

sensitivity is the RMS of the fit distribution for more than 300 experiments in the ideal case. We

observe the following:

-. the variation on̄Γs appears to have on the average no effect on the−2βs sensitivity

-. an increment in the∆Γs central value shows a tendency to improve the precision−2βs.

This is due to a better separation of the lifetime exponentsΓL andΓH

-. as expected, the−2βs sensitivity has a correlation to the mistag fractionωtag. As theωtag

values increases, the precision on−2βs reduces significantly

-. the−2βs sensitivity is slightly affected by the central value of|−2βs| as it increases. This

can be explained by the fact thatsin(−2βs) terms are not anymore small and therefore

−2βs picks up correlations with other parameters usually suppressed in the limit of a

small | − 2βs| value.
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Systematics
Source Effect
Tracking & alignment Misalignment of ther andΘ sensors, and of the VELO modules in each half of

the VELO detector, can cause a significant deterioration of theB0
s propertime

resolution [95]. In some misalignment scenarios this can beas much as 60 fs
[96]. As shown in Figure 6.17, deterioration ofB0

s propertime resolution is
shown to reduce precision on the−2βs measurement.

Production asymmetry In our studies we have assumed that there is no production asymmetry. How-
ever, the LHC has an inherit non zero production asymmetry which can mimic
and pollute the��CP we are measuring. This asymmetry is expected to be of the
order of a percent, with an uncertainty at the same level as our −2βs sensitiv-
ity: −(1.9±1.3)% for B0

s mesons [97]. This asymmetry therefore needs to be
measured in order to disentangle it from our−2βs measurement. A measure
of the production asymmetry inBs → J/ψφ decays, can be obtained using a
control channel such asBs → D−

s π
+ orBs → D−

s µ
+ν.

Flavour tagging From Figures 6.16 and 6.18 the effect of tagging is shown to cause a major bias
on the−2βs sensitivity for both the one and three angular analysis. In section
6.6, we show that is possible to measure the mistag fractionωtag from the data
itself, with a precision of± 0.010. We can therefore minimise this systematic
effect by allowingωtag be free in the fully tagged three angular analysis.

Background fractions The fraction of prompt background is found to have a very limited effect on the
−2βs sensitivity [41]. The long lived background fraction however, is found to
cause a linear bias on the−2βs sensitivity. This is because the propertime dis-
tribution of the prompt background is centred at 0 ps and doesnot contaminate
the signal where the oscillations occur.

Propertime resolution The propertime resolution is found to cause a significant bias on the−2βs
sensitivity. As illustrated in Figure 6.17 for the one and three angular angular
analysis, we see that the value of propertime resolution hasa significant effect
on the−2βs sensitivity. A similar bias has been observed for the three angular
analysis at ATLAS and CMS [41].

Decay angles The distribution of theBs → J/ψφ decay angles are directly effected by the
contribution toR⊥ andR0. In Figure 6.18, we see the−2βs sensitivity remains
unaffected whilst scanning over the givenR⊥ andR0 range. However, the
effect on−2βs due to non flat distribution of the decay angles with respect to
background (Figures 6.12 and 6.13), has still to be investigated.

Table 6.14: Non exhaustive list of systematic effects whichcan bias the−2βs measurement in
Bs → J/ψφ decays.
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Figure 6.16: One-angle variation studies: From top-left weshow here the effect on the−2βs
sensitivity when the central value ofΓ̄s, ∆Γs, ωtag and−2βs is varied
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Figure 6.18: Three-angle variation studies: From top-leftwe show here the effect on the−2βs
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6.9 Conclusion

In these studies we have presented work which extends previous studies of the sensitivity of

LHCb to theBs mixing phase−2βs obtained in theBs → J/ψφ channel, by including a full

analysis using the three measurable decay product angles. We find the following:

The precision upon−2βs including both background contribution as described in section 6.3,

is ± 0.037 rad, for one nominal year of data taking.

From a one to three angular analysis the precision upon−2βs improves by approximately

20%. The precision upon the measurements ofΓ̄s and∆Γs are improved and the correla-

tion between them reduced. The precision onΓ̄s is improved from±0.0034 to ±0.0027

and the precision on∆Γs shows a large improvement from±0.014 to ±0.0079. This is

due to the improved statistical power in separating theCP-odd andCP-even components.

The mistag fraction, ωtag , can be obtained from the data themselves with a precision of

±0.010. This provides qualitative improvement through independence from, or at least

the ability to cross check with a control channel.

In the final chapter, the sensitivity to−2βs will be investigated by making using of Multi-

variate analysis techniques to first optimise the selectioncuts.
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7
Optimising the selection cuts

7.1 Introduction

Particle physics events are in essence multivariate. By combining all possible pieces of informa-

tion associated with these events, we would expect to gain atleast the same level of discriminat-

ing power over regular cut-based techniques (as discussed in chapter 4), where each event has to

satisfy a set of selection criteria. The hope is that by usingall available information associated

with these events, we can use multivariate techniques to increase the separation of signal and

background, and thus the statistical power of a measurement.

The purpose of this chapter is to investigate the usefulnessof multivariate classifiers in se-

lection of theBs → J/ψφ data.

A selection of linear, non-linear and shape (or parametrised) based classifiers will be used.

The chapter begins by introducing each classifier, before discussing the procedure adopted to

determine which classifier gives the optimal signal-to-background separation. We also give a

brief discussion on the multivariate visualisation technique, Parallel Coordinates in section E.4,

for visualising our event data. The optimal classifier was found to be the Boosted Decision

Tree (BDT), which was then used to optimise theBS ratio and to subsequently investigate the

sensitivity of−2βs.
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7.2 Multivariate Analysers (MVA)

7.2.1 The Fisher Linear discriminant

Suppose the result of measuring an individual event is a vector of attributes,~x = x1, . . . , xn

where:

x1 = number of muons,

x2 = meanpt of muons,
...

xn = J/ψ mass.

The collection of attributes will follow some n-dimensional probability distribution function

(p.d.f) which depends on the type of events we have. The events may be signal-like (Bs →
J/ψφ) or background-like (prompt-J/ψ) for instance. We assume the p.d.f, labelled byf ,

depends on two categories which determine whether the eventis signal-like or not such that,

f(~x|H0) andf(~x|H1) define the signal-like and background-like p.d.fs. HereH0 is the signal

category andH1 is the background category. When we consider selecting events of typeH0, the

question arises how to efficiently find the multidimensionalboundary in order to accept events

belonging to this type. The Fisher linear discriminant seeks this discriminant searching for a

hyperplane, which allows the separation of data projected on a line perpendicular to this plane.

A cartoon of this idea is shown in Figure 7.1.

The separation between signal and background depends on themean of the signal and back-

ground distributions and on the spread of the data points about their respective means along the

line orthogonal to the hyperplane. The plane of best separation requires maximising the separa-

tion between each sample’s mean, whilst at the same time minimising each samples variance, so

that we maximise the following criteria:

separation =
|(µH0 − µH1)|2
σ2
H0

+ σ2
H1

. (7.1)

Where the mean of each sample is defined as:

µD =
1

ND

ND∑

~xj=1

n∑

i=1

Fix
j
i , (7.2)

with D ∈ {H0,H1} the number of signal and background events,n the number of variables

in the n-dimensional space andFi the coefficients defining the orientation of the hyperplane.

Figure 7.2 shows how the data given in Figure 7.1 is projectedonto the line of best separation
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x i

x j

H1�Background �

H0�Signal �
accept

Lineof separation

Figure 7.1: The distribution of signal-like events is coloured in red and background-like events
coloured in blue, in then-dimensional hyperspace. The hyperplane giving the best separation is
coloured in green, with the line of projection orthogonal tothis coloured black.

(the black line). A more rigorous description of the Fisher linear discriminant [98] is given in

section E.1, however the specific definition which is used to classify theith event into either

signal or background is given by:

yF i(i) = F0 +
n∑

k=0

Fkxk(i), (7.3)

whereFk are called the Fisher coefficients andF0 the offset, specifying where the hyperplane

is positioned with respect to the data sample. The response of the Fisher discriminant is either

yF i(i) > 0, which specifies signal-like events oryF i(i) < 0, which specifies background-like

events.

7.2.2 Parametrised approach (Likelihood)

Likelihood discriminators are one of the most straightforward multivariate analysers. The like-

lihood classifier requires knowledge of the p.d.fs for both signal (PS ) and background (PB),

obtained from a vector of discriminating variables~x after each event selection. The likelihood

expressions for signal (LS) and background (LB) are determined from the product of the signal

and background p.d.fs for each input variable (therefore potential correlations between variables
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projection

�S �B

�S �B

Separationplane

Figure 7.2: Projection of signal and background data given in Figure 7.1 along the direction of
best separation.

are not taken into account), such that:

LS =

NS∏

i=1

PS(~xi), LB =

NB∏

i=1

PB(~xi), (7.4)

where
∫
PS(B)(~xi)d~x=1 andNS/B is the total number of signal or background events. A final

discriminating variable can be constructed using this set to characterise each event as being either

signal or background. The likelihood of the total sample is then given by:

yLi =
LS

LS + LB
. (7.5)

Defined in this way,yLi tends to be peaked at 1 for signal-like events and 0 for background-like

events. The likelihood classifiers performance is known to suffer if there are intrinsic correlation

amongst the input variables. If however, the input variables are Gaussian distributed and linearly

correlated, an improved performance is possible by first decorrelating each of the input variables.
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7.2.3 Artificial Neural Networks (ANN)

Artificial Neural Networks (ANN)s are widely used in particle physics providing a powerful

method to separate signal data from its background. The D0 collaboration for instance, have

been using ANNs extensively in single top quark searches [99, 100].

The goal of ANNs is to simulate on a computer, a parallel distributive system of many inter-

active elements (neurons) to correctly recall a response (i.e. if the data is likely to be signal or

background) given some initial data. This effectively defines what we consider a ANN, which

is any simulated collection of connected neurons with each neuron producing a response to a

given set of input variables. Supplying the variables to theinput neurons puts the network into a

defined state that can be measured from the response of one or more of the output neurons. The

idea of the MultiLayer Perceptrons (MLP) ANN is shown in Figure 7.3, where one hidden layer

of neurons has been used. The reader can obtain a detailed description of ANNs in section E.2.

input Layer HiddenLayer Output Layer

yANN
x2

x1

x3

y1
1

y 2
1

y3
1

w11
l

w21
l

w31
l

y1
2

y2
2

y3
2

y4
2

Bias

w11
2

y1
3

w01
2

Bias

w01
1

Figure 7.3: MultiPerceptron Layer with one hidden layer. The input variables to the input neu-
rons (1st layer) are denotedxi, the output of each input neuron isy1

i and the weight associated to
each input neuron isw1

ij , wherej denotes thejth next neuron layer (in this example the hidden
layer). The response of each neuron in the final hidden layer is then fed into the output neuron
y3
1 , which given the ANNs response.

The specific response of an ANN, with one hidden layer1 is given as:

yANN (i) =

nh∑

j=1

y
(2)
j w

(2)
jl =

nh∑

j=1

tanh

(
n∑

k=1

xk(i)w
(1)
kj

)

· w(2)
j1 . (7.6)

1A tanh activation function has been used in the hidden layer.
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7.2.4 Boosted Decision Trees (BDT)

The boosted decision tree is a machine learning technique widely used outwith particle physics

[101]. The goal of decision trees is to extend the simple cut-based analysis into a multivariate

technique by continuing to analyse events that fail a particular criterion. Mathematically, a de-

cision tree is a sequence of binary operations (AND, OR) usedto split the data into signal and

background (Figure 7.4). Trees are trained using a set of known signal and background events

(the training sample) and tested using a separate set of data, the test sample. The algorithm begins

by considering all events to start on one node, the root node.All the events are then separated in

turn into two children nodes - one most likely to be signal, the other mostly to be background -

using the discriminating variable, taken from the variables set~x, which gives the best calculated

separation value, or the splitting decision, for the given set of events. Events which pass the

splitting decision are labelled as signal (S), while those which fail the decision are labelled as

background (B). The algorithm is then applied recursively to these new nodes. The splitting

stops when a given number of final nodes (called leaf nodes) are obtained, or until a node has

too few events. The leaf nodes are classified as signal or background depending on the majority

of events belonging to it, or its associated purity (signal fraction over the total training sample

in this node). The most important part of the decision tree building process is determining the

goodness of separation of signal and background events (thesplitting criteria) and the optimal

value at which to do this. If we assume each event is given a weightWi, then the purity of a

sample of events on thetth node is:

P (t) =

∑

SWS
∑

SWS +
∑

BWB
, (7.7)

where
∑

SWS is the sum of signal event weights and
∑

BWB is the sum of background event

weights. From equation (7.7), it is clear thatPt(1 − Pt) will be 0 if the sample is pure signal or

pure background. This allows us to define an index (or figure ofmerit) as to the purity of a given

node. The Gini indexG(t), which has been used by both MiniBooNe for detecting electron

neutrinos [102] and D0 for single top quark production [103], is defined as:

G(t) =

(
n∑

i=1

Wi

)

Pt(1 − Pt), (7.8)

wheren is the number of events on thetth node. The training algorithm uses the Ginix index

to determines whether-or-not a node should be split into children nodes or not. Node splitting

occurs if the separation between the Gini index of the parentnode, and the sum of the Gini indies

of the two children nodes is maximal2:

Criterion(t) = G(t) −
(
G(tleft child) +G(tright child)

)
. (7.9)

2The children nodes can the labelled as left (or pass), and right (or fail)
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Figure 7.4: A Decision Tree (DT). Thetth node, where the splitting criteria (given in equation
(7.9)) applied, has been highlighted.

Decision trees are powerful in discriminating signal and background, but unstable. A small

statistical fluctuation in the training sample can produce alarge change in the tree structure. This

problem can be remedied by constructing a collection of decision trees and classifying the events

using a procedure known as boosting [104]. With boosting, the training events which where mis-

classified, i.e. a signal event falling on a background leaf or vice versa, have their weights

increased (or boosted) and a new tree is formed. In this way many trees are build up, a forest of

sayNTrees trees. The classifier result for theith treeTi(~x) is taken as +1 if the event falls on a

signal leaf and -1 if the event fall on a background leaf. The final classifier result is then taken as

a weighted sum of the individual trees: the idea of boosting adecision tree is shown in Figure 7.5.

There are several algorithms commonly used for boosting theweights of misclassified events

[105]. The most popular algorithm is called AdaBoost (ADAptive Boost), the details of this

algorithm can be found in section E.3. The resulting event classificationyBDT(~x) for the boosted

classifier is then given by,

yBDT(~x) =

NTrees∑

i=1

αi · Ti(~x). (7.10)

Whereαi is the common re-weighting factor for each events in theith tree andT (~x) is the

decision for that tree (see section E.3). Small values foryBDT(~x) (values tending towards -1)

indicate a background-like events, while large values (values tending towards 1) indicate signal-

like events.
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Figure 7.5: The idea of boosting. The classifier result for each decision treeTi is taken as +1 if
the event falls on a signal leaf and -1 if the event fall on a background leaf. The result from each
decision tree is then boosted using the weighting algorithmαi. Where the weighting algorithm
makes use of the misclassification rate,erri−1, of the previous tree.

7.3 Multivariate analysis software

The multivariate software package integrated within Root,called TMVA (Toolkit for Multivari-

ate Data Analysis), has been developed to optimise event selection. TMVA is a toolkit which

contains a large variety of multivariate classification algorithms,3 ranging from cut optimisa-

tion algorithms, likelihood estimators, linear and non-linear neural networks to boosted decision

trees [106]. TMVA manages simultaneously the training, testing and performance evaluation of

all these classifiers. The toolkit consists of two independent phases: the training phase, where

the multivariate classifiers are trained, tested and evaluated, and an application phase, where se-

lected classifiers are applied to the concrete classification problem they have been trained for.

3For all optimisation studies discussed in this chapter the TMVA version 3.8.14 has been used.
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The result of the training phase is the creation of weight files for each classifier which contains

configuration options, controls and training weights. The trained classifiers are then applied to

the test data, providing a scalar output upon which an event can be classified as either signal or

background. The optimisation studies in this chapter have be carried out using the following set

of TMVA classifiers:

• The Fisher.

• Likelihood and Decorrelated Likelihood.

• MultiLayer Perceptron (MLP) and Clermont-Ferrand (CF) Artifical Neural network.

• The Boosted Decision Tree.

A detailed description of the TMVA option used to train, testand run these classifiers is given

in section E.5. The multivariate classifiers described above, were used to optimise signal purity

after applying the selection cuts introduced in chapter 4.

7.4 Multivariate analysis studies

Fully reconstructedBs → J/ψφ data is used for our signal sample, whilst the prompt-J/ψ

sample is used as the only source of background. The prompt-J/ψ sample was chosen for the

following reasons: the first is that for a lifetime unbiased selection as given in chapter 4, prompt-

J/ψs were found to be the major background contributor. As discussed in chapter 5, theBS for

prompt-J/ψs was found to be approximately 1.9. The second reason for using the prompt-J/ψ

sample is statistics. In order for each classifier to have a responsable performance4, they must be

supplied with sufficient events for training and testing; few events will degrade the performance

of each classifiers, apart from the Fisher. This was the reason for not using thebb̄-inclusive data

sample5. For each classifier and each variable set under investigation (see Figure 7.6 ), 10,000

signal and 400 background events were used during the training stage. The remaining number

of events,∼ 120,000 signal and∼ 400 background events, were used for testing.

As the number of events contained in the generated signal andbackground data samples does

not correspond to the number of events obtained in the same integrated time6, both samples are

required to be weighted. The integrated timeTS,B (in seconds) for both signal and background

is given by:

TS =
NS
gen

2 × Lintlumiσ(bb̄)BF(b → Bs)BF(Bs → J/ψφ)ǫsignal
θ

× 107 s,

TB =
NB
gen

2 × Lintlumiσ(bb̄)BF(J/ψ → µµ)ǫ
J/ψ
θ

× 107 s. (7.11)

4This is the case for the ANN and Likelihood classifiers.
5The 32 background events lying within the wideBs mass window, was consider too few statistics.
6This is an arbitrary time, which for these studies was taken to be a year.
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The weighting factor is therefore given by:

WS,B =
1

TS,B
(7.12)

such that the weighting for signal is, WS = 9.3 × 10−3 s−1 and WS = 2.23 s−1 for theJ/ψ

background source.

The approach we adopted to optimise the signal purity after the canonical selection cuts with

respect to the promptJ/ψ background is then:

Step 1 to select a full set of variables (Set 1) for each selected signal and background event, to

enter the multivariate analysis stage. These are mostly kinematic variables, and are listed

in section 7.4.1.

Step 2 to train and test each classifier on this full variable set. The list of classifiers used is:

{Fisher, Likelihood, LikelihoodD, MLP, CF, BDT}.

Step 3 to use the correlation matrices for signal and background to reduce Set 1 down to a set of

variables which have correlation of< 60%: this reduced set being called Set 2. This is to

aid the performance of the Likelihood classifiers, which struggles with non-linear variable

correlations. During this stage we will also make use of the BDT classifier; the zeroth

decision tree7 will also be used here to extract a BDT “inspired” variable set, denoted Set

3.

Step 4 to use sets 2 and 3 to find the optimal cut on each MVA classifier. The figure of merits

calculated here include theBS ratio and the S√
S+B

ratio.8

Step 5 to use the optimal performing classifier to calculate the B
S ratio, whilst retaining:

{99%, 90%, 80%, 70%, 60%, 50%, 40%, 30%, 20% and 10%} of the signal.

The final step is to investigate the sensitivity to−2βs with respect to each signal rate given

in point 6 above. The above selection procedure is summarised in Figure 7.6.

7.4.1 Discriminating variables

From theBs → J/ψφ event information, we consider the full set of attributes defined within the

laboratory frame. These are mostly kinematic parameters ofthe decay but also include detector

effects such as theχ2/dof of each final state track. A description of the variable laterused in set

3 is defined below. A detailed description of each variable used in set 1 is given in section E.6,

together with the signal and background distribution of each variable.

• bs_e: The energy associated with eachBs candidate.

7The zeroth decision tree is used since all events will initially have equal weightings
8This is often the criteria used when looking to optimise the branching ratio of a signal.
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Figure 7.6: Schematic of the Multivariate analysis strategy. An initial set (Set 1) ofBs → J/ψφ
andJ/ψ kinematic variables is split into two further reduced sets.Variable Set 2 is obtained
from Set 1 by selecting event variables which are less than 60% correlated for signal and back-
ground. Variable Set 3 is derived from Set 1 from the discriminating variables used by the zeroth
decision tree. Variable set 3 is then used to determine the sensitivity of βs using the prompt-J/ψ
background sample.

• bs_p: The momentum associated with eachBs candidate.

• bs_pt: The transverse momentum associated with eachBs candidate.

• bs_tau: The propertime of eachBs candidate.

• bs_tau_err: The propertime error associated with eachBs.

• bs_tau_sig: The propertime significance of eachBs candidate.

• bs_dist: The distance for theBs decay vertex to the primary vertex position9

• bs_dist_sig: The distance significance of theBs decay vertex to the primary vertex posi-

tion. given as: bs_dist
σ(bs_dist)

• bs_ip: The impact parameter of eachBs candidate with respect to the primary vertex10.

• bs_ip_sig: This impact parameter significance of each candidate with respect to the pri-

mary vertex, given as: bs_ipσ(bs_ip)

9This has been calculated using the standard DaVinci method,calcVertexDis, found in the Davinci GeomDisp-
Calculator class. This method calculates the absolute distance and errors between the two vertices.

10This is again calculated using the DaVinci GeomDispCalculator, using the calcImpactPar method. This returns
the distance of closest approach and errors between the given particle and vertex.
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7.4.2 Multivariate study: step one

From the full set of attributes, each classifier is trained and tested over the signal and background

samples. The performance of each classifier is recorded and the correlation matrices, shown in

Figures 7.2 and 7.3, used to further reduce the input parameter set.

Classifier Performance: The performance of each classifier is specified by three figures of

merit, which include:

Yrej: the signal efficiencies at 90% background rejection,

Ysep: the separation of a classifier, and

Ysig: the significance of a classifier,

Yrej effectively measuring the area under the background rejection versus signal purity plot.

The larger the area the better the performance of the classifier is. The separation of a classifier

measures the classifiers ability to separate signal and background, and is defined as:

Ysep =
1

2

∫ ∞

−∞

(ŷS(y) − ŷB(y))2

ŷS(y) + ŷB(y)
dy, (7.13)

whereŷS andŷB are the signal and background p.d.fs ofy respectively. From equation (7.13), it

is clear thatYsep is bounded between 0 and 1, with 0 indicating identical signal and background

shapes (no separation) and 1 indicating signal and background shapes with no overlap (perfect

separation). The significance of a classifier however is unbounded and is defined by [107]:

Ysig =
|〈yS〉 − 〈yB〉|

√

σ2(yS) + σ2(yB)
, (7.14)

where〈yS/B〉 is the classifiers mean andσ(yS/B) is the root-mean-squared (rms) for signal (S)

and background (B) respectively. From the classifiers performance profile summarised in Table

7.1 and Figure 7.7, it is evident that the BDT gives the optimal signal to background separation

trained over the variables in Set 1. This is also evident in Figure 7.8, where the normalised classi-

fier distribution on the left shows clear separation betweensignal (blue) and background (black).

Correlations: For the attributes defined in Set 1 the corresponding correlation matrices for

signal and background is shown in Figure 7.2 and 7.3 respectively.
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7.4. MULTIVARIATE ANALYSIS STUDIES

Figure 7.7: Background rejection versus signal efficiencies plots using the full variable set.

Classifier performance using Set 1
Classifier (Ysig,Ysep,Yrej)

Likelihood (0.64, 0.25, 0.16)
LikelihoodD (0.29, 0.16, 0.71)

Fisher (0.76, 0.32, 0.60)
MLP (0.2, 0.98, 0.98)
CF (0.43, 0.1, 0.16)

BDT (2.45, 0.88, 1.00)

Table 7.1: The performance of each classifier to the attributes in Set 1{~x, τBs , θtr, θφ, φtr}. The
performance is characterised the significance (Ysig), separation (Ysep) and the signal efficiency
at 90% background rejection (Yrej). Each classifiers performance is summerised in the parethises
as: (Ysig,Ysep,Yrej).
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mum_Tchi2 6 6 -3 1 1 -1 3 0 -1 0 0 0 0 0 4 -1 0 5 -3 4 -3 5 4 -3 3 2 -1 3 6 -3 100
mum_dll 18 18 -8 0 4 3 -9 -1 1 -1 1 -1 0 0 -14 4 -1 18 -8 13 4 -3 13 4 -4 -5 3 -2 21 100 -3
mum_p 71 71 37 -2 -19 -6 32 4 -2 5 -1 1 0 0 41 13 3 77 42 39 -9 8 40 -9 6 20 -9 2 100 -22 6

mup_Tchi2 5 5 -1 0 2 0 2 0 0 0 0 1 -1 0 4 0 0 5 -1 4 -4 2 4 -4 2 5 -3 100 2 -2 3
mup_dll 14 14 -9 -1 1 4 -8 -2 2 -2 0 -5 0 0 -16 -8 0 -10 -8 -16 30 -10 -15 30 -7 -7 100 -3 -9 3 -1
mup_p 71 71 37 -1 -18 -5 33 4 -1 5 0 0 0 0 40 12 -17 7 42 39 -8 53 8 -8 7 100 -7 5 20 -5 2

km_Tchi2 12 12 1 0 -1 0 6 0 0 0 0 -2 0 0 14 0 1 9 2 14 -10 7 13 -1 100 7 -7 2 6 -4 3
km_dll -15 -15 10 0 3 3 -7 0 1 -1 0 4 -1 0 -16 -8 0 -11 -9 -15 100 -7 -16 100 -10 -8 30 -4 -9 4 -3
km_p 79 79 29 -1 -28 -3 37 7 1 8 0 19 -2 1 96 47 1 51 12 87 -16 11 100 -16 13 38 -15 4 40 -13 4

kp_Tchi2 11 11 0 0 -1 0 5 1 0 0 -1 1 -1 -1 11 -1 1 8 1 10 -7 100 11 -7 7 5 -10 2 8 -3 5
kp_dll -15 -15 -10 0 3 3 -7 0 1 -1 0 4 -1 0 -16 -8 0 -11 -9 -15 100 -7 -16 100 -10 -8 30 -4 -9 4 -3
kp_p 79 79 30 -1 -28 -3 37 7 1 9 0 -15 0 1 96 48 1 51 12 100 -15 10 87 -15 14 39 -16 4 39 -13 4

jpsi_pt 43 43 91 -3 -47 -13 17 11 0 13 -2 0 0 0 12 39 0 54 100 12 -9 1 12 -9 2 42 -8 -1 42 -8 -3
jpsi_e 92 92 48 -2 -24 -7 43 5 -2 7 -1 0 0 0 52 16 0 100 54 51 -11 18 51 -11 9 77 -10 5 77 -18 5

jpsi_mass 1 1 0 0 0 0 0 0 0 0 0 1 1 0 1 0 100 1 0 1 0 1 1 0 1 -1 0 0 3 -1 0
phi_pt 33 33 72 -2 -39 -8 13 10 5 12 -1 0 0 2 49 100 0 16 39 48 -8 -1 47 -8 0 12 -8 0 13 -4 -1
phi_e 81 81 30 -1 -29 -3 38 7 1 9 0 2 -1 0 100 49 1 52 12 96 -16 11 96 -16 14 40 -16 4 41 -14 4

phi_mass 0 0 -1 0 -1 0 0 0 -1 0 0 0 0 100 1 2 0 0 0 1 0 -1 1 0 0 0 0 0 0 0 0
phi 0 0 0 -2 0 1 -1 -1 1 -1 0 -6 100 0 -1 0 1 0 0 0 -1 -1 -2 -1 0 0 0 -1 0 0 0
psi 1 1 0 0 -1 0 1 0 0 0 0 100 -6 0 2 0 1 0 0 -15 4 1 19 4 -2 0 -5 1 1 -1 0

theta 0 0 -2 0 1 1 0 -1 1 -1 100 0 0 0 0 -1 0 -1 -2 0 0 -1 0 0 0 0 0 0 -1 1 0
bs_dist_sig 9 9 15 89 -12 -1 76 98 -1 100 -1 0 -1 0 9 12 0 7 13 9 -1 0 8 -1 0 5 -2 0 5 -1 0
bs_ip_sig -1 -1 1 -1 4 90 -1 -1 100 -1 1 0 1 -1 1 5 0 -2 0 1 1 0 1 1 0 -1 2 0 -2 1 -1
bs_tau_sig 7 7 13 92 -11 -1 75 100 -1 98 -1 0 -1 0 7 10 0 5 11 7 0 1 7 0 0 4 -2 0 4 -1 0

bs_dist 46 46 19 71 -3 1 100 75 -1 76 0 1 -1 0 38 13 0 43 17 37 -7 5 37 -7 6 33 -8 2 32 -9 3
bs_ip -6 -6 -13 4 24 100 0 -1 90 -1 1 0 1 0 -3 -8 0 -7 -13 -3 3 0 -3 3 0 -5 4 0 -6 3 -1

bs_tau_err -30 -30 -52 15 100 24 -3 -11 4 -12 1 -1 0 -1 -29 -39 0 -24 -47 -28 3 -1 -28 3 -1 -18 1 2 -19 4 1
bs_tau -2 -2 -3 100 15 4 71 92 -1 89 0 0 -2 0 -1 -2 0 -2 -3 -1 0 0 -1 0 0 -1 -1 0 -2 0 1
bs_pt 46 46 100 -3 -52 -13 19 13 1 15 -2 0 0 1 30 72 0 48 91 30 -10 0 29 -10 1 37 -9 -1 37 -8 -3
bs_p 99 100 46 -2 -30 -6 46 7 -1 9 0 1 0 0 81 33 1 92 43 79 -15 11 79 -15 12 71 -14 5 71 -18 6
bs_e 100 99 46 -2 -30 -6 46 7 -1 9 0 1 0 0 81 33 1 92 43 79 -15 11 79 -15 12 71 -14 5 71 -18 6

Table 7.2: Correlation matrices for the signal variables found in Set 1.
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mum_Tchi2 0 14 5 -3 -1 2 -2 -1 0 -1 0 0 -6 6 2 7 -6 -1 3 4 -1 10 4 -1 -3 11 -10 0 19 -10 100
mum_dll 1 -19 0 3 3 1 0 -2 -7 -1 -4 0 8 -11 -1 -1 2 3 -1 -13 7 -4 -13 7 -2 -2 4 0 -28 100 -10
mum_p 0 66 39 23 -5 12 37 0 2 -1 -2 2 -7 7 1 21 3 0 42 39 -9 7 39 -9 6 16 -9 -2 100 -28 19

mup_Tchi2 0 3 -3 0 1 0 2 1 1 1 -2 -1 -3 0 -1 -2 4 0 -3 1 0 -2 1 0 4 12 -5 100 -2 0 0
mup_dll 0 -12 -1 11 4 -4 0 2 8 0 4 -7 8 -5 3 -4 1 -1 0 -11 29 -7 -12 29 -17 -6 100 -5 -9 4 -10
mup_p -2 67 31 10 -8 9 25 4 0 4 -4 -7 0 1 1 19 0 -5 30 45 -1 2 44 -1 14 100 -6 12 16 -2 11

km_Tchi2 0 17 9 -2 -2 1 3 3 -2 3 0 -3 -15 -3 0 13 1 -1 9 17 -21 8 15 -21 100 14 -17 4 6 -2 3
km_dll 0 -13 -2 5 -1 -12 -2 -6 9 -5 -10 0 4 -1 0 -4 1 0 -1 -14 100 -10 -16 100 -21 -1 29 0 -9 7 -1
km_p 6 86 29 16 -10 27 38 9 -2 8 -3 13 -12 -1 8 48 -7 3 8 91 -16 8 100 -16 15 44 -12 1 39 -13 4

kp_Tchi2 1 8 3 0 -4 15 4 0 -2 0 -9 10 -1 1 4 2 -2 0 2 6 -10 100 8 -10 8 2 -7 -2 7 -4 10
kp_dll 0 -13 -2 5 -1 -12 -2 -6 9 -5 -10 0 4 -1 0 -4 1 0 -1 -14 100 -10 -16 100 -21 -1 29 0 -9 7 -1
kp_p 5 87 37 23 -10 28 48 11 -2 11 -2 -14 -15 0 7 56 -1 2 15 100 -14 6 91 -14 17 45 -11 1 39 -13 4

jpsi_pt -2 34 89 36 -6 -1 37 3 -1 4 0 -14 -4 0 -2 41 14 -2 100 15 -1 2 8 -1 9 30 0 -3 42 -1 3
jpsi_e 91 0 0 0 -31 2 1 12 -5 14 3 2 0 -3 53 2 -15 100 -2 2 0 0 3 0 -1 -5 -1 0 0 3 -1

jpsi_mass -13 -1 12 7 3 0 10 -6 4 -5 1 -3 -5 3 -6 4 100 -15 14 -1 1 -2 -7 1 1 0 1 4 3 2 -6
phi_pt 4 45 74 26 -10 10 38 11 -2 11 1 -8 -6 -4 5 100 4 2 41 56 -4 2 48 -4 13 19 -4 -2 21 -1 7
phi_e 82 5 2 -1 -32 -4 0 8 -3 9 1 2 -1 -4 100 5 -6 53 -2 7 0 4 8 0 0 1 3 -1 1 -1 2

phi_mass -4 3 0 1 1 0 5 2 7 3 -4 -8 -9 100 -4 -4 3 -3 0 0 -1 1 -1 -1 -3 1 -5 0 7 -11 6
phi 0 -11 -5 1 -1 -1 0 -5 -4 -5 0 1 100 -9 -1 -6 -5 0 -4 -15 4 -1 -12 4 -15 0 8 -3 -7 8 -6
psi 2 -2 -14 -4 -3 0 -4 -5 -3 -6 -3 100 1 -8 2 -8 -3 2 -14 -14 0 10 13 0 -3 -7 -7 -1 2 0 0

theta 2 -4 0 1 5 1 0 8 0 7 100 -3 0 -4 1 1 1 3 0 -2 -10 -9 -3 -10 0 -4 4 -2 -2 -4 0
bs_dist_sig 14 6 6 9 -14 8 12 98 -6 100 7 -6 -5 3 9 11 -5 14 4 11 -5 0 8 -5 3 4 0 1 -1 -1 -1
bs_tau_sig -5 -1 -3 -5 7 0 -5 -6 100 -6 0 -3 -4 7 -3 -2 4 -5 -1 -2 9 -2 -2 9 -2 0 8 1 2 -7 0
bs_ip_sig 12 7 6 8 -13 6 11 100 -6 98 8 -5 -5 2 8 11 -6 12 3 11 -6 0 9 -6 3 4 2 1 0 -2 -1
bs_dist 0 48 44 82 -2 43 100 11 -5 12 0 -4 0 5 0 38 10 1 37 48 -2 4 38 -2 3 25 0 2 37 0 -2
bs_ip 0 24 2 35 -1 100 43 6 0 8 1 0 -1 0 -4 10 0 2 -1 28 -12 15 27 -12 1 9 -4 0 12 1 2

bs_tau_err -35 -10 -9 2 100 -1 -2 -13 7 -14 5 -3 -1 1 -32 -10 3 -31 -6 -10 -1 -4 -10 -1 -2 -8 4 1 -5 3 -1
bs_tau 0 24 39 100 2 35 82 8 -5 9 1 -4 1 1 -1 26 7 0 36 23 5 0 16 5 -2 10 11 0 23 3 -3
bs_pt 1 45 100 39 -9 2 44 6 -3 6 0 -14 -5 0 2 74 12 0 89 37 -2 3 29 -2 9 31 -1 -3 39 0 5
bs_p 2 100 45 24 -10 24 48 7 -1 6 -4 -2 -11 3 5 45 -1 0 34 87 -13 8 86 -13 17 67 -12 3 66 -19 14
bs_e 100 2 1 0 -35 0 0 12 -5 14 2 2 0 -4 82 4 -13 91 -2 5 0 1 6 0 0 -2 0 0 0 1 0

Table 7.3: Correlation matrices for the background variables found in Set 1
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7.4. MULTIVARIATE ANALYSIS STUDIES

7.4.3 Multivariate study: step two

After training each classifier over Set 1, we next remove using the signal and background cor-

relation matrices (Figures 7.2 and 7.3), those variables with greater than 60% correlation. This

reduces the set of variables from 31 to 11, as shown in Table 7.4. Although thebs_tauvariable

is highly correlated in both signal (bs_tau_sigandbs_dist_sig) and background (bs_dist) dis-

tributions, it has also been included into this set. The contents of this reduced set, now denoted

as Set 2, is given in Table 7.4.

bs_tau bs_tau_err km_Tchi2 phi
phi_mass mup_dll kp_Tchi2 psi
jpsi_mass bs_ip theta

Table 7.4: Variable Set 2. Each variable pertains from Set 1 with the requirement that its correla-
tion, with other variables in this set, is less than 60%, for both signal and background correlation
matrices. Also included in Set 2 isbs_tau. The list of all variable names can be obtained from
section E.6.

Each classifier’s performance was then tested under Set 2 andalso two variants of this set: a

set excluding the decay angles and a set excluding both the decay angles and propertime. Both

the propertime (using an IP significance cut) and decay angles were found to have an acceptance

effect in chapter 4. By including these variables in the multivariate fit, it is likely that we will

retain these acceptance effects. It is necessary thereforeto investigate each classifier’s perfor-

mance over the three sets: the propertime and decay angular acceptance effects using Set 2 for

the case of the BDT is shown in section 7.5. The performance ofeach classifier is given in Table

7.5 and Figure 7.9. It is clear from this that the BDT classifier again performs optimally, under

all three sets to distinguish signal from background data. The separation given by the BDT is

visible in Figure E.21, for the normalised classifier response using Set 2.

Multivariate classifier can be over trained if they are giventoo many adjustable parameters for

too few events. This is one of the reasons why events are separated into statistically independent

training and testing samples; a classifier with many parameters, for example a decision tree, can

“over-adapt” to the training sample, and show a very high efficiency. On an independent dataset,

the efficiency would however be very different. A check for over training was carried out on

each classifier and is summarised in Table 7.6. The check for over-training is performed using

the Kolmogorov-Smirnov (KS) test [108], which searches forthe maximum vertical deviation

between test and training Cumulative Distribution Functions (CDFs) for signal and background

respectively. The values quoted in Table 7.6 are the Kolmogorov-Smirnov Confidence Levels

(KSCL). In the case of no over training the KSCL is uniformly distributed between 0 and 1,

and on average is 0.5. If there is any significant over training, the training and test CDFs differ

significantly, and the KSCL values tend to be very small, e.g.1.0 × 10−5 or worse [106]. From
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Table 7.6 it is clear that of all the classifiers, the CF classifier suffers the most from over training,

whilst the Fisher Linear discriminate remains relatively unaffected. The BDT does not show any

significant signs of over-training.

Classifier performance with Set 2
Classifier (Ysig,Ysep,Yrej)

{~x, τBs , θtr, θφ, φtr} {~x, τBs} {~x}
Likelihood (1.05, 0.45, 0.65) (0.68, 0.26, 0.30) (0.54, 0.23, 0.20)

LikelihoodD (0.56, 0.27, 0.59) (0.45, 0.17, 0.24) (0.05, 0.19, 0.30)
Fisher (0.76, 0.32, 0.45) (0.22, 0.12, 0.09) (0.21, 0.14, 0.05)
MLP (1.25, 0.02, 0.70) (0.68, 0.09, 0.29) (0.08, 0.26, 0.28)
CF (0.25, 0.012,0.29) (0.68, 0.086, 0.02) (0.08, 0.006,0.04)

BDT (1.64, 0.71, 0.98) (0.75, 0.29, 0.39) (0.67, 0.24, 0.20)

Table 7.5: The performance(Ysig,Ysep,Yrej) of each classifier to the attributes in Set 2. Where
the first column includes propertimeτBs and decay anglesθtr, θφ, φtr. The second column ex-
cludes the decay angles and the third column excludes both propertime and decay angles.

Classifier over-training check with Set 2
Classifier signal (background) KS CL [0,1]

{~x, τBs , θtr, θφ, φtr} {~x, τBs} {~x}
Likelihood 0.997 (0.701) 0.858 (0.531) 0.830 (0.474)

LikelihoodD 0.962 (0.585) 0.987 (0.664) 0.874 (0.945)
Fisher 0.284 (0.934) 0.458 (0.328) 0.366 (0.349)
MLP 0.974 (0.585) 0.652 (0.992) 0.859 (0.833)
CF 0.159 (6.8×10−7) 0.449 (1.6 × 10−4) 0.410 (4.6×10−19)

BDT 0.620 (0.116) 0.901 (0.202) 0.369 (0.367)

Table 7.6: Over training check on signal (background) events for each classifier to the attributes
in Set 2. Where the first column includes propertimeτBs and decay anglesθtr, θφ, φtr. The sec-
ond column excludes the decay angles and the third column excludes both propertime and decay
angles. The values quoted are the Kolmogorov-Smirnov Confidence Levels (KSCL), which lie
in the range [0,1].

7.5 Acceptance effects

TheBs → J/ψφ selection cuts (Table 4.5) and theBs propertime significance cut have been

shown, in Figures 6.6 and B.5 respectively, to cause an acceptance effect on the decay angles

andBs propertime. These effects were investigated using MV techniques by running the trained

BDT over the signal and background data using Set 2. The acceptance distribution for retaining

90% and 98% of the signal is described in Figures 7.11 and 7.12, where the plots in Figure 7.11

show the propertime acceptance, while theθtr, φtr andθφ acceptance effects respectively, are

shown in Figure 7.12. It is evident from these plots if we wereto retain 98% of the signal, we
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Figure 7.9: Background rejection verse signal efficienciesplots for Set 2, including: (top) prop-
ertime and the three decay angles; (Middle) neglects the propertime and (bottom) neglects prop-
ertime and decay angles.
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Figure 7.10: Normalised response of signal (blue) and background (black) to the classifiers on
the reduced data set, including propertime and decay angles: (Left) the classifiers response for
signal and background (Middle), theBS response of the classifier and (Right) theS√

S+B
.
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would not incure acceptance effect on either the propertimeor angles. The implications of this

is that we can use the highly separatedBs propertime distribution (see Figure E.16) within a

final multivariate selection cut on theJ/ψ background sample. The fact that a simple selection

based on the BDT classifier may include theBs propertime distribution, without incurring an

acceptance effect, is potentially useful for theHLT. The HLT2 contains specific C++ algorithms

for inclusive and exclusive event selection, that can include any combination of cuts. The only

requirement being that these algorithms accept events below a specified bandwidth. It might be

possible to build a BDT inspiredHLT selection here, to retain∼99% of the signal and reject a

large fraction of the background.

 / ndf 2χ  568.8 / 57
 0α  0.0005± 0.9756 
 0τ  0.00068± 0.08311 
    β  0.62± 29.57 

propertime [ps]

0 1 2 3 4 5 6

ac
ce

p
ta

n
ce

0.0

0.2

0.4

0.6

0.8

1.0

 / ndf 2χ  568.8 / 57
 0α  0.0005± 0.9756 
 0τ  0.00068± 0.08311 
    β  0.62± 29.57 

propertime retaining  90% of the signal

 / ndf 2χ   1973 / 3
 0α  0.002± 1.579 
 0τ  0.52± -69.26 
    β  0.000059± 0.007814 

propertime [ps]

0 1 2 3 4 5 6

ac
ce

p
ta

n
ce

0.0

0.2

0.4

0.6

0.8

1.0

 / ndf 2χ   1973 / 3
 0α  0.002± 1.579 
 0τ  0.52± -69.26 
    β  0.000059± 0.007814 

propertime retaining  98% of the signal

Figure 7.11: Acceptance effect on propertime using variable Set 2 and the BDT classifier. Re-
taining (Left) 90% and (Right) 98% of the the signal.

7.6 BDT inspired variable set

The BDT has been shown to perform optimally over variable Sets 1 and 2. We therefore make

use of this classifier for the sensitivity studies in section7.7. To obtain a variable set for these

studies (Set 3), we start from Set 1 and make use of the zeroth decision tree (where all events are

weighted equally) as a guide. This is shown in Figure 7.13. Itis evident from this figure that the

most discriminating variables in the event are those related to decay vertex of theBs, including

the variables:bs_tau, bs_tau_sig, bs_dist_sig. This is understandable given the data samples

under investigation. The promptJ/ψ background occurs primarily around the interaction point,

while the signal events have a significant displacement fromit. Inspired by the zeroth decision

tree, a third set of variable was generated as given in Table 7.7.

The performance of the BDT to the attributes in Set 3 is: 3.04,0.97 and 1.00, forYsig, Ysep,

andYrej respectively, with the background to signal purity given inFigure 7.14. It is also evident

from the top plot in Figure 7.15, that the BDT running over Set3 gives clear separation between

signal and background. It is also clear from the bottom plot in Figure 7.15, that the maximum
S√
S+B

occurs at a classifier cut of 0.6. An over training test was also preformed on the classifiers
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Figure 7.12: Acceptance effect on the decay angles using variable Set 2 and the BDT classifier.
(Top) theθtr acceptance effect, retaining (Left) 90% and (Right) 98% of the the signal.

over variable set 3, and are illustrated in Figure E.22. Running over Set 3, the BDT does show

signs of over training, with the Kolmogorov-Smirnov Confidence Level of 0.049 for signal and

0.00417 for background.

bs_e bs_p bs_pt bs_tau
bs_tau_err bs_ip bs_dist bs_tau_sig
bs_ip_sig bs_dist_sig

Table 7.7: Variable Set 3. Each variable from Set 1 is selected by studying the TMVA’s output
for the zeroth decision tree.
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N = 75.0
S/S+B = 0.253 
bs_tau > 0.2

N = 2191.0
S/S+B = 0.948 
bs_tau > 0.0181

N = 285.0
S/S+B = 0.720 
bs_tau_sig < 1.75

N = 1896.0
S/S+B = 0.983 
bs_tau > 0.053

N = 287.0
S/S+B = 0.930 
bs_tau_sig < 2.75

N = 54.0
S/S+B = 0.0

N = 21.0
S/S+B = 0.91

N = 67.0
S/S+B = 0.0

N = 228.0
S/S+B = 0.943

N = 228.0
S/S+B = 0.943

N = 266.0
S/S+B = 0.977

N = 21.0
S/S+B = 0.335

Figure 7.13: The response, taken from TMVA, after the training stage of the zeroth decision tree
using as input the variable Set 1.

Figure 7.14: Background rejection verse signal efficiencies plot for each classifier running on
Set 3.
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7.7 Sensitivity to−2βs using the BDT

In this final section, we summarise theBS ratio using the specificJ/ψ background sample ob-

tained with the BDT and the sensitivity to−2βs with respect to the BDT output response to data

Set 3. For sets 2 and 3, theBS fraction has been calculated11 for different signal retentions, going

from 5% up to 100%.

% of signal events
(
B
S

)J/ψ

retained Set 2{~x} Set 2{~x, τ} Set 2{~x, τ, θtr, φtr, θφ} Set 3
5 1.54± 0.29 0.25± 0.12 0.19± 0.10 0.0
10 1.17± 0.18 0.17± 0.07 0.12± 0.06 0.0
20 1.08± 0.12 0.25± 0.06 0.22± 0.06 0.0
30 0.88± 0.09 0.23± 0.05 0.19± 0.04 0.0
40 0.99± 0.08 0.23± 0.04 0.19± 0.04 0.0
50 0.98± 0.07 0.19± 0.03 0.20± 0.03 0.0
60 0.98± 0.07 0.22± 0.03 0.22± 0.03 4.2± 4.4×10−3

70 1.02± 0.06 0.24± 0.03 0.21± 0.03 2.5± 9.9×10−3

80 1.09± 0.06 0.25± 0.03 0.24± 0.03 0.04± 0.012
90 1.18± 0.06 0.31± 0.03 0.30± 0.03 0.24± 0.027
95 1.29± 0.06 0.39± 0.04 0.41± 0.03 0.67± 0.044
98 1.51± 0.06 0.61± 0.03 0.64± 0.04 1.33± 0.06
99 1.64± 0.07 0.82± 0.05 0.84± 0.05 1.60± 0.07
100 1.90± 0.07 1.90± 0.07 1.90± 0.07 1.90± 0.07

Table 7.8: TheBS numbers for parameter Sets 2 and 3, using the BDT response, retaining 5% up
to 100% of the signal. For Set 2, the ratios excluding the propertime (τ ) and the propertime and
decay angles (τ, θtr, φtr, θφ) has also been calculated.

From Table 7.8 and Figures E.21 and 7.15 it is clear as we increase the percentage of signal

retained (going from right-to-left in the figures), we also increase the background contribution

retained and thus increase theBS ratio. The maximumBS ratio is obtained, as expected, when we

keep 100% of the signal. It is also clear from Table 7.8 and Figure 7.15 that Set 3 gives the best

signal to background separation. It is also worth commenting that the negligibleBS ratio below

60% signal remaining with Set 3, is due to a largeBs propertime cut (∼0.3 ps), which wipes out

huge portion of the prompt sample. We now use theB
S numbers for this third set to investigate

sensitivity to−2βs with respect to the BDT classifier output.

The experimental and input parameter set and values used forthis study are outlined in

Table 6.2, with the strong phasesδ1 and δ2, set to 0 andπ respectively. The background in

these studies is modelled as a simpleδ-function in propertime, whilst the angular distribution is

initially taken as flat. Following the same nomenclature as in section 6.3, the background p.d.f

including tagging and resolution is:

11The calculation has been preformed using equation (5.5).
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MVA_BDT_Output

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ar
b

it
ar

y 
u

n
it

s

0

0.005

0.01

0.015

0.02

0.025

0.03

MVA_BDT_Sig

MVA_BDT_Back

MVA_BDT_Output
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8

SB

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

MVA_BDT_Output
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8

S
 +

 B
S

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9
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B′
tag(t

′,Ω) = δ(t,Ω) ⊗ Gtag(t− t′,Ω;σt) = Gtag(0,Ω;σt). (7.15)

That is a Gaussian of widthσt centred att=0. The p.d.f including both signal and background is

then given by:

P ′(t′,Ω) = fsigF ′(t′,Ω) + (1 − fsig)B′
tag(t

′,Ω), (7.16)

whereF ′ following the same definition as in section 6.3.2 andfsig= N
“

N+N×(BS )
J/ψ

” .

An unbinned maximum likelihood to the toy generated MC data can then be preformed, with

the likelihood function being constructed following equation (6.11). In each study, for eachBS
value for Set 3 given in Table 7.8, we run at least 200 repeatedexperiments, fitting for the physics

parameters using a ROOFIT based data model [109]. A simultaneous fit to the following param-

eters set{∆Γs, Γ̄s, R⊥, −2βs, R0}, was then performed. For each physics parameter, and

each study under investigation, we plotted the returned fit value, the return error, and the pull

distribution. These plots are included in section E.10 of Appendix E.

parameter sensitivity ∆Γs Γ̄s R⊥ −2βs R0

signal retention (%)
100 0.0110 0.0033 0.0044 0.0270 0.0043
90 0.0118 0.0035 0.0046 0.0280 0.0044
80 0.0125 0.0037 0.0048 0.0290 0.0046
70 0.0133 0.0039 0.0051 0.0320 0.0050
60 0.0140 0.0043 0.0550 0.0340 0.0050
50 0.0160 0.0046 0.0059 0.0380 0.0058
40 0.0175 0.0052 0.0067 0.0420 0.0067
30 0.0200 0.0060 0.0077 0.0490 0.0075
20 0.0964 0.0073 0.0095 0.0600 0.0092
10 0.0350 0.0120 0.0130 0.0860 0.0129

Table 7.9: Errors obtained from the simultaneous fit, using parameter Set 3, for the varying signal
retentions.

Table 7.9 shows the baseline results for the simultaneous fitto the above parameter set. The

results quoted in Table 7.9 are the means of the parameter error distribution. Comparing the

first row of this table with the two columns in Table 6.12, we see that the prompt background

has negligible effect on the returned sensitivity. The−2βs precision increases from± 0.027

rad retaining 100% of the signal, to± 0.086 rad retaining only 10% of the signal. The error on

the−2βs precision decreases as the signal retention rate goes down by 1√
N

. When comparing

the first row of this table with the two columns in Table 6.12, we see the effect of the prompt
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background has little effect on the returned sensitivity.

The extracted sensitivity for−2βs for eachB
S fraction, and thus the classifier output, is

shown in Figure 7.16. Where it can be seen that the sensitivity remains virtually constant up to a

classifier cut of 0.6. Above a cut of 0.6, although theB
S ratio is virtually non-existant, the number

of signal events decreases leading to an increased error. The bottom plot in Figure E.35, shows

the enlarged region around the optimalS√
S+B

cut of namely 0.6; the plot show that a cut around

0.61, reduces the sensitivity of−2βs by less than 1% with respect to 100% signal retention.
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Figure 7.16: The−2βs sensitivity with respect to the BDT’s response using parameter Set 3 and
the B

S ratios given in Table 7.8.
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7.8 Conclusion

Multivariate analysis techniques including the Fisher, Log Likelihoods, ANN’s and BDT’s, have

been studied in this chapter onBs → J/ψφ signal andJ/ψ-prompt background data. It was

found that:

• using a reduced parameter set (Set 3), the BDT classifier gives optimal separation between

signal and background data.

• with respect to the long-lived background, the sensitivityto −2βs increases by∼20% from

±0.022 to±0.027 radians using solely theJ/ψ-prompt sample as background.

• usingBS values extracted from the BDT classifiers, the−2βs sensitivity increases from±0.027

radians at a cut of -1 to±0.0860 radians at a cut of 0.80.

• Retaining∼98% of the signal events, the propertime and decay angles canbe included in a

final MV cut using the BDT, without generating an acceptance effect.
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Conclusions

The studies presented in this thesis have demonstrated LHCbs ability to extract the weak mixing

phaseβs fromBs → J/ψ(µ+µ−)φ(K+K−) decays. The novel aspect of this work has been to

extend sensitivity studies of−2βs, from the reduced angular analysis to the full (three) angular

analysis for this channel. In doing so as detailed in section6.4, we find there is a 20% improve-

ment in our−2βs precision from±0.027 to±0.022 radians.

The knowledge needed to extract this sensitivity requires an understanding of the expected

detector effects. From fully simulated MC data, we find a signal yield of 132k events before

trigger. TheL0 andHLT have a trigger efficiency of 93% and 81% respectively. A tagging

efficiency and mistag rate of 62.1% and 37.4% respectively, and a background-to-signal ratio

of 1.17 and 1.9 with respect tobb̄-inclusive andJ/ψ-inclusive data samples respectively. Using

the above experimental parameters and the procedure outlined in section 6.3, we find that the

sensitivity to−2βs using the full angular analysis is±0.037 radians.

Measurements of the weakBs mixing phase through theBs → J/ψφ channel are currently

dominated by the Tevatron experiments, with the first taggedthree angular analysis by both

experiments being reported in 2008 [33, 6]. It will be a primary objective of theLHCb collabo-

ration to improve these measurements already with the first year of data taking, with 0.5fb−1 of

integrated luminosity available, i.e. starting from earlyrunning days.LHCb, due to its statisti-

cally large data sample and its optimal design characteristics, will dominate the determination of

this phase to precision level. The status of the−2βs measurement is summarised in Table 8.1.

In addition, we also find that the mistag fraction (ωtag) can be obtained from theBs → J/ψφ

data themselves, with a precision of±0.010. This provides qualitative improvement in measur-

ingωtag as it either can be measured independently together with−2βs to a reasonable precision.

This will be an important cross-check for systematical differences to external measurements of

ωtag which are more precise but may bear a systematic offset. Thiswill allow to better determine

the systematic uncertainty of using the most precise measurement ofωtag when fitting for−2βs.
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Experiment Luminosity [fb−1] Number of tagged events −2βs [rad]
D0⋆ 2.8 2k −0.57+0.24,+0.07

−0.30,−0.02

CDF 2.8 3k [-0.56,-2.58] 68% CL
σ(−2βs) [rad]

LHCb 0.5 28k ∗∗ ±0.06
LHCb 2 130k ±0.037

Table 8.1: Comparison of the current measurements of−2βs from flavour taggedBs → J/ψφ
from the Tevatron experiments, and the label⋆ indicates the simultaneous fit using the strong
phases, constrained to the value obtained inBd → J/ψK∗. The expected sensitivity ofLHCb
on theSM −2βs for 0.5 (where the label∗∗ indicates untagged data) and 2fb−1 respectively.

A full investigation of the systematic effects in theBs → J/ψφ decays at LHCb has yet to

be preformed. In this thesis, we have performed preliminarystudies of the−2βs sensitivity with

respect to theωtag andBs propertime resolution. However, effects such as production asymme-

try, mis-alignment of the VELO, angular acceptance effectsand the angular distribution of the

background have still to be investigated. Indeed, future work for this analysis will require an

in-depth understanding of all the systematics effects originating from real data.

The work in this thesis also evaluated the use of several multivariate analysis classifiers, to

determine the−2βs sensitivity. Using theJ/ψ-inclusive data sample as the source of back-

ground, the optimal performing classifier was found to be theBoosted Decision Tree. The BDT

classifier was then used as a final selection cut, to find the optimal background-to-signal ratio.

The optimal sensitivity to−2βs was found to be±0.027 radians, which remained constant for

BDT cut values between -1 to 0.6. The−2βs sensitivity was found to increasing to±0.086 radi-

ans at a cut value of 0.80. Important future work for these studies, will be to compare the results

using an ensemble of independent data samples: this was not possible, due to the limited back-

ground statistics available. In addition, we found that whilst retaining 98% of the signal, lifetime

depended variables could be cut on using the BDT classifier without inducing a propertime or

angular acceptance effect. Work is currently underway to use this knowledge for a BDT inspired

high level trigger selection forBs → Dsπ andBs → J/ψφ.
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A
Theory ofBs → J/ψφ decays

A.1 Phenomenology in theBs-system

The purpose of this section is to derive expressions for∆ms and∆Γs, within the framework

of an Effective Field TheoryEFT. Effective field theories are nothing more than an approxi-

mation to a given theory, containing the appropriate degrees of freedom to describe the physical

phenomena at a chosen length scale, while ignoring those degrees at shorter distances (or higher

energies).

An example of a effective theory inQCD is the Heavy quark Effective Theory, which is

applicable toBs mesons. This theory uses the infinite mass limit ofQCD, to approximate

heavy quarks as static sources of colour. This approximation manifests into additional sources

of flavour and spin symmetry inQCD, providing a model independent starting point for the de-

scription of weak interactions involving heavy quarks [110]. These approximate symmetries also

work to suppress the hadronic uncertainties entering fromQCD. Thus providing a clean theo-

retical framework for determiningCKM matrix elements, for exampleVcb from semi-leptonic

b → c transitions [111]. TheEFT applicable to the weak Hamiltonian takes the general struc-

ture:

Heff =
GF√

2

∑

i

V i
CKMCi(µ)Qi (A.1)

HereGF is the usual Fermi constant andQi are the relevant local operators which govern the

decay in question.V i
CKM describes our usualCKM elements, whileCi(µ) are called the Wilson

co-efficients. The couplingsCi(µ) summarise the physics contribution from scales higher than

µ. Provided the scaleµ is not too low1 these couplings can be calculated pertubabtively. In

general the couplings will depend on the top quark contribution, contributions from other heavy

particles such asW , Z and new particles associated with extensions of theSM.

1The scale can be chosen arbitrary, but it is customary to chooseµ to be of the order of the mass of the decaying
hadron. ThusO(mb) ∼ 1 GeV/c for B-decays; much greater than the typical QCD scale,λQCD , of a few hundred
MeV/c.



APPENDIX A. THEORY OF BS → J/ψφ DECAYS

A.1.1 ExpressingBs-B̄s oscillation diagrams as effective box vertices

B-meson decays, like the oscillation diagrams as shown in Figure 2.2, are described by Feynman

diagrams withW -, Z- andt quark exchange. Such diagrams are really describing what happens

at very short distancesO(Mw,Mz,Mt), whereas the more realistic picture of the decay is that of

a process containing effective point-like vertices, whichwe can represent as local operatorsQi.

The Wilson co-efficients can then be regarded as effective coupling constants associated to these

effective vertices. TheEFT picture of such a decays then looks like a series of effectivevertices

multiplied by effective coupling constants. This series iscalled the Operator Product Expansion

(OPE).

These effective vertices generally involve both quarks andleptons, as depicted in Figure A.1.

Wherei,j,m,n denotes the external quarks or leptons andk,l the internal quarks and leptons.

k l

i

n

m

j

k l

i

m

m

j

Figure A.1: Effective Box vertices

It is possible to calculate these effective vertices using elementary Feynman vertices and

propagators found in the electroweak theory. For instance,the effective box vertex forBs − Bs

can be resolved in terms of its elementary vertices, shown inFigure A.2.

s

b

b

=

s

+

bs

t t

sb
W

±

t t

s t b

W
±

W
±

b

W
±

t b

Figure A.2: Box vertices for theBs box diagram resolved in terms of elementary vertices.

With help of elementary vertices and propagators, shown on the right-hand diagram in Figure

A.2, it is possible to derive “Feynman rules” for the effective box vertex. It is usual to calculated
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these elementary vertices and propagators in the t’Hooft-Feynman gauge and using the approxi-

mation that external quarks have zero momenta. This leads tothe following box vertex formula

for Bq − B̄q mixing:

Box (∆s=2) = λ2
i

G2
F√
2
M2
WS0(xi)(q̄b)V−A(q̄b)V −A, (A.2)

whereλi = V ∗
isVid. Equation (A.2) allows the calculation of the effective Hamiltonian for

FCNC processes, without the inclusion ofQCD corrections. There are some notable properties

of equation (A.2) which are worth mentioning. The first is that the formula depends on the mass

of the internal quarks and are calculable functions of:

xi =
M2
i

M2
W

, i = u,c,t. (A.3)

The second point is that the function,S0(xi), is one from a set of basic function2 which govern

the physics of all FCNC processes. The functionS0(xi) governs the physics of theBq − B̄q

effective mixing processes3 and takes the form:

S0(xt) =
4xt−11x2

t+x
3
t

4(1−xt)2 − 3x2
t lnxt

2(1−xt)2

∼ 2.46
(

mt
170 GeV

)1.52
, with mt in the range 150 GeV≤mt ≤ 200 GeV (A.4)

It can actually be written more formally as:

S0(xt) ≡ F (xt, xt) + Fxu,xu − 2F (xt, xu), (A.5)

whereF (xi, xi(j)) are called the “base” functions corresponding to a given boxdiagram withi

andj quark exchanges. These functions can be found by drawing allpossible box diagrams and

using the unitarity of theCKM matrix, in particular the relation:

λu + λc + λt = 0, (A.6)

which allows the effective Hamiltonian to be obtained by summing overt andc quarks only. It is

possible to formulate a general description of the effective Hamiltonian (A.1), using these base

functions, for any decay process as:

HFCNC
eff =

∑

k

CkQk, (A.7)

The co-efficients of these operators (Qk) are simply linear combinations of the base functions -

the Inami-Lim functions - multiplied by the correspondingCKM factors -λi. Consequently it is

2These base functions are called the Inami-Lim functions, the set of functions is defined in [112]
3The subscript “0” onS0(xi), and in general all Lnami-lim functions, indicates that thefunctions do not include

QCD corrections.
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possible to write the amplitude for all FCNC processes and transitions as linear combinations of

the basic (mt-dependent) functionsFr(xt) with co-efficientsPr which characteristic the decay

under investigation. This is often called the “Penguin-Box” expansion and takes the general

form:

A(decay) = P0(decay) +
∑

r

Pr(decay)Fr(xt). (A.8)

Where the sum runs over all possible functions contributingto a given amplitude.P0 summarises

contributions stemming from internal quarks other than thetop. Equation (A.8) is incredible use-

ful, for example this description can be used to explain theGIM mechanism in FCNC processes.

A.1.2 The GIM mechanism in FCNC processes

It is the GIM mechanism which denies tree level FCNC process in theSM. Its effect is also

felt upon the effective Hamiltonian given in equation (A.1)(or A.7), where its maximum effect

occurs when the masses of the given internal quarks in the loop diagrams are equal:mt = mc

= mu. Focusing on the box diagrams for theBs-system, we find that theCKM factors entering

(A.8) via:

Ck ∝
∑

i=u,c,t

λiF (xi), xi =
m2
i

m2
W

(A.9)

and satisfying (A.6) are given by,

λi = V ∗
ibVis B-decays B0

s −B0
s , (A.10)

which implies vanishing co-efficients (Ck) in the limit xu=xc=xt. For completeCKM cancella-

tion of FCNC beyond tree level we therefore need:

• unitarity of theCKM matrix.

• Exact equality of quark masses of a given charge, that is to say horizontal flavour symme-

try.

In nature however, we do not see such a horizontal flavour symmetry and this is the reason

why theGIM mechanism breaks down at the one-loop level. The size of thisbreakdown, and

consequently the size of FCNC processes, depending on the mass differences of the quarks and

the behaviour of the basic functions.

For smallxi ≪ 1 relevant fori 6= t, we observe that the functionS0(xi) behaves as

S0(xi) ∝ xi. This implies “hard” (quadratic)GIM suppression of FCNC processes gov-

erned by the functionS0, provided the top quark contribution can be neglected. For largext
we haveS0(xt) ∝ xt. Thus ourBq − B̄q mixing diagrams are governed by the top quark
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contributions, and theGIM suppression is not effective. This then signifies the special prop-

erty that FCNCB transitions have. The appearance of the top quark, in the internal loop with

mt ≫MW ≫ mc,mu, removes theGIM suppression makingB decays useful places for study-

ing FCNC processes. In contrast, the FCNC decays ofD-mesons are strongly suppressed since

only d,s andb quarks, withmd,ms andmb ≪ MW , enter the internal loops. TheGIM mecha-

nism for these decays is much more effective.

Bs mixing therefore proceeds to an excellent approximation through box diagrams with inter-

nal top quark exchanges, and with contributions from internal u andc quarksGIM suppressed4.

The effective Hamiltonian forBs − Bs mixing5, at the scaleµ=µb=O(mb) 6, can be expressed

as:

H∆B=2
eff =

G2
F

16π2
M2
W (V ∗

tbVts)
2S0(xt){

2∑

k=1

Ck(µ)Qk +

10∑

k=3

CkQk}. (A.11)

With the summation
10∑

k=3 taken over penguin operators being neglected. The only operators to

consider are the tree operatorsQ1,2:

Q1(∆B = 2) = (b̄αsβ)V−A(b̄βsα)V−A,

Q2(∆B = 2) = (b̄αsα)V−A(b̄βsβ)V−A. (A.12)

Where these matrix elements have different colour structure,α,β, but the same flavour structure.

The effective Hamiltonian forBs mixing, with leading orderQCD corrections, is then given by:

H∆B=2
eff =

G2
F

6π2
M2
W (V ∗

tbVVts)
2BBsF

2
Bsm

2
BsηBsS0(xt). (A.13)

WhereFBs is theB-meson decay constant, andBBs is bag parameter. These parametrises the

non-perturbative effects in the hadronic matrix elements and are expected to be ofO(1). ηBs is

theQCD correction also of magnitude unity.

The dispersive (mass) part of theBs mixing diagram is dominated by thet quark contribu-

tion, as is given by:

M12 = −G
2
FM

2
W

12π2
ηBsMBsFB2

s
BBsS0(xt)(V

∗
tsVtb)

2, (A.14)

4Indeed these quark masses can be set to zero.
5The effective Hamiltonian forBs − Bs describes a flavour changing process of 2 units, i.e.∆F=2=∆B. This

processes can be described by the produce of two∆F=1=∆B processes. The effective Hamiltonian for this type of
transition, again neglectingQCD effect, generally involves the inclusion of penguin operations

6Again noting thatQCD effects are to be neglected.
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whereas the absorptive (lifetime) part is determined by real intermediate states, which correspond

to common decay products of theBs andB̄s, such that:

Γ12 =
G2
FM

2
W

8π
ηBsMBsF

2
BsBBs

[

(V ∗
tsVtb)

2 + (VtsVtbVcsVcb)O(
m2
c

m2
b

)

]

+ (VcsVcb)
2O(

m4
c

m4
b

).

(A.15)

The above two equations cannot be reliably calculated due tothe hadronic factors,FBs BBs .

However in the ratioΓ12
M12

the largest uncertainties cancel leading to:

∣
∣
∣
∣

Γ12

M12

∣
∣
∣
∣
=

3π

2

m2
b

m2
W

1

S0(xt)
∼ O(

m2
b

m2
t

), (A.16)

Γ12

M12
=

∣
∣
∣
∣

Γ12

M12

∣
∣
∣
∣
eiθ12 , θ12 ≡ arg

(

−M12

Γ12

)

∼ O
(
m2
c

m2
b

)

. (A.17)

Equations (A.16) and (A.17) can then be used to expandq
p to obtain:

q

p
= e−iθ12

[

1 −
∣
∣
∣

Γ12
M12

∣
∣
∣ sin θ12

]

+ O
(∣
∣
∣

Γ12
M12

∣
∣
∣

2
)

,

∆Ms = 2 |M12|
[

1 + O
(∣
∣
∣

Γ12
M12

∣
∣
∣

2
)]

,

∆Γs = 2 |Γ12| cos θ12
[

1 + O
(∣
∣
∣

Γ12
M12

∣
∣
∣

2
)]

. (A.18)

Whereθ12 ≡ arg (M12). To an excellent precision:

∆M = 2 |M12| , ∆Γ = 2 |Γ12| cos θ12 ≃ 2 |Γ12| , (A.19)

with the right-hand sides given by (A.14) and (A.15). In the expression for∆Γs above, the

cos(θ12) has been taken as unity sincem
4
c

m4
b
≈ 0.007 within theSM. The above expressions for

∆M and∆Γ are non-negative quantities in the Standard Model.
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A.2 Decays from a neutral meson system

We now concentrate on the time-dependent decay rates from a neutralB meson system into a

final statef , accessible to bothBq andBq. These rates depend on the decay amplitudes of a

neutralB meson, of known initial flavor, as it evolves in time

〈f |Heff |B0
q (t)〉 = A(F+(t) + λfF−(t)), 〈f |Heff |B0

q (t)〉 = Ap
q
(F−(t) + λfF+(t)).

Using these amplitudes the general time-dependent decay rates into a final state,f , can be ex-

pressed as

Γ[B0
q (t) → f ] → |〈f |Heff |Bq〉|2

= 〈f |Heff |B0
q (t)〉〈f |Heff |Bq(t)〉†

= Af (F+(t) + λfF−(t))A∗
f (F+ + λ∗fF∗

−(t))

= |Af |2
[

|F+(t)|2 + |λf |2 |F−(t)|2 + 2ℜ
[
λ∗fF∗

−(t)
]]

where the time evolution in the decay rates expression is governed by the functionsF±(t) ex-

plicitly given by

|F±(t)|2 =
1

4

(
e−ΓH t + e−ΓLt ± 2e−Γt cos(∆Mqt)

)
+
e−Γt

2

(

cosh(
∆Γqt

2
) ± cos(∆Mqt)

)

F(t)∗+F−(t) =
1

4

(
−e−ΓH t + e−ΓLt + 2ie−Γt sin(∆Mqt)

)
+
e−Γt

2

(

sinh(
∆Γq

2
) + i sin(∆Mqt)

)

F(t)∗−F+(t) =
1

4

(
−e−ΓH t + e−ΓLt − 2ie−Γt sin(∆Mqt)

)
+
e−Γt

2

(

sinh(
∆Γq

2
) − i sin(∆Mqt)

)

using (A.20) the decay rates can be expressed generally as

Γ[B0
q (t) → f ] ∝ 1

4

∣
∣
∣
∣

q

p

∣
∣
∣
∣

2 ∣
∣Af

∣
∣
2
[
[∣
∣
∣
∣
1 +

1

λf

∣
∣
∣
∣

2
]

+

[∣
∣
∣
∣
1 − 1

λf

∣
∣
∣
∣

2
]

− 2

(

1 − 1

|λf |2

)

e
¯̄∆Γqt cos(∆Mqt) − 4ℑ

(
1

λf

)

e−
¯∆Γqt sin(∆Mqt)

]

From equation (A.20) is possible to see that�
�CP in mixing or decay induces acos(∆Mqt) term,

while �
�CP in the interference of mixing and decay will induce asin(∆Mqt) term. Equation

(A.20) can be rewritten more conveniently for neutral B meson systems as

Γ[B0
q (t) → f ] ∝ |Af |2(1 + |λf |2)

e−Γt

2
[

cosh(
∆Γqt

2
) −A∆Γ sinh(

∆Γqt

2
) + Adir

CP cos(∆Mqt) −Amix−ind
CP sin(∆Mqt)

]
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where

A∆Γ =
2ℜλf

1 + |Af |2
, Adir

CP =
1 − |λf |2
1 + |λf |2

, Amix−ind
CP =

2ℑλf
1 + |λf |2

(A.20)

Γ̄
B0
q→f(t)

∝ |Af |2|
p

q
|2(1 + |λ|2)e

−Γt

2

(

cosh(
∆Γqt

2
+ A∆Γ sinh(

∆Γqt

2
)

−Adir
CP cos(∆Mqt) + Amix−ind

CP sin(∆Mqt))
)

(A.21)

The other two decay rates, into the charge conjugate final states, are obtained by substitutingf

by f̄ in equation (A.21). The factorsA∆Γ andAdir
CP are sensitive to the phase ofλf (λf̄ ) and thus

CP violation.

The general expression for the time-dependentCP asymmetry is then:

ACP(t) =
Γ(B0

q (t) → fCP) − Γ(B0
q (t) → fCP)

Γ(B0
q (t) → fCP) + Γ(B0

q (t) → fCP)
,

=
|A|2(1 + |λf |2)e

−Γt

2 (Adir
CP cos(∆Mqt) −Amix−ind

CP sin(∆Mqt))

|A|2(1 + |λf |2)2 e
−Γt

2 (cosh(
∆Γqt

2 ) −A∆Γ sinh(
∆Γqt

2 ))
.

In the absence of direct andCP violation in mixing,|λf | = 1, this expression reduces to

ACP (t) =
−ℑ(λf ) sin(∆Mqt)

cosh(
∆Γqt

2 ) + ℜλf sinh(
∆Γqt

2 )
. (A.22)

In the limit ∆Γq = 0 which is a good approximation for theBd system equation (A.22) reduces

further to

ACP (t) = −ℑ(λf ) sin(∆Mqt). (A.23)
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A.3 TheBd → J/ψ(µ+µ−)Ks decay

Interest in searching forCP violation in theB system, was sparked by two seminal articles by

Carter and Sanda [113] and Bigi and Sanda [114] in the 1980’s that discussed the prospect of

observingCP violation outwith the kaon system usingBd → J/ψ(µ+µ−)Ks decays.

Although this is the most famousB decay for measuringCP violation, its calculation is

quite complex. The calculation can be simplified without loss of generality, using the following

approximations:

• Although the final state,J/ψKs, is not aCP eigenstate owing to theKs the assumption

that they areCP eigenstate is approximately valid, if we assumeCP violation through

kaon mixing,δK ∼ 10−3, is negligible with respect toCP violation present inBd →
J/ψ(µ+µ−)Ks decay, which is ofO(1).

• Using the spectator quark model, allowing only the decaysBd → J/ψ(µ+µ−)Ks and

Bd → J/ψK0. TheBd → J/ψ(µ+µ−)Ks is then only possible due to theK−K mixing

which is accounted for through,

qK
pK

= −ηKei(ǫK+ǫd+ǫs)
V ∗
usVud
VusV ∗

ud

(A.24)

• Since theJ/ψ vector meson and the kaon arise from aB decay, they must be in a relative

l=1 state, which applying aCP (P) transformation will yield an extra minus sign.

• The decay is dominated by the tree level diagram show in the bottom diagram in Figure

A.3. But the decay also receives contributions from penguindiagrams as shown in the top

plot in Figure A.3. The amplitudes for the two diagrams are proportional to,

Atree ∝ V ∗
cbVcse

i(θt+δt),

Apen ∝ V ∗
tbVtse

i(θp+δp).

The penguin diagrams are usually suppressed due to higher order weak interactions, and

as a result the decay is overwhelmingly dominated by one weakphase,θt. Further more,

since the final state is assumed aCP eigenstate, no directCP violation is expected and we

expect the same strong phases,δt = δp = δ.

Using the above approximations and theCKM elements given in Figure A.3 the expression
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b

B̄d

d̄

Vtb

W

V ∗
td

u, c, t

ū, c̄, t̄

W

dV ∗
td

b̄Vtb

Bd

J/ψ

d

K0
W

V ∗
qb

g

Vqs s

c

q̄

d

s̄

W

c̄

c

J/ψ

Ks

V ∗
cb

Vcs

c̄

Figure A.3: Diagrams contributing to theBd → J/ψ(µ+µ−)Ks decay. (Left) Box diagram
contributing toBd − Bd mixing, before decaying via an electroweak penguin (Top), or via the
tree diagram (Bottom).

for CP violation inBd → J/ψ(µ+µ−)Ks decays is given by

λJ/ψKs =

(
q

p

)(ĀJ/ψKs

AJ/ψKs

)(
p

q

)

K

= (−ηB)

(
V ∗
tbVtd
VtbV

∗
td

)

(−ηK)

(
VusV

∗
ud

V ∗
usVud

)

(−)

(
VcbV

∗
cs

V ∗
cbVcs

)

= −ηBηK |z|e−i(βd−βK) 1

|z|e
−i(βd−βK)

= −e−2i(βd−βK). (A.25)

WhereηB = ηK = −1 and the expressions forβd andβK come from equation 2.34 has been

used. Neglecting the small angle,βK , originating from the squashed (sd) triangle and using the

assumption that there is only one weak phase, we find

Adir
CP = 0

Amix−ind
CP = ℑ(λJ/ψKs) = ηBηK sin(2β̃d) (A.26)

where the phasẽβd 7 includes the possibility that there might be new contributions to the relevant

phase inBd −Bd mixing.

7In theSM β̃d coincides with theCKM phaseβd.

204



A.4. THE HELICITY BASES

A.4 The helicity bases

There are many choices of co-ordinate system which can be used to define the decay angles. One

originates from the standard helicity formalism [115]: using the helicity angles of the final state

particles with respect to the daughter particles. The decayof each daughter via a two-body pro-

cess can be used to define a decay plane in each daughter’s restframe. The polar angles between

these decay planes and the parents decay plane provides two of the three decay angles. The third,

comes from the azimuthal angle between the two daughter decay planes. This basis is illustrated

in Figure A.4.

�tr

J /�

�tr

l+

��

z J/�

y J /�

x J /�

x�

�

z�

K

Figure A.4: Definition of the decay angles in the Helicity Basis [115].
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A.5 Time dependent amplitudes of theBs → J/ψφ decay rate

expressions

|A0(t)|2 =
|A0(0)|2

2

[

(1 + cos(2βs)) e
−ΓLt + (1 − cos(2βs)) e

−ΓHt

− 2e−Γ̄st sin(∆mst) sin(2βs)
]

(A.27)

|A‖(t)|2 =
|A‖(0)|2

2

[

(1 + cos(2βs)) e
−ΓLt + (1 − cos(2βs)) e

−ΓHt

− 2e−Γ̄st sin(∆mst) sin(2βs)
]

(A.28)

|A⊥(t)|2 =
|A⊥(0)|2

2

[

(1 − cos(2βs)) e
−ΓLt + (1 + cos(2βs)) e

−ΓHt

+ 2e−Γ̄st sin(∆mst) sin(2βs)
]

(A.29)

Re{A∗
0(t)A‖(t)} =

1

2
|A0(0)||A‖(0)| cos(δ2 − δ1)

[

(1 + cos(2βs)) e
−ΓLt + (1 − cos(2βs)) e

−ΓHt

− 2e−Γst sin(∆mst) sin(2βs)
]

(A.30)

Im{A∗
‖(t)A⊥(t)} = |A‖(0)||A⊥(0)|

[

e−Γst {sin δ1 cos(∆mst) − cos δ1 sin(∆mst) cos(2βs)}

+
1

2

(
e−ΓHt − e−ΓLt

)
cos δ1 sin(2βs)

]

(A.31)

Im{A∗
0(t)A⊥(t)} = |A0(0)||A⊥(0)|

[

e−Γst {sin δ2 cos(∆mst) − cos δ2 sin(∆mst) cos(2βs)}

+
1

2

(
e−ΓHt − e−ΓLt

)
cos δ2 sin(2βs)

]

(A.32)
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In the case of theB0
s the time evolution is given by the conjugate of the functionsh̄k(t) and

the angular terms remain the same:

|Ā0(t)|2 =
|A0(0)|2

2

[

(1 + cos(2βs)) e
−ΓLt + (1 − cos(2βs)) e

−ΓHt

+ 2e−Γ̄st sin(∆mst) sin(2βs)
]

(A.33)

|Ā‖(t)|2 =
|A‖(0)|2

2

[

(1 + cos(2βs)) e
−ΓLt + (1 − cos(2βs)) e

−ΓHt

+ 2e−Γ̄st sin(∆mst) sin(2βs)
]

(A.34)

|Ā⊥(t)|2 =
|A⊥(0)|2

2

[

(1 − cos(2βs)) e
−ΓLt + (1 + cos(2βs)) e

−ΓHt

- 2e−Γ̄st sin(∆mst) sin(2βs)
]

(A.35)

Re{Ā∗
0(t)Ā‖(t)} =

1

2
|A0(0)||A‖(0)| cos(δ2 − δ1)

[

(1 + cos(2βs)) e
−ΓLt + (1 − cos(2βs)) e

−ΓHt

+ 2e−Γst sin(∆mst) sin(2βs)
]

(A.36)

Im{Ā∗
‖(t)Ā⊥(t)} = - |A‖(0)||A⊥(0)|

[

e−Γst {sin δ1 cos(∆mst) − cos δ1 sin(∆mst) cos(2βs)}

-
1

2

(
e−ΓHt − e−ΓLt

)
cos δ1 sin(2βs)

]

(A.37)

Im{Ā∗
0(t)Ā⊥(t)} = - |A0(0)||A⊥(0)|

[

e−Γst {sin δ2 cos(∆mst) − cos δ2 sin(∆mst) cos(2βs)}

-
1

2

(
e−ΓHt − e−ΓLt

)
cos δ2 sin(2βs)

]

(A.38)

Where at timet=0, the angular distribution forBs → J/ψφ depends on the observablesA‖(0),

A⊥(0), A0(0) and on the two phasesδ1 ≡ {A∗
‖(0)A⊥(0)} andδ2 ≡ {A∗

0(0)A‖(0)}. δ1 andδ2
are theCP conserving strong phases that are expected to be close to 0 and π respectively in the

absence of significance final-state interactions [116].
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A.6 The reducedBs → J/ψφ decay rate expressions

dΓ(t)

d cos θtr
∝ (|A‖(t)|2 + |A0(t)|2)(1 + cos2 θtr) +

1

2
(|A⊥(t)|2) sin2 θtr (A.39)

If we expand the time expressions, we obtain:

dΓ(t)

d cos θtr
∝ (|A||(0)|2 + |A0(0)|2)[(1 + cos(2βs)) e

−ΓLt + (1 − cos(2βs)) e
−ΓHt

− 2e−Γ̄st sin(∆mst) sin(2βs)]
1

2
(1 + cos2 θtr)

+ (|A⊥(0)|2)[(1 − cos(2βs)) e
−ΓLt + (1 + cos(2βs)) e

−ΓHt

+ 2e−Γ̄st sin(∆mst) sin(2βs)] sin
2 θtr (A.40)

which can be further simplified by introducing theCP-odd fractionR⊥:

dΓ(t)

d cos θtr
∝ (1 −R⊥)[(1 + cos(2βs)) e

−ΓLt + (1 − cos(2βs)) e
−ΓHt

− 2e−Γ̄st sin(∆mst) sin(2βs)]
1

2
(1 + cos2 θtr)

+ R⊥[(1 − cos(2βs)) e
−ΓLt + (1 + cos(2βs)) e

−ΓHt

+ 2e−Γ̄st sin(∆mst) sin(2βs)] sin
2 θtr (A.41)

with the corresponding expression for theB0
s decay rate given by:

dΓ̄(t)

d cos θtr
∝ (1 −R⊥)[(1 + cos(2βs)) e

−ΓLt + (1 − cos(2βs)) e
−ΓHt

+ 2e−Γ̄st sin(∆mst) sin(2βs)]
1

2
(1 + cos2 θtr)

+ R⊥[(1 − cos(2βs)) e
−ΓLt + (1 + cos(2βs)) e

−ΓHt

- 2e−Γ̄st sin(∆mst) sin(2βs)] sin
2 θtr (A.42)

From equations (A.41) and (A.42) it is evident that theCP components are separated by their

lifetime and by their distinct angular separation.
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B.1 Resolution studies

The aim of this section is to outline the different physical resolutions associated withBs →
J/ψφ events. In the following plots in this section, the entries are for the number of candidates

associated with theBs → J/ψφ signal and passing the off-line selection described above,before

applying the trigger selection. In order to describe the reconstructed quantities we will introduce

the following definitions:

• Residualδx: Given an observable x, the residual is defined as the difference between the

direct measurementxrec (reconstructed or fitted quantity) and the Monte Carlo truthvalue

xMC , such that:δx = xrec − xMC . The residual therefore represents the error on x.

• Resolutionσresx : is defined as the standard deviation of a Gaussian fit to the residual δx.

• Pull: The pull of a variable x is the residualδx normalised to the estimated errorσerrx

of this difference. The error is generally determined from the covariance matrix ofxrec.

Assuming Gaussian errors, the pull(xrec−xMC)/σerrx should exhibit a Normal Gaussian

distribution with zero mean, i.e. no bias and unit width (denoted by
∑

x). Studying the

pull distribution helps determine wrong error assignmentsand/or incorrect assumptions.

• scale factor
∑cor

x : this is a correction factor which can be applied to obtain a more accu-

rate measure of the mean of the error distribution, if the width of the pull distribution is

biased:
∑

x×x̄err

B.2 Mass resolution studies

In the EVTGEN package [57], theB0
s , J/ψ, φ mesons are generated with the following central

masses (MMC) and lifetimes (τMC):



APPENDIX B. SELECTION OF BS → J/ψφ EVENTS

B0
s : MMC = 5369.60 MeV/c2, τMC = 1.461×10−12s;

J/ψ: MMC = 3096.87 MeV/c2, τMC = 7.56567×10−21s;

φ: MMC = 1019.42 MeV/c2, τMC = 1.15045×10−21s;

The related intrinsic decay widths of the particles is obtained fromΓMC ∼ ~

τMC
. In case of

theB0
s meson, the width is of the order10−10 MeV/c2. Therefore allB0

s mesons are generated

with the same mass in the simulation. For theJ/ψ andφ, the widths are equal to 0.087MeV/c2

4.458 MeV/c2 respectively, which is small compared the resolution of thedetector. It is there-

fore possible to consider theJ/ψ andφ mesons as particles with fixed generated mass. Figure

4.6 shows the mass resolutions of theB0
s , J/ψ andφmesons obtained after applying the off-line

selection cuts.

TheJ/ψ mass distribution is fitted with a Breit-Wigner1 giving a mean value ofµ = (3095.1

± 0.03) MeV/c2 and a resolution ofσresm (J/ψ) = (7.84± 0.07) MeV/c2. This means that the

J/ψ mass window cut of± 85 MeV/c2 corresponds roughly to a 11σ requirement on both

sides of the nominal mass. A Breit Wigner is also used to fit theφ invariant mass distribution,

which exhibits radiative tails either side of its nominal value. The mean value isµ = (1019.5±
0.009) MeV/c2 with a resolution ofσresm (φ) = (6.18± 0.02) MeV/c2. For theB0

s , the invariant

mass distribution is calculated using a double Gaussian giving a mean value ofµ = (5.367±
0.063) MeV/c2. With the resolution of the core Gaussian, containing 70.2%of the events, begin

σresm (B0
s ) = ( 15.003± 0.1) MeV/c2 and that of the outer gaussian beingσresm (B0

s ) = ( 38.033±
0.7) MeV/c2.

The invariant mass of theB0
s was also calculated after applying a mass-constrained vertex

fit to its daughters;J/ψ andφ mesons. After applying this criteria, theB0
s mass was again

fitted using a double Gaussian, which in this instance leads an improved mean value ofµ =

(5369.46± 0.02) MeV/c2, approaching its nominal value. The resolution of the core Gaussian

also narrows toσresm (B0
s ) = ( 6.78± 0.023)MeV/c2 for the core Gaussian (0.89%) andσresm (B0

s )

= (28.54±0.29)MeV/c2 for the outer gaussian; this is shown in the bottom left-handplot in

Figure 4.6. By applying a mass constrained vertex fit to the daughters of theB0
s , we find the

resolution on theB0
s mass improves roughly by a factor of two, which is in agreement with the

studies detailed in [71]. TheB0
s mass window of± 50 MeV/c2 used in this study represents a

≈ 7 σ requirement on both sides of its mean value.

1where the Breit-Wigner is given by:BW (x,m,Γ) ≈ 1

(x−m)2+ 1

4
Γ2

.
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B.3 Propertime resolution studies

Summarised in equations (B.1) and (B.2), and shown in Figures B.3 and B.5 below, are the

resolutions2 and pulls for each primary and secondary vertex components used in calculating the

Bs propertime given in equation (6.1):

Px : σresPx = 13.6 ± 3.25µm,
∑

Px

= 1.63 ± 0.0045,

Py : σresPy = 13.0 ± 1.62µm,
∑

Py

= 1.61 ± 0.0044,

Pz : σresPz = 49.9 ± 2.10µm,
∑

Pz

= 1.15 ± 0.0032. (B.1)

Sx(Bs) : σresSx = 16.6 ± 2.77µm,
∑

Sx

= 1.16 ± 0.0032,

Sy(Bs) : σresSy = 16.2 ± 2.58µm,
∑

Sy

= 1.14 ± 0.0032,

Sz(Bs) : σresSz = 260.1 ± 3.14µm,
∑

Sz

= 1.12 ± 0.0031. (B.2)

From (B.1) and (B.2) we see that the transverse directions (x,y) have much better resolutions

than in thez direction, this is due to the fact that the majority of the momentum is travelling

down the beam pipe, and not perpendicular to it. For completeness, we also give the resolution

and pulls for each of the components related to theBs momentum in equation (B.3) and Figure

B.4 below:

px(Bs) : σrespx = 21.8 ± 1.89MeV/c,
∑

px

= 1.486 ± 0.0041,

py(Bs) : σrespy = 22.0 ± 3.05MeV/c,
∑

py

= 1.487 ± 0.0041,

pz(Bs) : σrespz = 466 ± 0.27MeV/c,
∑

py

= 1.537 ± 0.0042. (B.3)

Where the slightly worse momentum resolution as compared to[75] can be attributed to the

increase in material simulated between the DC04 and DC06 generated Monte Carlo data [117].

2where the resolutions for each component has been computed usingσ = (f1 × σ1 + f2 × σ2)
1/2, using the

results of the double Gaussian fits to the residuals. Furtherdetails can be found in Appendix B.3.
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Figure B.1: Left plots: primary vertex residuals in thex direction (top),y direction and thez
direction (bottom) [mm]. Right plots: the associated pull distributions for the primary vertex
components in thex direction (top),y direction (middle) andz direction (bottom).
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B.3. PROPERTIME RESOLUTION STUDIES
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Figure B.2: Left plots: secondary decay vertex residuals inthex direction (top),y direction and
the z direction (bottom) [mm]. Right plots: the associated pull distributions for the secondary
decay vertex components in thex direction (top),y direction (middle) andz direction (bottom).
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Figure B.3: Left plots:Bs momentum vector residuals in thex direction (top),y direction
and thez direction (bottom) [GeV/c]. Right plots: the associated pull distributions for the
Bs momentum vector components in thex direction (top),y direction (middle) andz direction
(bottom).
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B.4. PROPERTIME RESOLUTION DOUBLE GAUSSIAN FIT

B.4 Propertime resolution double Gaussian fit
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Figure B.4: TheB0
s decay time residual (left) and pull distribution (right) have been fitted with

a double Gaussian.
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B.5 Bs propertime acceptance plots

By applying a cut on the propertime significance of > 5 [67], wewould expect to bias the proper-

time acceptance distribution. This is illustrated in Figure B.5, where the top left-hand distribution

shows the acceptance effect without using the trigger. The effect of applying theL0 andL0 plus

HLT triggers being shown in the left-hand plot and bottom plot ofFigure B.5, respectively. The

effect of the lifetime bias selection is therefore to removeevents at low propertime and thus the

negative tail of these distribution, making it impossible to extract the propertime resolution.
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Figure B.5: Shown in the top left-hand plot is the acceptanceof lifetime bias selected events as
a function of propertime before theL0 andHLT triggers. Where the bias selection in this case
implies the application of a 5σ propertime significance cut, in addition to the off-line selection
cuts. The top right-hand plot shows the acceptance effect due to the globalL0 decision, while
the bottom plot shows the effect ofL0 andHLT trigger decision.
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B.5. BS PROPERTIME ACCEPTANCE PLOTS
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Figure B.6: Effect of the propertime significance cut on the selectedBs propertime distribu-
tion (measured in ps). The propertime significance cut is increased from top to bottom in set:
{1σ, 2σ, 3σ, 4σ, 5σ}, and is shown before trigger (left), after theL0 decision (middle) and
after both theL0 andHLT decision (right).
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C
Background studies toBs → J/ψφ events

C.1 Summary ofbb̄-inclusive data

• From the 6 candidates within the±50 MeV/c2 window:

- Of the six candidates lying inside the tight mass window, oneis considered as signal:

Bs → J/ψ(µ+µ−)φ(K+K−), This event will not be counted as background.

- Three candidates are considered as ghosts:

B̄0 → (D0 → ω(782)π+K−)π+µ−ν̄µ, with the misidentification of aµ− with a

K−, theK+ begin mis-identified as aP+ and reconstructed via the partial∆+ →
π0P+ decay, with additional ghosts coming fromK− andµ+. It is evident this event

can be classified as technical background: caused by ghost tracks and combinatorics.

The event is also cloned with one other candidate, which falls above the signal region.

This candidate is considered as background.

The other two candidate under this category are also clones of each other. Both

have the partial decay structureb1(1235)− → (ω(782) → π0π+π−)π−, with the

K+ mis-identified as aπ+, and theK− coming from theK̄∗0(892) → π+K−

partial decay. Both theµ+ andµ− are missing. Only one of these candidates will be

considered as background.

- One candidate is consider to have at least one final state originating from a primary

vertex:

λ̄0
b → (D+

s → νµµ
+)λ̄−c , with theK+ being mis-identified as aπ+ coming from a

partial reconstructedb+1 (1235) → π+(ω(782) → π0π+π−) decay. Both theµ− and

K− are missing. This candidate is also cloned with one other, lying above the signal

region. The candidate will therefore be counted as background.

- One candidate is considered to have originated from a badly reconstructed primary

vertex, which will be counted as combinatorial background.

From these 6 candidates, a total of 4 will be considered.

• Eleven of the reconstructed candidates lie below the±50 MeV/c2 mass window:



APPENDIX C. BACKGROUND STUDIES TO BS → J/ψφ EVENTS

- One event is considered as low lowing background.

This has been reconstructed asB0
s → J/ψ(µ+µ−, γ)φ(K+K−), with it mass un-

derestimated due to the radiativeγ. This candidate will not be considered.

- Five candidates are considered as ghosts. With one or two of the final states missing,

an example of this is:

B+
u → (K∗

2 (1430)+ → π0K+)(J/ψ(1S) → µ−µ+, γ, γ, γ), with an missingK−.

- Four events are considered to have final state emanating froma primary vertex:

A partially reconstructedB+
u → D̄∗0(2010)µ+νµ with theµ+ coming from theB+

u ,

a partially reconstructed̄B0
d → D∗+

s µ−νµ̄ with theµ− coming from theB̄0
s , a par-

tially reconstructedK−
1 (1270) → (K̄∗0(892) → π+K−)π− with theK− coming

from theK̄∗0(892), and where theK+is missing.

- One of the reconstructed decay is categorised as pile-up:

Made up of the partially reconstructedρ(770)+ → π0π+, with theµ+ begin mis-

identified as anπ+ and aρ0(777) → π−π+, with theK+ being mis-identified as an

π+.

From these 11 candidates a total of 10 will be considered.

• 16 reconstructed candidates lie above the±50 MeV/c2 mass window:

- Four events are consider as ghost:

λ̄0
b → K1(1270)

+(J/ψ(S1) → µ+µ−)P̄ and a partially reconstructedφ(1020) →
K+ andK−, with theµ+ missing.

Two candidates under this category, made up of the partial decaysB− → D∗µ−ν̄mu
andK∗0(1430)− → π0K− are cloned with each other. Only one of these clones will

be considered.

- Ten are consider to have more than one final state coming from aprimary vertex, for

instance:

B̄0
d → (D0 → ω(782)π+K−)π+µ−νµ̄, with K+ mis-identified for aP originating

from ∆++ → π+P decay and theK− mis-identified for theP̄ coming from a

∆̄0 → π+P̄ decay. With one of these candidates cloned with one other lying under

the tight signal window.

- One event is categorised as coming from pile-up:

B̄0
d → D∗(2010)+µ−ν̄µ, with the µ− originating from theB̄0

d together with the

partial decayφ(1020) → K+K−, with theµ+ being mis-identified as aK+.

- One candidate is considered to originate from a badly reconstructed primary:a2(1320) →
(ρ(770)− → µ−π−)π0, with theµ− mis identified with theK+ and theµ− with the

π−. With theK+,K− coming from a promptφ(1020). This candidate is consider as

combinatorial.

In all a total of 14 candidates will be considered.

220



C.2. SUMMARY OF J/ψ-INCLUSIVE DATA

C.2 Summary ofJ/ψ-inclusive data

• 199 events within the±50 MeV/c2 window:

- 66 candidates are considered as signalBs → J/ψφ events. These will not be included

as background.

- 2 events are considered as reflections of the form:

B̄0 → J/ψ(1S)(→ µ+µ−γ, γ)K̄∗0(892) → π+K−, with theK+ mis-identified as

theπ+. These physical background events caused by the mis-identification of one

final state will not be considered.

- 8 candidates occur from partially reconstructed primaries:

B0 → K∗0
2 (1430)(→ π−K+γ)J/ψ(1S)(→ µ+µ−), with theK+ mis-identified as

a µ+ and aK− mis-identified as aπ−. These events will systematically have low

mass and will not be considered as combinatorial background. Of the 8 candidate 6

are found to be clones of each other.

- 1 candidate is characterised as low mass background:

B̄0
s → J/ψ(1S)(→ µ+, µ−, γ, γ)φ(1210)(→ K+K−). Events of this kind will not

be considered as combinatorial background.

- 28 candidates are considered as ghosts, for instance:

J/ψ(1S) → µ+, µ−, γ, γ andK1(1270)
+ → K+, ω(782) with theK− missing. A

total of 8 candidates in this type where found clones of each other.

- 13 candidates are considered to have final states coming froma primary, for instance:

B+ → J/ψ(1S)(→ µ+µ−)K∗(892)+, with theK+ andK− missing. Of these, 9

where found clones of each other.

- 73 are considered event where a final state has originated from the same primary as the

candidate:

J/ψ(1S) → µ+, µ− andφ(1210) → K+,K−. Of these, 17 are found clones of

each other.

- 6 candidates where the a final state and candidate come from different primaries:

J/ψ(1S) → µ+µ− andK∗0(892) → π−K+ andK∗(892)− → π−K̄0, with the

K− mis-identified as anπ−. Two of these candidates are found to be clones.

- 2 are considered asbb̄ background:

B+ → J/ψ(1S)(→ µ+, µ−)K∗(892)+K̄0K0 andB̄0 → D∗(2010)−(→ π−D̄0(→
π0π−K+))ηK(892)+D0(→ ηK̄∗0(892)(→ π+K−))

A total of 99 candidates will be considered.

• 362 events are below the±50 MeV/c2 mass window:

- 16 candidates are considered as originating from partiallyreconstructed primaries, for

example:
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B̄0 → K̄0J/ψ(1S)(→ µ+µ−)f ′2(1525)(→ K+K−), with theK+ miss identified

as aµ+. Of these candidates, 7 are considered clones of each other.

- 16 candidates are considered as low mass background, these events will not be consid-

ered for combinatorial background.

Events of this type include,Bs → J/ψ(1S)(→ µ+µ−)φ(1020)(→ K+K−)γ.

- 58 candidates are considered as ghosts, for instance:

B+ → K∗+(892)(→ π0K+)J/ψ(1S)(→ µ+µ−) were theK− is missing. From

these candidates, 24 are considered as clones.

- 24 candidates have at least one final state originating from aprimary vertex, for exam-

ple:

λB0 → ν0J/ψ(1S)(→ µ+µ−)K̄∗0(892) and∆̄ → π0P̄ , with theK+ miss identi-

fied as aµ+ and theK− as aP . Of these candidates, 7 are clones of each other.

- 235 candidates have originate from same primary vertex, forexample:

B+ → K∗+(892)(→ π+K−γ)J/ψ(1S)(→ µ+µ−)φ(1020)(→ K+K−), with the

K+ miss identified as aπ+. Out of which 25 candidates are clones.

- 9 from different primary vertices:

J/ψ(1S)(→ µ+µ−),K−
1 (1270)(→ K−ω(782)) andK∗0(892)(→ π−K+). In this

example, each of the final state particles are correctly identified, but originate from

different decay fragments. out of the 9 candidates 2 are clones.

- 4 candidates are consider asbb̄ background, this includes for example:

B̄s(→ π+ρ−(770)ρ+(770)D−
s (→ πφ(1020)(→ K+K−))), andλB̄0

→ ρ̄−J/ψ(1S)(→
µ+µ−)K∗+(892).

A total of 278 candidates will be considered.

• 378 events are above the±50 MeV/c2 mass window:

- 3 candidates are considered as partially reconstructed background. This includes for

example:

B− → K∗
2 (1430)(→ π+K−)J/ψ(1S)(→ µ+µ−), with theK+ miss identified as

aµ+. None of the candidates there found to be clones.

- 49 of the candidates where considered as ghost, including:

J/ψ → µ+µ−, with both theK+ andK− missing. Out of these candidates, 11

where found to be clones of each other.

- 27 candidates are considered to have at least one final state originating from a primary

vertex. Of these candidates 7 are considered clones.

- 284 candidates have final states originating from the same primary vetices. Of these

candidates 27 are clones.
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- 11 candidates from different primary vertices, including:

Bs → π+K−K0J/ψ(1S)(→ µ+µ−γ) andf ′2(1525) → K+K−, with theK− miss

identified as aµ−. Of these candidates, no clones were found.

- 4 candidates are considered asbb̄ background, for instance:

B− → π−π+K−ηJ/ψ(1S)(→ µ+µ−) andB0 → D∗(2010)(→ π−D̄0(→ ω(782)K∗0(892)(→
π−K+)))π+π0η′, with theK− miss identified as aπ−. No clones where found here.

A total of 343 candidates will be considered.

C.3 Bd → J/ψ(µ+µ−)K⋆0 background

In theBd → J/ψ(µ+µ−)K⋆0 decay, it is physically possible for theK∗0 to decay via:

K∗0 → K+π−, or K∗0 → K0π0.

Following the Isospin(I), and itsz-component(Iz ), through each decay. It is possible to

deduce that theK∗0 will decay 2
3 of the time intoK+π− and 1

3 of the time intoK∗0 → K0π0. 1

However, in the GVTGENBd → J/ψ(µ+µ−)K⋆0 generated data sample3.2, theK∗0 has been

forced to decay 100% of the time intoK+π−.

Use will be made of the following decay to calculate theB
S ratio for this specific decay:

(
B

S

)

=
BF(b̄ → Bu,d,s)

BF(b̄ → B0
s )

BFspec
total

BFsignal
total

× ǫ
spec
θ

ǫsignal
θ

× ǫbkg
sel

ǫsignal
sel

×Fmass. (C.1)

where:

-. ǫspec
θ is the specific background fiducial acceptance requirement of the detector.

-. BF(b̄→ Bu,d,s) is the hadronization fraction of̄b into the specific hadronsBu,d,s); where,

b̄→ Bu = 38.9± 1.3 % and̄b→ Bd = 38.9± 1.3 %.

-. BFspec
total is the total branching fraction of the specific decay channelinto its final state.

-. ǫbkg
sel =

Nspec
sel

Nspec
gen

is the efficiency for selecting background events, whereN spec
sel is the spe-

cific number of background events selected andN spec
gen is the number of generated specific

background events analysed.

Following equation C.1 for theBd → J/ψ(µ+µ−)K⋆0 decay channel. Requiring the spe-

cific branching fraction to be:

1TheK0 will decay 50% of the time into aKL and the other 50% into aKS . However, due to the large boost of
theLHCb detector and the long decay length of theKL (cτ ∼ 7m in the lab frame [7]) only decay into theKs will
be seen.
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BFspec
Bd→J/ψ(µ+µ−)K⋆0 = BF(Bd → J/ψK∗0) × BF(J/ψ → µ+µ−, γ) × BF(K∗0 → K+π−),

= (6.04 ± 1.00) × 10−5,

BF(Bd → J/ψK∗0) = (1.33 ± 0.06) × 10−3,

BF(K∗0 → K+π−) =
2

3
,

BF(J/ψ → µ+µ−, γ) = BF(J/ψ → µ+µ−) + BF(J/ψ → µ+µ−γ) = (6.81 ± 1.10) × 10−2

(C.2)

leading to the specific branching fraction of (5.99 ± 1.0)×10−5 2

• 1163 events are found within the±50 MeV/c2 window:

- 236 events are considered as ghost events:B0 → K∗(892)(→ π+K−)J/ψ(1S)(→
µ+µ−) with theK+ missing in this instance. OrB0 → a0

2(1320)(→ π+ρ−(770)(→
π0π−)) with theK− mis-identified as aπ− and theK+ missing.

- 57 of the events are consider as being partially reconstructed, for instanceB0 →
K∗0(892)(→ π+K−)J/ψ(1S)(→ µ+µ−γ) with theK+ mis-identified as aπ+.

- 1 events is consider as a low mass background:

- 125 events are considered as reflections:B̃ → K∗0(892)(→ π+K−γ)J/ψ(1S)(→
µ−µ+) with theK+ identified as aπ+.

- 690 events originate from a Primary Vertex. An instance of this is the partially recon-

structed decay:B0 → K∗(892)J/ψ(1S)(→ µ+µ−) andφ→ K−K+.

- 2 event have final state originating from the same Primary Vertex, this includes for

example:K−
1 (1400) → π−K̃∗(820)(→ π+K−) with theK+ identified as aπ+

and both the muons are missing.

- 17 events come from different Primary Vertices:B0 → K∗(892)(→ π−K+)J/ψ(1S) →
µ+µ− andω(782) → π0π+π−γ with theK− identified as aπ−.

- 35 events are regarded as coming frombb̄ background, includingB0 → K∗(892)J/ψ(1S)(→
µ+µ−) andB̃0 → π−π+D+(→ π+φ(1210)(→ K+K−))D∗−

s (→ γD−
s (→ ν̄µµ

−φ(1020)(→
K+K−)))

• 1575 events are found below the±50 MeV/c2 mass window:

- 301 events are considered as ghosts, for example:

B0 → K∗0(892)(→ π−K+)J/ψ(1S)(→ µ+µ−), where theK− is missing.

- 73 of the events are consider as being partially reconstructed, for instance:

2without radiative corrections this becomes5.1 ± 10−5 which is the value quoted in the EVTGEN decay file.
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- 165 events are considered as reflections, including:

B̄0 → K∗0(892)(→ π−K+)J/ψ(1S)(→ µ+µ−γ), with theK− miss identified as

aπ−.

- 952 events are considered with final states originating froma primary vertex, for in-

stance:

B0 → K∗0(892)J/ψ(1S)(→ µ+µ−), where theK+ andK− are missing.

- 1 event is considered as have final state originating from thesame primary vertex, this

includes:

- 24 events are regarded as having final states originating from different primary vertices,

for example:

K̄∗0(892) → γπ+K−, K+
1 (1270) → π−π+K+ andρ+(770) → π0π+, where the

µ+, µ− andK+ are miss identified as aπ+,K+ andπ+ respectively.

- 59 events are regarded asbb̄ background, including:

B̄0 → K∗0(892)J/ψ(1S)(→ µ+µ−γ) andBs → ηρ+(770)π0π0D−
s (→ φ(1020)(→

K+K−)e−µe−γγ).

• 1385 events are found above the±50 MeV/c2 mass window:

- 258 events are considered as ghost, including:

B0 → J/ψ(1S)(→ µ+µ−γ)K∗0(892)(π−K+), with theK− missing.

- 72 of the events are considered as partially reconstructed,for instance:

B0 → J/ψ(1S)(→ µ+µ−γγ)K∗0(892) → π−K+, where theK− miss identified

as aµ−.

- 127 events are considered as reflections, including:

- 845 events where at lest one of the final states originate froma primary vertex. An

instance of this is the partially reconstructed decay:

barB0 → J/ψ(1S)(→ µ+µ−)K∗0(892) anda0
2(1320) → π−π+ω(782), with the

K+ miss identified withπ+ and theK− is missing.

- 2 event are considered as having final state originating fromthe same primary vertex,

this includes for example:

- 24 events are considered as having final states coming from different primary vertices,

including:

K∗0(892) → π−K+ andφ(1020) → K+K−, with theµ− missing and theµ+ miss

identified as aK+.

- 57 events are regarded asbb̄ background, including:

B0 → J/ψ(1S)(µ+µ−)K∗0(892) andB− → ω(782)(→ π+π−)ρ−(770)ρ−(770)K̄0D+,

with theK+ miss identified as aµ+ and theK− as aπ−.

225



APPENDIX C. BACKGROUND STUDIES TO BS → J/ψφ EVENTS

Bd → J/ψ(µ+µ−)K⋆0 Selection Summary

• from 3M events 4654 candidates where reconstructed within the wide mass window.

• Reconstructed candidates:

- ∼ 19% of these events were classified as ghosts.

- ∼ 60% of the events have final states originating from a primaryvertex.

- ∼ 10% of these events originate from reflections.

- ∼ 5% of these events occur as reflections.

• J/ψ(1S) andφ(1210) reconstructed candidates:

- ∼ 94% of the events contain aJ/ψ(1S) coming from aBd

- ∼ 6% of the events contained noJ/ψ(1S)’s.

- ∼ 1% of the events contain a trueφ(1210).

- ∼ 6% of the events contain a promptφ(1210).

- ∼ 92% of the events did not contain aφ(1210).

• Final states:

- ∼ 36% of final stateK− were identified asK−, ∼ 25% are mis-identified as aπ−, ∼
4% as aµ−, ∼ 5% as aP̄ while∼ 28% were not assocciated.

- ∼ 36% of the final stateK+ were identified asK+, ∼ 24% are mis-identified as aπ+,

∼ 4% as aµp, ∼ 5% as aP and 28% were not assocciated.

- ∼ 97% of the final stateµ− were identified asµ−, 1% as aπ− and∼ 2% were not

assocciated.

- ∼ 97% of the final stateµ+ were identified asµ+, ∼ 1% as aπ+ and∼ 2% have no

assocciation.

The specific background selection efficiency, assuming onlythe reconstructed events lying

within the broad mass window, is thenǫbkg
sel ∼ (38.2±1.13)×10−5 ; were the errors are statistical.

This leads to a specific background to signal ratio in the masswindow of:

(
B

S

)Bd→J/ψ(µ+µ−)K⋆0

Bs→J/ψφ

= (3.5 ± 1.4) × 10−3

︸ ︷︷ ︸

sig. win

. (C.3)

Including all events lying within the wide mass window this ratio becomes:

(
B

S

)Bd→J/ψ(µ+µ−)K⋆0

Bs→J/ψφ

= (9.6 ± 3.8) × 10−3 (C.4)

This ratio is small enough that we can neglect the specific background contribution coming

fromBd → J/ψ(µ+µ−)K⋆0 decays.
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D
Sensitivity studies withBs → J/ψφ

D.1 Results

The sensitivities are quoted as the RMS values (or the standard deviation) read from the distri-

butions of the fitted values. For each study we generated > 500Toy Monte Carlo experiments.

For those parameters let free during the fitting stage, we plotted the fitted value distribution, the

error distribution and the pull distribution. Figure D.1 summarises the results obtained from col-

umn (a) in Table 6.12. Figures D.2 to D.7 summarise the results obtained for each study done

for the one-angle and three-angle analysis and for the two physics parameters of interest∆Γs

and−2βs. We remind the reader that where the symbolφs appears in Figures D.2 to D.7 and

following Figures this is identically equal to−2βs

In addition, we summarise in Table D.1 the results obtained from column (a) and (b) given in

Table 6.12. We also summarise in Tables D.2 to D.5 the resultsobtained in all cases and for all

the parameters we fit for. First and second columns show the study performed and the parameters

we fit for. On the third column we have the RMS of the fitted valuedistribution and next to it its

corresponding error. The fifth column contains the mean value of the fitted error distribution (as

returned by MINUIT), followed by the scaled mean, i.e. the mean error multiplied by the width

of the pull distribution, and the corresponding error on themean error. Columns eight and nine

show the mean and width of the pull distribution. We also indicate the number of experiments

used for each study.
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Simultaneous fits Pull
Using Table 6.2 510 exps RMS RMS error Mean Scaled mean Mean error Mean Width

Γ̄s 0.00332 0.000104 0.00336 0.00333 0.000008 -0.096 0.991
∆Γs 0.0106 0.00033 0.01126 0.0108 0.000036 0.0494 0.957
R⊥ 0.00452 0.00014 0.00465 0.0045 0.00003 0.052 0.981
R0 0.0042 0.00013 0.0044 0.0042 0.00001 -0.049 0.96
∆ms 0.0502 0.00157 0.0553 0.051 0.00043 0.0173 0.926
δ1 0.01064 0.00033 0.0113 0.011 0.000034 0.049 0.957
δ2 0.123 0.00386 0.1368 0.145 0.0014 -0.066 1.06
−2βs 0.0366 0.0011 0.0358 0.0365 0.0000051 -0.0553 1.025

Using Table 6.11 556 exp
Γ̄s 0.00362 0.00011 0.00343 0.0035 0.0000065 0.024 1.025
∆Γs 0.0117 0.00035 0.0116 0.0117 0.000025 -0.0306 1.011
R⊥ 0.00471 0.00014 0.00476 0.00478 0.0000153 0.0411 1.004
R0 0.00439 0.00013 0.0045 0.0044 0.0000126 -0.0054 0.984
∆ms 0.0408 0.00122 0.0451 0.041 0.00025 0.081 0.916
δ1 0.0912 0.00274 0.1029 0.094 0.000544 0.0729 0.9128
δ2 0.107 0.0032 0.115 0.117 0.00087 0.0563 1.016
−2βs 0.0301 0.0009 0.0308 0.0304 0.0000369 -0.0019 0.99

Table D.1: Three-angle analysis: results of simulataneousfits with tagged data from Table 6.12.
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Simultaneous fits
Ideal 1336 exps Pull

RMS RMS error Mean Scaled mean Mean error Mean Width
Γ̄s 0.00358 0.00007 0.00354 0.003555 0.000005 0.0345 1.0030
∆Γs 0.01356 0.00026 0.01324 0.013531 0.000017 -0.0033 1.0220
R⊥ 0.00514 0.00010 0.00524 0.005131 0.000003 0.0310 0.9790

Resolution 1808 exps Pull
RMS RMS error Mean Scaled mean Mean error Mean Width

Γ̄s 0.00359 0.00006 0.00354 0.003599 0.000004 -0.0329 1.0160
∆Γs 0.01353 0.00023 0.01322 0.013577 0.000014 0.0488 1.0270
R⊥ 0.00523 0.00009 0.00524 0.005236 0.000003 -0.0435 1.0000

Background 715 exps Pull
RMS RMS error Mean Scaled mean Mean error Mean Width

Γ̄s 0.00354 0.00009 0.00359 0.003548 0.00001 -0.0445 0.9877
∆Γs 0.01348 0.00036 0.01356 0.013529 0.00002 0.0287 0.9977
R⊥ 0.00570 0.00015 0.00578 0.005697 0.00001 -0.0337 0.9852

Table D.2: One-angle analysis: simultaneous fits with untagged data in all four studies
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Simultaneous fits
Ideal 1257 exps Pull

RMS RMS error Mean Scaled mean Mean error Mean Width
Γ̄s 0.00355 0.00007 0.00354 0.003541 0.000005 0.0054 1.0010
∆Γs 0.01317 0.00026 0.01322 0.013246 0.000017 0.0232 1.0020
R⊥ 0.00515 0.00010 0.00524 0.005111 0.000002 0.0360 0.9759
−2βs 0.02292 0.00046 0.02296 0.022852 0.000012 0.0379 0.9953

Resolution 1251 exps Pull
RMS RMS error Mean Scaled mean Mean error Mean Width

Γ̄s 0.00349 0.00007 0.00354 0.003479 0.000005 -0.0118 0.9841
∆Γs 0.01300 0.00026 0.01321 0.013048 0.000012 0.0448 0.9877
R⊥ 0.00518 0.00011 0.00523 0.005173 0.000003 -0.0118 0.9886
−2βs 0.02611 0.00052 0.02633 0.026043 0.000014 -0.0580 0.9891

Background 1003 exps Pull
RMS RMS error Mean Scaled mean Mean error Mean Width

Γ̄s 0.00371 0.00008 0.00360 0.003789 0.00001 0.0368 1.0520
∆Γs 0.01423 0.00032 0.01360 0.014770 0.00003 -0.0521 1.0860
R⊥ 0.00595 0.00013 0.00581 0.005985 0.00001 0.0796 1.0300
−2βs 0.02691 0.00060 0.02848 0.026905 0.00003 -0.0336 0.9447

Table D.3: One-angle analysis: simultaneous fits with tagged data in all four studies
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Simultaneous fits
Ideal 866 exp Pull

RMS RMS error Mean Scaled mean Mean error Mean Width
Γ̄s 0.002555 0.000061 0.002555 0.002552 0.000001 0.017 0.999
∆Γs 0.007439 0.000179 0.007497 0.007454 0.000003 -0.010 0.994
R⊥ 0.003044 0.000073 0.003007 0.003043 0.000001 -0.019 1.012
R0 0.002394 0.000058 0.002358 0.002393 0.000000 0.021 1.015

Resolution 589 exp Pull
RMS RMS error Mean Scaled mean Mean error Mean Width

Γ̄s 0.002714 0.000079 0.002552 0.002710 0.000002 -0.082 1.062
∆Γs 0.007491 0.000218 0.007492 0.007507 0.000004 0.043 1.002
R⊥ 0.002978 0.000087 0.003008 0.002978 0.000001 0.000 0.990
R0 0.002316 0.000076 0.002358 0.002315 0.000054 0.040 0.982

Background 1653 exp Pull
RMS RMS error Mean Scaled mean Mean error Mean Width

Γ̄s 0.002778 0.000048 0.002693 0.002779 0.000001 0.020 1.032
∆Γs 0.008137 0.000142 0.007875 0.008135 0.000003 0.003 1.033
R⊥ 0.003498 0.000061 0.003468 0.003499 0.000000 0.010 1.009
R0 0.002636 0.000046 0.002649 0.002635 0.000000 -0.031 0.995

Table D.4: Three-angle analysis: simulataneous fits with untagged data in all four studies
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Simultaneous fits Pull
Ideal 630 exps RMS RMS error Mean Scaled mean Mean error Mean Width

Γ̄s 0.002484 0.000070 0.002567 0.002483 0.000002 -0.030 0.967
∆Γs 0.007506 0.000212 0.007516 0.007508 0.000004 0.004 0.999
R⊥ 0.003167 0.000089 0.003083 0.003172 0.000003 -0.140 1.029
R0 0.002479 0.000070 0.002353 0.002482 0.000001 0.014 1.055
δ1 0.071050 0.002002 0.065100 0.074149 0.000348 -0.104 1.139
δ2 0.064230 0.001810 0.061640 0.066633 0.000288 0.006 1.081
−2βs 0.018870 0.000530 0.019140 0.019092 0.000013 0.024 0.998

Resolution 592 exps RMS RMS error Mean Scaled mean Mean error Mean Width
Γ̄s 0.002464 0.000072 0.002560 0.002461 0.000002 -0.085 0.961
∆Γs 0.007349 0.000214 0.007512 0.007360 0.000005 0.052 0.980
R⊥ 0.003077 0.000089 0.003094 0.003086 0.000004 -0.161 0.997
R0 0.002429 0.000071 0.002351 0.002431 0.000001 0.016 1.034
δ1 0.079550 0.002312 0.070530 0.083084 0.000308 0.039 1.178
δ2 0.071110 0.002067 0.067390 0.072983 0.000268 0.014 1.083
−2βs 0.021480 0.000624 0.021660 0.021554 0.000029 -0.014 0.995

Background 1110 exps RMS RMS error Mean Scaled mean Mean error Mean Width
Γ̄s 0.002701 0.000057 0.002697 0.002705 0.000001 -0.021 1.003
∆Γs 0.007901 0.000168 0.007873 0.007897 0.000004 0.055 1.003
R⊥ 0.003507 0.000074 0.003551 0.003508 0.000003 -0.143 0.988
R0 0.002666 0.000057 0.002642 0.002668 0.000001 0.012 1.010
δ1 0.082620 0.001753 0.077000 0.086548 0.000249 -0.030 1.124
δ2 0.074720 0.001586 0.072810 0.076742 0.000197 0.012 1.054
−2βs 0.022250 0.000472 0.002283 0.002256 0.000026 0.040 0.988

Table D.5: Three-angle analysis: simulataneous fits with tagged data in all four studies
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APPENDIX D. SENSITIVITY STUDIES WITH BS → J/ψφ

D.2 Angular acceptance studies
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(d) 500 MeV/c p⊥ cut

Figure D.8: EVTGEN study of the angular acceptance distribution for θtr, as a function of ap⊥
cut on: (left) both muons and kaons, (middle) muons only and (right) kaons only.
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D.2. ANGULAR ACCEPTANCE STUDIES
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(a) 600 MeV/c p⊥ cut
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(b) 700 MeV/c p⊥ cut
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(c) 750 MeV/c p⊥ cut
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(d) 800 MeV/c p⊥ cut
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(e) 900 MeV/c p⊥ cut

Figure D.9: EVTGEN study of the angular acceptance distribution for θtr, as a function of ap⊥
cut on: (left) both muons and kaons, (middle) muons only and (right) kaons only.
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Figure D.10: EVTGEN study of the angular acceptance distribution forθtr, as a function of ap⊥
cut on: (left) both muons and kaons, (middle) muons only and (right) kaons only.
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D.2. ANGULAR ACCEPTANCE STUDIES
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(a) 200 MeV/c p⊥ cut
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(b) 300 MeV/c p⊥ cut
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(c) 400 MeV/c p⊥ cut
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(d) 500 MeV/c p⊥ cut

Figure D.11: EVTGEN study of the angular acceptance distribution for φtr, as a function of a
p⊥ cut on: (left) both muons and kaons, (middle) muons only and (right) kaons only.
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APPENDIX D. SENSITIVITY STUDIES WITH BS → J/ψφ
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(a) 600 MeV/c p⊥ cut
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(b) 700 MeV/c p⊥ cut
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(c) 750 MeV/c p⊥ cut
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(d) 800 MeV/c p⊥ cut
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(e) 900 MeV/c p⊥ cut

Figure D.12: EVTGEN study of the angular acceptance distribution for φtr, as a function of a
p⊥ cut on: (left) both muons and kaons, (middle) muons only and (right) kaons only.
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D.2. ANGULAR ACCEPTANCE STUDIES
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(a) 1000 MeV/c p⊥ cut
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(c) 1150 MeV/c p⊥ cut

Figure D.13: EVTGEN study of the angular acceptance distribution for φtr, as a function of a
p⊥ cut on: (left) both muons and kaons, (middle) muons only and (right) kaons only.
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APPENDIX D. SENSITIVITY STUDIES WITH BS → J/ψφ
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(a) 200 MeV/c p⊥ cut
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(b) 300 MeV/c p⊥ cut
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(c) 400 MeV/c p⊥ cut
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(d) 500 MeV/c p⊥ cut

Figure D.14: EVTGEN study of the angular acceptance distribution for θphi, as a function of a
p⊥ cut on: (left) both muons and kaons, (middle) muons only and (right) kaons only.
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D.2. ANGULAR ACCEPTANCE STUDIES
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(a) 600 MeV/c p⊥ cut
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(b) 700 MeV/c p⊥ cut
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(c) 750 MeV/c p⊥ cut
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(d) 800 MeV/c p⊥ cut
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Figure D.15: EVTGEN study of the angular acceptance distribution forθφ, as a function of ap⊥
cut on: (left) both muons and kaons, (middle) muons only and (right) kaons only.
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Figure D.16: EVTGEN study of the angular acceptance distribution forθφ, as a function of ap⊥
cut on: (left) both muons and kaons, (middle) muons only and (right) kaons only.
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D.3 p⊥ studies with three decay angles
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Figure D.17: Shown in the left-hand plots is the mean fit valuefor Γ̄s using 75 EVTGEN data
samples, obtain from a full angular fully tagged the simultaneous fit. The corresponding plots
on the right-hand side shows the bias in the fitted value. The top plots illustrate the effect of
applying ap⊥ cut on both muons and kaons. The middle plot show the effect for thep⊥ cut on
muons only, while the bottom set of plots shows thep⊥ effect on kaons only. The error bars
shown at 100, 750, 1200GeV/c show the standard error.
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Figure D.18: Shown in the left-hand plots is the mean fit valuefor ∆Γs using 75 EVTGEN data
samples, obtain from a full angular fully tagged the simultaneous fit. The corresponding plots
on the right-hand side shows the bias in the fitted value. The top plots illustrate the effect of
applying ap⊥ cut on both muons and kaons. The middle plot show the effect for thep⊥ cut on
muons only, while the bottom set of plots shows thep⊥ effect on kaons only. The error bars
shown at 100, 750, 1200GeV/c show the standard error.
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Figure D.19: Shown in the left-hand plots is the mean fit valuefor R⊥ using 75 EVTGEN data
samples, obtain from a full angular fully tagged the simultaneous fit. The corresponding plots
on the right-hand side shows the bias in the fitted value. The top plots illustrate the effect of
applying ap⊥ cut on both muons and kaons. The middle plot show the effect for thep⊥ cut on
muons only, while the bottom set of plots shows thep⊥ effect on kaons only. The error bars
shown at 100, 750, 1200GeV/c show the standard error.
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Figure D.20: Shown in the left-hand plots is the mean fit valuefor R0 using 75 EVTGEN data
samples, obtain from a full angular fully tagged the simultaneous fit. The corresponding plots
on the right-hand side shows the bias in the fitted value. The top plots illustrate the effect of
applying ap⊥ cut on both muons and kaons. The middle plot show the effect for thep⊥ cut on
muons only, while the bottom set of plots shows thep⊥ effect on kaons only. The error bars
shown at 100, 750, 1200GeV/c show the standard error.
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D.4 ωtag and the Strong phases

Figures D.21 to D.22 show the results of 100 toy MC studies each containing 100,000 tagged

events. In these studies,−2βs was set to -0.8 and the strong phases to two different sets:

[π/4, 3π/2] and [-0.46, 2.92] as motivated byJ/ΨK∗ decays [19, 91]. In these studies the

following set of parameters were let free:{Γ̄s,∆Γs,R⊥,R0,δ1,δ2,−2βs,ωtag}, while ∆ms was

fixed. All parameters, unless indicated above, were initially set to their nominal value as de-

scribed in Section 3. In the studies we found the fits well behaved, meaning the fitted value for

almost all parameters was close to its generated value. We also found the Log Likelihood (LL)

scans parabolic, apart for the deltas.
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Figure D.21: Fit distributions forωtag. In this caseδ1 = π/4 andδ2 = 3π/2. Shown are (i)
central value (ii) Minuit error (iii) pull distribution (iv) 5 different Log Likelihood (LL) scans.
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Figure D.22: Fit distributions forδ1. In this caseδ1 = π/4 andδ2 = 3π/2.Shown are (i) central
value (ii) Minuit error (iii) pull distribution (iv) 5 different LL scans.
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Figure D.23: Fit distributions forωtag. In this caseδ1 = −0.46 andδ2 = 2.92. Shown are (i)
central value (ii) Minuit error (iii) pull distribution (iv) 5 different LL scans.
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Figure D.24: Fit distributions forδ2. In this caseδ1 = −0.46 andδ2 = 2.92. Shown are (i)
central value (ii) Minuit error (iii) pull distribution (iv) 5 different LL scans.
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E
Optimisation ofBs → J/ψφ events

E.1 The Fisher

Suppose the result of measuring an individual event is a vector of attributes,~x = x1, . . . , xn

where:

x1 = number of muons,

x2 = meanPt of muons,
...

xn = J/ψ mass.

The collection of attributes will follow some n-dimensional probability distribution function

(p.d.f) which depends on the type of events. If the events aresignal like (Bs → J/ψφ) or

background like (prompt-J/ψ) for instance. Assuming the p.d.f, labelled byf , depends on two

categories which determines whether it is signal-or-not such that,f(~x|H0) andf(~x|H1) can be

defined. HereH0 is the signal category andH1 is the background category. If we now consider

selecting events of typeH0, that is to say signal events, the question arises how to efficiently

find the multidimensional boundary in order to accept eventsbelonging to this type. The Fisher

linear discriminate seeks this discriminate by projectingthe multidimensional space onto a line.

A cartoon of this idea is shown in Figure E.1.

With a discriminate such as the Fisher a test statistic,yF i, can be constructed which compact-

ifies, or projects, the data down into lower dimensions1 without losing the ability to discriminate

between categories in the multidimensional space. P.D.Fs for each categories can then be con-

structed, which depend on the test statistic, namelyg(t|H0) andg(t|H1). The boundary decision

between the hypothesis then depends on a single cut onyF i. This effectively divides the sam-

ple space into two regions as shown in the left-hand plot in Figure E.2, which either accepts or

1in the case of the Fisher linear discriminate, this will be the projection onto a line.
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x i

x j

H1�Background �

H0�Signal �
accept

Lineof separation

Figure E.1: Linear boundary decision, shown in green. The distribution of signal-like events is
coloured in red, whilst that of background like events is coloured in blue.

rejectsH0. In general, the Fisher discriminate makes use of the following linear test statistic,

yF i(i) =

n∑

k=1

Fkxk(i) (E.1)

WhereyF i(i) is the projection for theith event in then-dimensional data set onto the line in the

direction of ~F . The job now is to calculate the coefficients,F0 . . . Fn and thus the direction of

the line that maximises the separation between the p.d.fs. This can be achieved by maximising

following,

J(~F ) =
|(µH0 − µH1)|2
σ2
H0

+ σ2
H1

, (E.2)

Where the sample means are defined as:

µD = ~F · ~m =
1

ND

ND∑

~xj=1

n∑

k=1

Fkx
j
k, (E.3)

with D ∈ {H0,H1}. As illustrated in the right-hand plot in Figure E.2,µH0,1 andσ2
H0,1

are

the mean and standard deviation of theH0 andH1 category respectively. From equation (E.2),

classification of the events into signal and background relies on the mean of each projected class

being far apart from each other, whilst at the same time minimising the standard deviation of
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each class.

x j

x i

t

acceptreject �a

g �t �

�B �S

�B �S

Figure E.2: (Left) Illustration of how the signal (H0) and background (H1) sample spaces could
look projected onto the test statistict. (Right) The test statistic can then be used to discriminate
signal from background, where the quality of the separationis given by equation (E.2).

To obtainJ(·) as an explicit function of~F , we introduce the scatter matricesSSSW andSSSB by:

SSSi =
n∑

x=1

(x−mi)(x−mi)
t,

wherei ∈ {H0,H1}. The sum of the two sample variances, or scatter projection of the two

samplesσ2
H0

andσ2
H1

can be written as,

σ2
H0

+ σ2
H1

= ~F tSSSW ~F = ~F t(SSSH0 +SSSH1)
~F .

Similarly, the separation of the projected means obeys:

(µH0 − µH1)
2 = ~F tSSSB ~F ,

with SSSB=(mH0 −mH1)(mH0 −mH1)
t. The matrixSSSW is called the within-class scatter matrix.

It is proportional to the sample covariance matrix (CCC) for the pooled n-dimensional data.SSSB is

called the between-class scatter matrix. In terms ofSSSW andSSSB , the criterion functionJ(·) can

be written as:

J(~F ) =
~F tSSSB ~F

~F tSSSW ~F

The direction of~F that maximisesJ(·) is then given by:

~F = SSS−1
W (mH0 −mH1).
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The specific definition of the Fisher discriminant for classifying theith even is given by:

yF i(i) = F0 +

n∑

i=0

Fkxk(i). (E.4)

WhereFk are the Fisher coefficients2 andF0 the offset3.

2are given by:

Fk =

p

NH0
NH1

NH0
+NH1

n
X

p=0

SSS−1
W,pk(µmH0 ,k −mH1,k),

3designed to set the sample meanȳFi of all (NS +NB) the events to zero.
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E.2 Artificial Neural Networks (ANN)

Artificial Neural Networks (ANN)s are widely used in particle physics providing a powerful

method to separate signal data from its background. The D0 collaboration for instance, have

been using ANNs extensively in single top quark searches [99, 100].

ANNs are artificial learning algorithms, and as such rely heavily on a computers memory.

Within a digital computer: a number, name of a person or theirface say, is stored in its memory

as a string of bits associated to a particular address. To retrieve a memory location we need to

know this address, which tells us nothing of the contents of the memory itself. This is the prob-

lem with an address-based memory system, one cannot read from memory cell without knowing

its address. For example, given half a memory say someones face, we cannot recover the other

half, say their name, unless we have that memory address. Theother problem with address-based

memory is that it is not robust. If one-bit is missing in the address then a completely different

memory location will be retrieved. Biological memory systems however are just the opposite.

They are associative: given a persons name, we can often recall their face or vice versa. Mem-

ories can be recalled spontaneously and not just upon request. We can often recover the correct

memory given partial clues. For instance, if asked to recallthe name connected with the follow-

ing prompt: “A current head of state and diligent spokesperson who has represented a Northern

hemisphere superpower for the past 10 years”. Many people will mention president George W.

Bush, even though this statement contains errors. Memoriespersist in our brain even if there

in a continuous state of change; cells and proteins within the cells are continuously changing,

becoming damaged, or destroyed, by natural processes.

Biological memory systems are therefore parallel, distributive (throughout our brain) and robust.

It is these properties that have motivated the study of ANNs.The goal is to simulate on a com-

puter a parallel distributive system of many interactive elements to correctly recall a response

given some initial stimulant. This effectively defines whatwe consider as a ANN, which is any

simulated collection of connected neurons, with each neuron producing a response to a given set

of input variables. Supplying the variables to the input neurons puts the network into a defined

state that can be measured from the response of one or more of the output neurons.

An ANN behaviour is determined by the output layer of neutrons, the weights of the inter-

neuron connections, and by the response of the neurons to theinput given by the neuron response

functionρ. ANNs are commonly divided into two classes:

• Supervised neural networks: Where the ANNs are trained on a set of input-output

pairs such that the network learns to model the dependency between them. In the case of

MultiLayer Perceptrons (MLP), the training step is designed to optimise all the weights

and biases, given in equation (E.5), to their optimal value for a given input-output pair

(s(t),x(t)); with the criterion optimised typically
∑

t |f(s(t)| − x(t))2.
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• Unsupervised neural networks: These are ANNs that are trained using a set of example

datasets. The ANN’s are then simply required to memorise thedata in such a way that the

examples can be recalled later. These networks are intendedto discover ’patterns’ in the

data or underlying features from the examples.

One of the most common ANNs used is the supervised multilayernetwork, such as the

MultiLayer Perceptron (MLP). This is a feedforward network, which implies all connections

’flow’ in a single direction such that the network forms an acyclic graph as shown in Figure

E.4. This network realise of the functionality of a basic perceptron, shown in Figure E.3. The

basic idea of a simple perceptron is to map the neuron inputs,yl1, . . . , y
l
n, onto a neuron output.

This is achieved by using the neuron response functionρ. This function can be separated into a

Rn 7→ R function4 κ and aR 7→ R neuron activation function5 α, such thatρ = ακ̇. This is

mathematically written as:

ylj = ρ = ακ̇ = α

(

wl−1
0j

n∑

i=1

yl−1
i wl−1

i

)

(E.5)

wherewl−1
ij andyl−1

i denote the input weights and variables of thel−1 layer into thejth neuron,

whilewl−1
0j denotes the bias on thel − 1 layer.

Single perceptrons are used as building blocks to larger structure including the MLP. This

network has input neurons, hidden neurons and output neurons arranged into layers: the first

layer of a MLP being called the input layer, the last one beingcalled the output layer, and

all others being called hidden layers. The most common multilayer perceptrons have a single

hidden layer, and are known as ’two-layer’ networks; the number of layers being counted as

the number of neuron layers not including the input layer. For a classification problem (such

as discriminating signal from background) withn input variables and 2 output classes. The

input layer consists ofn neurons that hold the input valuesx1 . . . xn, and one neuron in the

output layer that holds the output variable, the neural net estimator6 yANN . Each directional

connection between the output of one neuron and the input of another has an associated weight.

The value of the output neuron is multiplied with the weight to be used as input value for the next

neuron. Optimisation of the output neuron is obtained during the training cycle. Here weights

initially randomised during the first training cycle (or epoch), are adjusting using a supervised

learning algorithm, until optimisation of the output neuron is achieved. The output from the

4this is effectively a linear combination of the input weights such that:

κ : (yl1, . . . y
l
n|wl0j , . . . wlnj) → wl0j +

Pn
i=1 y

l
iw

l
ij . As this function connects the weights and variables in a given

layer together and transmits the result to an activation function, it is often called the synapses function, in analogy
with neurobiology.

5Commonly used activation functions include the Heaviside step, Sigmoid or the Tanh functions. These functions
are convenient since they are close to linear near the origin, while saturating quickly away from the origin. This allows
the MLP network to model well both strongly and mildly nonlinear mappings.

6If two neurons were used in the output layer one for signal andthe other for background, their output values
would beyANN and1 − yANN , respectively.
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MLP; with a single hidden layer, Tanh activation function, and a linear output layer can be

written mathematically as:

yANN (i) =

nh∑

j=1

y
(2)
j w

(2)
jl =

nh∑

j=1

tanh

(
n∑

k=1

xk(i)w
(1)
kj

)

· w(2)
j1 , (E.6)

wheren andnh the number of neurons in the input layer and hidden layer respectively,w(l)
kj is the

weight between input layer neuroni and hidden-layer neuronj, andw(2)
j1 is the weight between

the hidden layer neuronj and the output neuron.

The training cycle then enters the learning stage, where thenetwork is supplied withn train-

ing eventsxa = (x1, . . . , xn)a, a = 1, . . . n. For each training event the neural network output

yANN , a is calculated and compared to the desired output7 ŷa ∈ {1, 0} (1 for signal events, 0 for

background events). This then feeds into an error function,

Error(x1, . . . . . . , xn|w) =
n∑

a=1

Ea(xa|w) =
N∑

a=1

1

2
(yANN,a − ŷa)

2, (E.7)

which measures the level of agreement between the networks response and the desired one. In

equation (E.7),w denotes the set of adjustable weights in the network. Network weights are

adjusted in order to reduce the value of the error function, and the next epoch begins. After each

epoch, the network is run on a set of independent signal and background events and the error

function is recalculated. The procedure is repeated until the error function reaches a threshold8.

Some drawbacks are that they are relatively slow to train andthat the set of weights are

sensitive to the training events (different training samples may lead to different sets of weights,

although they may have similar performance).

7For an output of 0 or 1, use of a heavyside synapses function should be used.
8This early stopping technique avoids over-training, whichhappens when the training error improves while the

testing error starts to go up again. At this point the networkloses part of its generalisation power as it has learnt too
much about specific events in the training sample.
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Figure E.3: Single perceptron,j, in thelth layer with 3 input connects, carrying a weightwl−1
ij ,

and a biaswl−1
0j , which fixed to a constant,+1 and feeds into each neuron otherthan the input

neurons.
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Figure E.4: MultiPerceptron Layer with one hidden layer. The input variables to the input neu-
rons (1st layer) are denotedxi, the output of each input neuron isy1

i and the weight associated to
each input neuron isw1

ij, wherej denotes thejth next neuron layer (in this example the hidden
layer). The response of each neuron in the final hidden layer is then fed into the output neuron
y3
1, which given the ANNs respose.
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E.3 Boosted Decision Tree

In order to discuss the AdaBoost algorithm, let us assume thefollowing:

- For the first decision tree there are a total ofN events in the sample with the weight of

each set to1
N .

- ~x is the set of variables for theith event.

- yi equals 1 if theith event is a signal event and -1 if the event is a background event.

- wi is the weight of theith event.

- Themth trees decision:Tm,i(~x) equals 1 if the set of variables for theith event lands

on a signal leaf andTm,i(~x) equals -1 if the set of variables for that event lands it on a

background leaf.

- The conditionI(yi 6= Tm,i(~x)) equals 1 ifyi 6= Tm,i(~x) and 0 ifyi = Tm,i(~x).

With the AdaBoost algorithm we then define for the(m− 1)th tree the misclassified rate:

errm−1 =

∑N
i=1WiI(yi = Tm−1,i(~x))

∑N
i=1Wi

. (E.8)

The misclassified rate, err, for this tree is then used to modify the event sample in the next

tree. This happens since the event weights in this new sampleare modified using the previously

misclassified events. This is achieved by multiplying the events by a common boost weighting

factorα, which is derived from the misclassified rate err of the previous tree such that:

αm = ln

(
1 − errm−1

errm−1

)

, (E.9)

which changes the weight of each event in the new tree,

wi → wi × eαmI(yi 6=Tm,i(~x)) (E.10)

The entire event sample is then renormalised to keep the total number of events in the tree, that

is the sum of weights, constant:

wi →
wi

∑N
i=1Wi

. (E.11)

The resulting event classificationyBDT(~x) for the boosted classifier is then given by,

yBDT(~x) =

NTrees∑

i=1

αi · Ti(~x). (E.12)
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Small values foryBDT(~x) (values tending towards -1) indicate a background-like events, while

large values (values tending towards 1) indicate signal-like events.

E.4 MultiVariate Visualisation (MVV)

E.4.1 Parallel Coordinates (PC)

The scatter diagram is one of the most fundamental techniques for visualising data. It allows

the eye to detect such structures in data as linearity, clustering, outliers and so on. However,

scatter plots do not generalise readily beyond three dimensions and new approaches to visually

representing multivariate data must be found.

Rather than adopting the approach of a scatter diagram, which preserves the orthogonality

of the n-dimensional co-ordinate axes, the approach taken by the visualisation technique Parallel

Coordinates, is to draw the axes parallel to each other at equidistances apart. A data vector ofn

attributes (x1,x2,. . . ,xn) is created by plottingx1 on axis 1,x2 on axis 2, and so on through to

xn on axisn, as illustrated in Figure E.5. These points are joint by a line such that each line on

the Parallel Coordinate diagram represents and point in then-dimensional space: we thus obtain

a point-line duality between the two techniques [118].

x1 x2 x3 x4
x5 xn

...

Figure E.5: Parallel coordinate representation of two n-dimensional points.

It is also possible to transform other objects for the usual Cartesian coordinates onto Parallel

Coordinates. Consider a lineL in the Cartesian coordinate plane given by:y = mx + b, and

consider two points lying on that line, say(a,ma+b) and(c,mc+b) and illustrated in E.6. Next

consider thexy Cartesian axes mapped into thexy parallel axes and superimpose the Cartesian

coordinate axestu on thexy parallel axes so that they parallel axis has the equationu = 1. The

point (a,ma + b) in thexy Cartesian system maps into the line joining(a, 0) to (ma + b, 1) in
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the tu coordinate axes. Similarly,(c,mc + b) maps into the line joining(c, 0) to (mc + b, 1).

These two lines intersect at a point (in the tu plane) given byL̄: [b(1 −m)−1, (1 −m)−1]. Thus

L is the dual ofL̄, giving the duality that points in Cartesian coordinates map into lines in Par-

allel Coordinates and lines in Cartesian coordinates map into points in Parallel Coordinates. For

0 < (1 −m)−1 < 1, m is negative and the intersection occurs between the Parallel Coordinate

axes, so for negatively correlated data lines tend to intersect between Parallel Coordinate axes.

Form = −1, the intersection is exactly midway. In the highly positively correlated data, the

case where(1 − m)−1 < 0 or (1 − m)−1 > 1, lines tend to be parallel between the Parallel

Coordinate axes, as shown in Figure E.7.

There are two further dualities. Rotation in Cartesian coordinates becomes translations in

Parallel Coordinates and vice versa and points of inflectionin Cartesian space become cusps9 in

Parallel Coordinate space and vice versa.

x

y

�a,ma�b�

�c ,mc�b�

x ,t

y

�a,0�

�ma�b,1�

u

�c ,0�

�mc�b ,1�

Figure E.6: Cartesian and Parallel Coordinate plots of two points. Thetu Cartesian coordinates
system is superimposed on thexy parallel coordinate system.

Uncorrelated data is also clearly visible seen in Parallel coordinates. If our data set was com-

pletely uncorrelated, we would expect the two-dimensionalscatter diagram to fill substantially a

circumscribing circle, the outline being in general an (point) ellipse. The corresponding Parallel

coordinate transformation would in general be a (line) hyperbola with a (point) hyperbola as en-

velope, as shown in Figure E.8.

Clustering is also easily diagnosed in Parallel Coordinates. Figure E.9 (a) illustrate the sep-

aration of data in both x and y, while (b) shows the separationonly in the x coordinate. Since

Parallel Coordinate axes represent one-dimensional projections of the data, separation on any

axis represents a view of the data that allows the detection of clustering. Due to the connect-

edness of the multidimensional Parallel Coordinate diagram, it is usually easy to see whether

9a point at which a curve crosses itself and at which the tangent of two lines coincide.
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X1

X2

X4

X5

X6

Perfect positivecorrelation�=�1

perfect negativecorrelation�=�1

Figure E.7: Parallel Coordinates of six dimensional data illustrating the correlation of data: per-
fect positive correlation between axis, or dimensions,x1 andx2, while perfect negative correla-
tion is shown between axisx5 andx6.

x1

x2 x1
x2

Figure E.8: Cartesian plot of points forming a two-dimensional ellipse and its transformation
into Parallel coordinate; a line hyperbola with a point hyperbola as an envelope.

the clustering propagates through other dimensions. Figure E.9 (c) indicates the appearance of

three clusters in both Cartesian plots and Parallel Coordinate plots. In neither projection do these

clusters separate.
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Figure E.9: (a) Clustering of data in Parallel Coordinates (right hand plots) that is separated in
bothx andy axis (conventional Cartesian plots shown on the left). (b) Clustering of data that is
separated in thex but not in they coordinate. (c) Clustering of data that is separated in neither
projection.
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E.5 MultiVariate analysis software

The Fisher

The following set of options given in Table E.1 where set whenusing the linear discriminant.

Option value Description
NbinsMVAPdf 10 Number of bins used for the p.d.fs of the classifier output

NsmoothMVAPdf 1 Number of smoothing iterations used per p.d.f

Table E.1: TMVA options for the Fisher classifier.

Performance

The Fisher discriminant depends (in-part) on the mean of each variable distribution for signal

and background. This means in the situation where the samplemeans are the same, the Fisher

gives very little discriminating power; even if the distributions are very different. If this situation

is found, an improvement to the Fisher can be achieved by performing a transformation on the

variables. For example, consider the idealistic situationfor the Fisher discriminant, where the

variables for signal and background have the following distribution shown in Figure E.10. On

the contrary, the performance of the Fisher is seriously degraded if the variable distribution are

similar to that shown in Situation 2; the middle plot of Figure E.10, where the variable means

for signal and background are now identical. Situation 2 canbe improved by first performing the

transformation:

x′S = |µS − xS | , x′B = |µB − xB|

Performing this transformation leads to improved discrimination, as shown in the bottom

plot of Figure E.10; the means for signal and background havenow been shifted with respect

to Situation 2. In the current study under investigation, many variables suffer the problem of

their signal and background distribution means overlapping. From Figure E.16 for instance, it

can be seen that the decays anglesθtr andφtr, and theJ/ψ mass have overlapping signal and

background means. For these variables, the Fishers performance could be enhanced by taking

the absolute value of these variables.

In certain cases. In particular when the discriminating variables are Gaussian distributed with

linear correlation, the Fisher discriminate can compete with the Likelihood and the non-linear

classifiers.

270



E.5. MULTIVARIATE ANALYSIS SOFTWARE

x

�S �B

=⇒ Situation 1: Ideal for the Fisher

x

�S ,B

=⇒ Situation 2: Bad for the Fisher

x
�S �B

=⇒ Situation 3: Transformation of situation 2

Figure E.10: Three situations for discriminating signal (red) and background (blue) using the
Fisher discriminant. Situation 1 is ideal for the Fisher discriminant, since the signal and back-
ground distributions are well separated. The variable distribution in Situation 2, where the signal
and background distributions overlap, is problematic for the Fisher discriminant. The variable
distribution in Situation 2 is improved in Situation 3 by performing the variable transformation
given in equation (E.13).

Likelihood and Decorrelated Likelihood

Both TMVA’s Likelihood classifiers where used with the following options given in Table E.2:

Performance

Parameter based discriminators, including the Likelihood, can achieve good separation power

when model inaccuracies can be removed. Inaccuracies includes correlations between input
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Option value Description
PDFInterpol 2nd 2nd order spline.

Smoothing function used for each input variable distribution
Nsmooth 5 Number of smoothing iterations used for each variable distribution

NAvEvtPerBin 10 Average number of events per bin
VarTransform Decorrelation of the input variables: Compute the square-root of the

covariance matrix. True for the Decorrelated Likelihood.

Table E.2: TMVA options for the Likelihood and DecorrelatedLikelihood classifiers.

variables, which can be removed by variable decorrelation procedures; which is just a rotation of

the correlated variable parameter space.

Since the parametric form for each variable is generally unknown, the shapes can be approx-

imated to from the training data by fitting polynomial splines to these histograms.

This approach can lead to model inaccuracies, if there are too few statistics in the data sam-

ple on the number of events per bin is too high. For instance, if one of the samples (background

or signal) had∼ 600 events, with∼ 300 of these being used for training and the other 300 for

testing, and if NAvEvtPerBin was set to 50, then there would be∼ 5 bins with which to fit the

distribution, which is inefficiently small number, leadingto model inaccuracies. For the study

discussed in this chapter, the background sample (of promptJ/ψ’s) with 702 events, split evenly

for training and testing leads to∼ 350 events, and therefore 6 bins if NAvEvtPerBin equals 50.

For the current study therefore, NAvEvtPerBin has been set to 10, which leads to 35 bins to model

each background variable distribution. Another problem parametrising the variable shapes using

splines is the amount of smoothing applied to the variable distribution, via the Nsmooth option.

This option is used to remove the statistical fluctuations inthe variable distribution. If Nsmooth

is set too high, say 100, it can destroy non-statistical information removing much of the distribu-

tions shape. A high Nsmooth number is only beneficial to distributions with very little structure;

almost flat distributions. On the contrary, variable distributions which have narrow structures,

like peaks, require very little smoothing and a small Nsmooth number. As the majority of the

variable distributions in this study are strongly peaked (Figure E.16), NSmooth has been set to a

low value 5.An alternative to splines is to use an unbinned kernel estimator (KDE). This is also

an non-parametric approximation, but now the shapes of the p.d.fs are obtained from unbinned

data10. KDEs also include smoothing functionality.

The performance of the Likelihood classifiers are heavily dependent on accurate determina-

tion of each variable shape. This requires sufficient training statistics to populate each variable

distribution and reducing the input variable correlationsin the model. The problem with like-

10In the end, TMVA uses binned histograms in order to increase computational speed.
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lihood classifier is that is ignores correlation amongst thediscriminating input variables. In

realistic situations this can be problematic and degrades the classifier performance. If the input

variables in the training sample are found to be linearly correlated and Gaussian distributed, use

can be made of a decorrelated Likelihood to improve the classifiers performance. Here the cor-

relations between variables can be removed by computing thesquare-rootC ′ of the correlation

matrix C, namelyC = C ′C ′ each variable can the be transformed from the original (xi) into

the decorrelated variable space (x′i) by: x′ = C ′−1x. This procedure cannot handle circular

correlations however, and if applied to variables which arenot linearly correlated with Gaussian

distributions can even degrade the classifiers performance. In many studies use a large number

of discriminating variables, the variable correlations can often be irreducible and difficult to ac-

count for. One approach [119] before using each classifier isto reduce further the list of input

parameters, by removing those which are highly correlated.This procedure of reducing variable

correlations has been adopted in this chapter to help improve the Likelihood’s performances.

MultiLayer Perceptron & Clermont-Ferrand Artifical Neural network (CFANN)

The MLP and CF11 neural network where used with the following architecture,given in Table

E.4:

Option value Description
Nvar 31, 12 (reduced set) Number of input variables

Number of
classes 2 signal & backgrounds

HiddenLayer 4 input/output layers plus 2 hidden layers
Number of neurons 31,32,31,2(full set) This comprises ofNvar for the input layer, one for

12,13,12,2(reduced set) variable.Nvar + 1 for the second layer,
per layer eachNvar for the third and 2 for the output layer.
NCycles 200 Number of trying cycles.

NeutronType sigmoid Hidden layer activation function

Table E.3: TMVA options for the MLP and the CF classifiers.

Performance

Neural networks are designed to deal with correlation amongst the input variables, as opposed

to Likelihood classifiers. Of the two neural networks used, the CF is found to preform least well

and computationally more expensive than the MLP. In this present study, no optimisation for the

number of neurons in each hidden layer was performed: often,the number of neurons per layer

is chosen to minimise the network’s error function [99].

11In the TMVA nomenclature this classifier is called CFMlpANN
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E.5.1 BDT

The Boosted Decision Tree was used with the options set givenin Table E.4:

Option value Description
NTrees 400 Number of trees in the forest

BoostType AdaBoost Boosting Algorithm used for each tree
SeparationType GiniIndex Separation criterion or node splitting

nCuts 20 Number of steps during each node cut optimisation
PruneStrength 4.5 Pruning strength
PruneMethod CostComplexity Method used to remove (or prune)

statistically insignificant branches

Table E.4: TMVA options for the BDT classifier.

Performance

The major advantage of boosted decision trees over other classifiers includes their stability and

ability to handle large numbers of input variables. Often BDT require little tuning to produce

good results, whilst being reasonably insensitive to poorly discriminating variables. This is be-

cause the BDT algorithm picks the best discriminating variable at each node splitting: variables

which provide inefficient separation are not used. This is different to ANNs, their performance

can often suffer if the additional information (variables)provides no separation power. On the

contrary, using a small number of variables, ANNs are found to be competitive with BDTs [120].

Also, given sufficient training events and specifying sufficient leaves, the Boosting algorithms

almost always converges to its optimal value [105].

E.5.2 Parallel Coordinates

For the multivariate visualisation studies use was made of two packages. The standard Parallel

Coordinates package available in Root (version 5.17) and the dedicated visualisation package

CrystalVision [121], created by E. Wegman. The Root based Parallel Coordinate package has

the advantage over CrystalVision since it is already integrated within analysis framework. This

enables a direct comparison between the multivariate classifiers embedded in Root, from the

TMVA toolkit, with the Parallel Coordinate visualisation technique. The drawback however,

which can be seen from Figures E.5.2, E.5.2 and E.5.2, is thatthe Root based implementation

has no effective solution for tackling over-plotting12, CrystalVison uses a technique calledα

blending. This is where the transparency of each pixel, as well as other forms of image compo-

sition, are dealt with in the hardware by a fourth component,theα-channel, in the RGB vector,

(R,G,B,α).

12the situation where lines plotted on Parallel coordinate diagrams overlap each other.
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Figure E.11: Parallel Coordinate plots produced by the CystalVision software package. The Top
plot has noα blending applied, whilst the bottom plot shows the effect ofα blending. The Ex-
ample shows theBs → J/ψφ event data for each variable used in the selection, which includes:
pt(µ

±,K±), χ2(µ+µ−), ∆MJ/ψ(µ+µ−),χ2(K+K−),∆Mφ(K
+K−), χ2(Bs),∆MBs .
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Figure E.12: Parallel Coordinate plots produced by the Root(version 5.17) software pack-
age. The plot shows the effect of overplotting. The Example shows theBs → J/ψφ
event data for each variable used in the selection, which includes: pt(µ±,K±), χ2(µ+µ−),
∆MJ/ψ(µ+µ−),χ2(K+K−),∆Mφ(K

+K−), χ2(Bs),∆MBs .
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Figure E.13: Parallel Coordinate plots produced by the Root(version 5.17) software package.
The plot shows the reduction in overplotting by increasing the pixelation of each line. The Ex-
ample shows theBs → J/ψφ event data for each variable used in the selection, which includes:
pt(µ

±,K±), χ2(µ+µ−), ∆MJ/ψ(µ+µ−),χ2(K+K−),∆Mφ(K
+K−), χ2(Bs),∆MBs .
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E.6 Discriminating variables

• bs_e: The energy associated with eachBs candidate.

• bs_p: The momentum associated with eachBs candidate.

• bs_pt: The transverse momentum associated with eachBs candidate.

• bs_tau: The propertime of eachBs candidate.

• bs_tau_err: The propertime error associated with eachBs.

• bs_tau_sig: The propertime significance of eachBs candidate.

• bs_dist: The distance for theBs decay vertex to the primary vertex position13

• bs_dist_sig: The distance significance of theBs decay vertex to the primary vertex posi-

tion. given as: bs_dist
σ(bs_dist)

• bs_ip: The impact parameter of eachBs candidate with respect to the primary vertex14.

• bs_ip_sig: This impact parameter significance of each candidate with respect to the pri-

mary vertex, give as: bs_ipσ(bs_ip)

• theta: The polar decay angle,θtr, defined in theJ/ψ rest frame between theµ+ and the

z-axis.

• psi: The azimuthal decay angle,φtr, defined in the x-y plane in theJ/ψ rest frame.

• phi: The polar decay angle,θφ, defined between theK+ and the x-axis in theφ rest frame.

• phi_mass: The mass of each theφ candidate.

• phi_e: The energy of eachφ candidate.

13this has been calculated using the standard DaVinci method,calcVertexDis, found in the Davinci GeomDisp-
Calculator class. This method calculates the absolute distance and errors between the two vertices.

14This is again calculated using the DaVinci GeomDispCalculator, using the calcImpactPar method. This returns
the distance of closest approach between and errors betweenthe given particle and vertex.
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• phi_pt: The transverse momentum of eachφ candidate.

• jpsi_mass: The mass of eachJ/ψ candidate.

• jpsi_e: The energy of eachJ/ψ candidate.

• jpsi_pt: The transverse momentum of eachJ/ψ candidate.

• kp_p: The momentum of eachK+ candidate.

• kp_dll : The global delta log likelihood hypothesis of eachK+ candidate with respect to

pion: ∆lnLK+−π.

• kp_Tchi2: The trackχ2/dof associated to eachK+ candidate.

• km_p: The momentum of eachK− candidate.

• km_dll : The global delta log likelihood hypothesis of eachK− candidate with respect to

pion: ∆lnLK−−π.

• km_Tchi2: The trackχ2/dof associated to eachK− candidate.

• mup_p: The momentum of eachµ+ candidate.

• mup_dll: The global delta log likelihood hypothesis of eachµ+ candidate with respect to

pion: ∆lnLµ+−π.

• mup_Tchi2: The trackχ2/dof associated to eachµ+ candidate.

• mum_p: The momentum of eachµ− candidate.

• mum_dll: The global delta log likelihood hypothesis of eachµ− candidate with respect

to pion: ∆lnLµ−−π.

• mum_Tchi2: The trackχ2/dof of associated to eachµ− candidate.
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Figure E.14: Variable distributions for signal (solid blue) and background (hatched red) for Set
1, of input attributes initially used; the total number of attributes in this set is 31.
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Figure E.15: Variable distributions for signal (solid blue) and background (hatched red) for Set
1, of input attributes initially used; the total number of attributes in this set is 31.
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Figure E.16: Variable distributions for signal (solid blue) and background (hatched red) for Set
1, of input attributes initially used; the total number of attributes in this set is 31.
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E.7 Correlation matrices for sets 2
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bs_tau_err 15 100 24 1 -1 0 -1 0 -1 -1 1 2
bs_tau 100 15 4 0 0 -2 0 0 0 0 -1 0

Table E.5: Correlation matrices for the signal variables found in Set 2.
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Table E.6: Correlation matrices for the background variables found in Set 2.
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E.8 Classifiers response to variable set 2
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Figure E.17: Normalised response of signal (blue) and background (black) to the classifiers on
the reduced data set, including propertime and decay angles: (Left) the classifiers response for
signal and background (Middle), theBS response of the classifier and (Right) theS√

S+B
.

284



E.8. CLASSIFIERS RESPONSE TO VARIABLE SET 2

MVA_LikelihoodD_Output

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ar
b

it
ar

y 
u

n
it

s

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

MVA_LikelihoodD_Sig

MVA_LikelihoodD_Back

MVA_LikelihoodD_Output
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8

SB

0

0.2

0.4

0.6

0.8

1

MVA_LikelihoodD_Output
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8

S
 +

 B
S

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Figure E.18: Normalised response of signal (blue) and background (black) to the classifiers on
the reduced data set, including propertime and decay angles: (Left) the classifiers response for
signal and background (Middle), theBS response of the classifier and (Right) theS√
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Figure E.19: Normalised response of signal (blue) and background (black) to the classifiers on
the reduced data set, including propertime and decay angles: (Left) the classifiers response for
signal and background (Middle), theBS response of the classifier and (Right) theS√
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Figure E.20: Normalised response of signal (blue) and background (black) to the classifiers on
the reduced data set, including propertime and decay angles: (Left) the classifiers response for
signal and background (Middle), theBS response of the classifier and (Right) theS√
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Figure E.21: Normalised response of signal (blue) and background (black) to the classifiers on
the reduced data set, including propertime and decay angles: (Left) the classifiers response for
signal and background (Middle), theBS response of the classifier and (Right) theS√
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E.9. OVER TRAINING CHECK FOR CLASSIFIERS OVER VARIABLE SET 3

E.9 Over training check for classifiers over variable Set 3
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Figure E.22: Over training checks of the BDT, CF and Fisher distriminate classifiers over the
variable set 3. The check uses the Kolmogorov-Smirnov Confidence Level, which varies from 0
to 1.
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Figure E.23: Over training checks of the LikelihoodD, Likelihood and MLP classifiers over the
variable set 3. The check uses the Kolmogorov-Smirnov Confidence Level, which varies from 0
to 1.
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E.10. PULL DISTRIBUTIONS OF −2βS ∆ΓS Γ̄S R⊥ AND R0

E.10 Pull distributions of −2βs ∆Γs Γ̄s R⊥ and R0
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Figure E.24:−2βs sensitivity. Simultaneous studies using prompt-J/ψ data, retaining (from top
to bottom){100%, 90%, 80%, 70%, 60%} of the signal.
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Figure E.25:−2βs sensitivity. Simultaneous studies using prompt-J/ψ data, retaining (from top
to bottom){50%, 40%, 30%, 20%, 10%} of the signal.
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Figure E.26:∆Γs sensitivity. Simultaneous studies using prompt-J/ψ data, retaining (from top
to bottom){100%, 90%, 80%, 70%, 60%} of the signal.
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Figure E.27:∆Γs sensitivity. Simultaneous studies using prompt-J/ψ data, retaining (from top
to bottom){50%, 40%, 30%, 20%, 10%} of the signal.
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Figure E.28:Γ̄s sensitivity. Simultaneous studies using prompt-J/ψ data, retaining (from top to
bottom){100%, 90%, 80%, 70%, 60%} of the signal.
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Figure E.29:̄Γs sensitivity. Simultaneous studies using prompt-J/ψ data, retaining (from top to
bottom){50%, 40%, 30%, 20%, 10%} of the signal.

296



E.10. PULL DISTRIBUTIONS OF −2βS ∆ΓS Γ̄S R⊥ AND R0

0.19 0.195 0.2 0.205 0.21
0

2

4

6

8

10

12

14

Entries  209

Mean   0.0002915± 0.1998 
RMS    0.0002061± 0.004204 

Rt Fit Distrubition Entries  209

Mean   4.901e-06± 0.004467 
RMS    3.465e-06± 7.068e-05 

0.00430.004350.0044 0.004450.0045 0.004550.0046 0.004650.0047
0
2

4

6

8

10
12

14

16

18

20

Entries  209

Mean   4.901e-06± 0.004467 
RMS    3.465e-06± 7.068e-05 

Rt Error Distrubution Entries  209

Mean   0.06631± 0.0498 
RMS    0.04689± 0.9587 

-10 -8 -6 -4 -2 0 2 4 6 8 10
0

5

10

15

20

25

30

35

40

Rt Pull Distrubution Entries  209

Mean   0.06631± 0.0498 
RMS    0.04689± 0.9587 

Rt Pull Distrubution

0.19 0.195 0.2 0.205 0.21
0

2

4

6

8

10

12

Entries  209

Mean   0.0003131± 0.1996 
RMS    0.0002214± 0.004515 

Rt Fit Distrubition Entries  209

Mean   5.863e-06± 0.004601 
RMS    4.146e-06± 8.456e-05 

0.0044 0.0045 0.0046 0.0047 0.0048
0

2

4

6

8

10

12

14

Entries  209

Mean   5.863e-06± 0.004601 
RMS    4.146e-06± 8.456e-05 

Rt Error Distrubution Entries  209

Mean   0.06907± 0.0845 
RMS    0.04884± 0.9985 

-10 -8 -6 -4 -2 0 2 4 6 8 10
0

5

10

15

20

25

30

35

Rt Pull Distrubution Entries  209

Mean   0.06907± 0.0845 
RMS    0.04884± 0.9985 

Rt Pull Distrubution

0.19 0.195 0.2 0.205 0.21
0

2

4

6

8

10

12

Entries  209

Mean   0.0002936± 0.1996 
RMS    0.0002076± 0.004234 

Rt Fit Distrubition Entries  209

Mean   5.693e-06± 0.004795 
RMS    4.026e-06± 8.211e-05 

0.0046 0.004650.0047 0.004750.0048 0.004850.00490.00495 0.005 0.00505
0

2

4

6

8

10

12

14

16

Entries  209

Mean   5.693e-06± 0.004795 
RMS    4.026e-06± 8.211e-05 

Rt Error Distrubution Entries  209

Mean   0.06182± 0.08612 
RMS    0.04371± 0.8937 

-10 -8 -6 -4 -2 0 2 4 6 8 10
0

5

10

15

20

25

30

35

40

45

Rt Pull Distrubution Entries  209

Mean   0.06182± 0.08612 
RMS    0.04371± 0.8937 

Rt Pull Distrubution

0.19 0.195 0.2 0.205 0.21
0

2

4

6

8

10

12

Entries  209

Mean   0.0003278± 0.2001 
RMS    0.0002318± 0.004728 

Rt Fit Distrubition Entries  209

Mean   6.492e-06± 0.00507 
RMS    4.591e-06± 9.363e-05 

0.0049 0.005 0.0051 0.0052 0.0053
0
2

4

6

8

10

12

14

16

18

Entries  209

Mean   6.492e-06± 0.00507 
RMS    4.591e-06± 9.363e-05 

Rt Error Distrubution Entries  209

Mean   0.06527± -0.01921 
RMS    0.04615± 0.9436 

-10 -8 -6 -4 -2 0 2 4 6 8 10
0

5

10

15

20

25

30

35

40

Rt Pull Distrubution Entries  209

Mean   0.06527± -0.01921 
RMS    0.04615± 0.9436 

Rt Pull Distrubution

0.19 0.195 0.2 0.205 0.21 0.215
0

2

4

6

8

10

Entries  209

Mean   0.0004122± 0.1994 
RMS    0.0002915± 0.005945 

Rt Fit Distrubition Entries  209

Mean   8.503e-06± 0.005464 
RMS    6.013e-06± 0.0001226 

0.0052 0.0053 0.0054 0.0055 0.0056 0.0057 0.0058
0

2

4

6

8

10

12

14

16

Entries  209

Mean   8.503e-06± 0.005464 
RMS    6.013e-06± 0.0001226 

Rt Error Distrubution Entries  209

Mean   0.07637± 0.1158 
RMS     0.054±  1.104 

-10 -8 -6 -4 -2 0 2 4 6 8 10
0

5

10

15

20

25

30

35

Rt Pull Distrubution Entries  209

Mean   0.07637± 0.1158 
RMS     0.054±  1.104 

Rt Pull Distrubution

Figure E.30:R⊥ sensitivity. Simultaneous studies using prompt-J/ψ data, retaining (from top
to bottom){100%, 90%, 80%, 70%, 60%} of the signal.
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Figure E.31:R⊥ sensitivity. Simultaneous studies using prompt-J/ψ data, retaining (from top
to bottom){50%, 40%, 30%, 20%, 10%} of the signal.
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Figure E.32:R0 sensitivity. Simultaneous studies using prompt-J/ψ data, retaining (from top to
bottom){100%, 90%, 80%, 70%, 60%} of the signal.
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Figure E.33:R0 sensitivity. Simultaneous studies using prompt-J/ψ data, retaining (from top to
bottom){50%, 40%, 30%, 20%, 10%} of the signal.
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E.11. SENSITIVITY STUDIES

E.11 Sensitivity studies
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Figure E.34: (Left) Sensitivity of fit parameters with respect to the BDT’s response using pa-
rameter Set 3 and theBS ratios given in Table 7.8 for: (Top)̄Γs, (middle)∆Γs andR⊥ (Bottom)
respectively. (Right) The corresponding parameter sensitivities enlarged around the maximal

S√
S+B

value. The dotted magenta line indicating the sensitivity retaining 100% of the signal.
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APPENDIX E. OPTIMISATION OF BS → J/ψφ EVENTS
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Figure E.35: (Left) Sensitivity of fit parameters with respect to the BDT’s response using pa-
rameter Set 3 and theBS ratios given in Table 7.8 for: (Top)R⊥, and (Bottom)−2βs.(Right) The
corresponding parameter sensitivities enlarged around the maximal S√

S+B
value. The dotted

magenta line indicating the sensitivity retaining 100% of the signal.
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