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Abstract

Internal waves are known to occur in most ocean areas, especially the deep ocean
where stable stratification is often found. While engineering operations have hitherto
largely been confined to well-mixed shallow seas (such as the North Sea), new petroleum
discoveries have prompted a move into areas (e.g. west of Shetland) where internal
waves are more likely to be a problem. The implications of internal waves for safety
in offshore operations have been raised by Osborne, Burch and Scarlett (1978) and by
Bole, Ebbesmeyer and Romea (1994). The presence of internal waves in sea areas of

current interest to the UK offshore industry has been confirmed by Sherwin (1991).

While many aspects of internal wave behaviour have been extensively studied (e.g.,
Thorpe, 1975), very few measurements of detailed wave kinematics have been per-
formed. Using an advanced flow measurement technique, this study provides measure-
ments of internal wave kinematics in the laboratory and comparisons with non-linear

wave theory.

The extensive literature on internal waves is reviewed from the viewpoint of offshore
engineering. Then, extending the Stokes expansion presented by Thorpe (1968), a non-
linear model for internal waves in a continuously stratified fluid, suitable for numerical
solution, is derived. The long wave theory of Benjamin (1966) is also discussed. The
experimental facilities are described, and the velocity measurement technique (Particle
Image Velocimetry) is discussed in the context of stratified flow measurement. Errorsin
the measurements are discussed, and an upper bound of about 9% is found to apply to
the bulk of the flow, with larger errors (up to 17%) in the interface. The results of the
experiments are presented alongside comparisons with the numerical predictions. The

implications of the results for offshore engineering are discussed with special reference

to loading effects.

It is concluded that second order Stokes theory is able to predict the velocities in large
amplitude short internal waves within around 16% on average, although in the extremes
the measured velocities can be up to 40% above predictions. The kinematics of large
amplitude long waves are underpredicted by linear theory to a factor of up to 2 for the
horizontal components, and 4 for the vertical components. These disparities warrant

{he use of more advanced methods of prediction in engineering applications.
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Chapter 1

Introduction

Thule! was also seen, previously hidden by snow and winter; but the sea
is said to be tough and hard for the rowers [sed mare pignum et grave

remigontibus] and to be little stirred by the winds. . .2

The steerman...commanded the oars to be got out and the galley-slaves
to be forced on with hard blows. But the galley did not move from the
spot... Then a man named Catelano, told the captain...to have three
monks removed from the deck of the galley and averred that the galley
would then immediately begin to move; and when the captain had had
them removed, the galley certainly did begin to speed like an arrow.

Then all the men were about to throw these three poor fellows into the

Sea. . .3

Pliny [the Naturalist] narrates that a ship, carrying the boys of noble fami-
lies, who by order of Periander the despot should be castrated, was checked
on her way, though she had all sails set. The cause was attributed to a
species of mollusc (Murez), which by affixing itself to the vessel, stopped

her speed and thus saved the boys.?

These and other ancient accounts were all quoted by Ekman (1904) as stories which,

unknown to their writers, may have been caused by the phenomenon known as dead

1 Probably Norway.

2Tacitus, Agricola, chapter 10; on the geography of Britain.

3From Bartolomeo Crescentio Romano (1607), Nautica Mediterranea
4 Historia naturalis, book IX, chapter 41



water. As well as monks and shellfish the authors attributed the vexing and inexplicable
drag experienced by their vessels to submerged magnetic rocks and supernatural forces.
However, Ekman showed that dead water was caused by internal wave motions in the
boundary between relatively light fresh surface water (entering the sea from rivers) and

the denser, more salty water underneath.

An enormous variety of internal wave phenomena exist in nature. As Turner (1973)

says,

Natural bodies of fluid such as the atmosphere. the oceans and lakes are
characteristically stably stratified: that is. their mean (potential) density
decreases as one goes upwards, in most regions and for most of the time.

When they are disturbed in any way, internal waves are generated.

Stratification in the ocean can be the result of differences in temperature or in salinity.
Haloclines (layers where salinity increases with depth) can result from river outflow,
but the ocean thermoclines (layers through which temperature decreases with depth),
which may be seasonal or permanent, are more common and, because of their scale,
more able to support large wave motions. Usually both salinity and temperature vary
with depth, not always in the same sense; a general density increase with depth is

termed a pycnocline.

Thermoclines are formed by the interaction of different water masses in the ocean,
by surface heating (which may be seasonal). and by the confinement of surface wave
induced mixing to the upper layer of the ocean. There is also an abundance of forc-

ing mechanisms; one major energy input is from the interaction of tides with bottom

topography.

1.1 Motivation for the present study

In 1976, in the Andaman Sea west of Thailand. Osborne, Burch and Scarlet (197X)
discovered large amplitude internal solitary waves propagating on a thermocline. The
wave heights were around 60m and the drillship (Discoverer 534) on which they were
working was swept some distance off station. Bole, Ebbesmeyer and Romea (1994)
reported equipment damage caused by internal waves in an oil field in the South China

Sea. Meanwhile. in the deep water in the North West Approaches west of Shetland,



oil companies have found themselves working in areas which may also be susceptible

to internal wave activity.

The present study was funded by the United Kingdom Health and Safety Executive.
who were concerned to investigate the possible impact of internal waves in the North

West Approaches on operations there. To this end, this study proceeded with the

following aims:

1. To make measurements of the kinematics of periodic internal waves in a laboratory
tank with the aim of discovering the conformance between measured internal

waves and mathematical models;

2. To extend the measurements to a variety of stratification conditions, wave ampli-

tudes and frequencies;

3. To consider the possible implications of internal waves for offshore engineering

and the loading of offshore structures.

At the start of the project, advanced flow measuring techniques had only rarely been
applied to stratified flows, and in fact the kinematics of internal waves had only been
studied using comparatively primitive techniques. It was found during the work that the
theories which were available for internal wave kinematics did not apply particularly
well to the cases which could be studied in the laboratory tank (for example, the
Boussinesq approximation is frequently applied; the kinematics of waves in a Boussinesq

fluid would not be easy to measure in the laboratory).

In the light of these considerations, the objectives of this project are summarised below.

1. To present a broad literature review and attempt to describe the possible effects

of internal waves on offshore engineering;

2. To design and construct a laboratory facility suitable for the measurement of the

properties of a variety of internal wave types;

3. To adapt an existing Particle Image Velocimetry system to the measurement of

internal wave kinematics;

4. To measure the kinematics and other properties of periodic internal waves of

various amplitudes and frequencies in different stratification conditions;



5. To extend the existing theoretical models into forms suitable for comparison with

the experimental results;

6. To assess the implications of the results for offshore engineering, with reference

to fluid loading and to the North West Approaches.

Chapter 2 is a review of the literature on internal waves, and of the theories of sur-
face and internal waves which might be useful in predicting internal wave kinematics.
Chapter 3 presents two of these theories (Stokes waves and Korteweg-de Vries solitary
waves). The Stokes theory is extended to third order without the Boussinesq approxi-
mation, and a numerical method for solution of this and the KdV theory is described.
The experimental equipment is described in chapter 4 except for the velocity measuring

equipment. This is dealt with separately in chapter 5.

The programme of experiments and the results are presented in chapter 6 and compared
to the theoretical models. This chapter also contains some numerical experiments and
some comparisons with ocean scale measurements. Chapter 7 discusses the implications
of the findings of chapter 6 in the context of offshore engineering, and presents some
calculations of fluid loading. The particular relevance of the work to the North West
Approaches is also discussed. The main conclusions of the project are summarised in

chapter 8.

The work described here was part of a joint project, conducted between the Depart-
ment of Mechanical Engineering and the Department of Physics and Astronomy at the
University of Edinburgh and the Department of Civil Engineering at the University
of Dundee. The project was funded by the Health and Safety Executive through the
Marine Technology Support Unit.



Chapter 2

Review of the literature

The literature on internal waves is introduced with a brief description
of early work on dead water. The parallel development of mathematical
theories for surface and internal waves is discussed, emphasising the much
broader range of phenomena associated with the latter. This is then en-
larged with a review of the many types of internal wave behaviour, includ-
ing generation and dissipation processes. Finally the implications of internal

waves for offshore engineering are introduced.

2.1 First discoveries

Norwegian seamen have long known about the great increase in drag which a ship could
experience where the sea was covered with a thin layer of fresh water. This phenomenon
was named dead water. The Norwegian explorer Fridtjorf Nansen, on his three year
exploration of the Arctic Ocean and North Pole, encountered many areas of dead water,

and took some basic measurements.

The discovery and first serious study of internal waves, conducted by Walfrid Ek-
man, arose from communications on the subject between Nansen and Ekman’s former
teacher, Vilhelm Bjerknes. Bjerknes suggested that the drag was associated with energy
radiated away from the ship by internal waves generated by the ship on the density in-
terface. He passed his theory on to Ekman, whose subsequent work quickly confirmed

the hypothesis. The quotations at the start of chapter 1 were taken from Ekman's

treatise (Ekman, 1904).



Ekman sought evidence for dead water internationally, advertising for accounts in 36
foreign newspapers. He concluded that “dead water may occur at every place where

fresh-water flows out over the sea, but that for some reason or other it is comparatively

seldom met with beyond Scandinavia. ..”

Dead water was certainly the first practical manifestation of internal waves to be dis-
covered. The advent of modern ships, which travel at supercritical speeds, has shifted
interest away from dead water. However, the discovery of important wave-driven ef-
fects in the fields of meteorology and oceanography has ensured that understanding of

internal waves has continued to advance.

2.2 Development of theories of surface and internal waves

The early development of the theory of water waves is largely associated with the names
of Sir George Biddel Airy, John Scott Russell and Sir George Gabriel Stokes. These
three researchers between them posed the problem of long waves of permanent form,
which remained unsolved for several years. Stokes developed the theory on which much
current engineering design is based. Russell is quoted at the outset of any treatise on

solitary waves, and Airy’s linear wave theory is still useful over a range of water depths.

2.2.1 Stokesian theories

Stokes’ approach to surface waves was to include non-linear effects by means of a
perturbation expansion (Stokes, 1847). By this method he showed that waves could
be represented as a sum of harmonics, the relative importance of the higher harmonics
increasing with the height of the wave. He took the expansion to second order for

general waves, and to third order for short waves. At third order he found a correction

to the dispersion relation.

Stokes’ solution was carried analytically to fifth order in 1961 by Skjelbreia and Hen-
drickson (Dean and Dalrymple, 1991). The complicated analytic coefficients are avail-
able in tabulated form (Hallam et al., 1978), and it is in this form that they are used
for design. However, even Stokes V becomes inadequate as waves approach their break-
ing limit, and computational methods of generating higher order coefficients, such as

Dean’s streamfunction method (Dean and Dalrymple, 1991), must be used.



At the same time as he developed his perturbation method for surface waves. Stokes
also developed a linear theory for waves on the interface between two immiscible fluids
(he gave as an example the case of water over mercury). However, a perturbation
expansion for interfacial waves or for internal waves (in a continuously stratified fluid)

was not carried out for over a century.

Thorpe (1968b), who carried out the Stokesian analysis, expressed surprise that it
had taken so long for finite amplitude internal waves to be investigated in this way.
He suggested that the lack of experimental data with which to compare the approxi-
mate models may have discouraged researchers from developing such models. Thorpe's
method, which will be used in section 3.4, introduces the non-linearity in the equation
of motion (the vorticity equation, one form of which is given in equation 3.11), while
Stokes had a linear governing equation (the Laplace equation for the velocity potential)

and the non-linearity entered through the surface boundary conditions.

Making the Boussinesq approximation (section 3.3.4), Thorpe was able to extract an-
alytic streamfunction profiles to second order for short waves in particular density
profiles (including the important tanh profile). Some of his more important (in the

present context) findings were:

e In continuous stratification of whatever form, internal waves may be present in
a number of modes. The streamfunction profile, from which the wave shape is
extracted, is always an eigenfunction of a Sturm-Liouville type equation, where

the corresponding eigenvalue is the phase speed of the particular mode.

Each mode is characterised by the number of changes in sign of the horizontal
velocity through the depth of the fluid. Thus an interface of finite thickness
between two fluids is capable of supporting a wide variety of forms of disturbance
for a given frequency of excitation. This means in practise that internal wave
energy can be transferred from low modes to high by resonant interaction, and
this may be an important element in the dissipation of internal wave energy in

the ocean (Thorpe, 1975; Turner, 1973).

The existence of many possible internal modes in a stratified fluid is one of the
most important ways in which internal waves differ from surface waves. In a
continuously stratified ocean, the modes theory implicitly allows the existence of
internal wave “rays” (section 2.3.1), which propagate vertically as well as hori-
zontally. Thus while surface wave energy is necessarily confined to the surface
layer of the ocean, internal wave energy has a “free run” at all depths. subject to

the local stratification.



e In certain conditions, including a linear density profile, the second order stream-
function vanishes and the linear solution is valid to second order. However, the
second order density provides a correction to the sinusoidal wave shape, so that
near the surface, the wave crests are flattened, and near the sea bed, the wave
troughs are flattened (figure 2.1). This is in agreement with ocean observations
made by La Fond (Turner, 1973).

e There is no second order correction to the phase velocity of the wave in deep
water with a tanh density profile. This is in agreement with Stokes’ discovery
that the correction to the phase speed was found only at third order for surface

waves.
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Figure 2.1: Isopycnals for the first mode internal wave in a linearly stratified

domain bounded by planes at = = 0 and z = H (after Thorpe, 1968b)

2.2.2 Long waves

Solitary waves

The first recorded observation of a solitary wave was Russell’s famous encounter with
a wave generated by the sudden stopping of a boat in a canal in 1834 (Miles, 1980).
Russell pursued the “singular and beautiful phenomenon” on horseback for a couple of

miles, watching its height slowly diminish. Russell subsequently recreated the solitary

wave in the laboratory.

Russell’s waves were subject to a gradual decrease in amplitude over time as they
propagated. He attributed this to adhesion of the fluid to the walls of the channel
(Stokes, 1847). Stokes, on the basis that the linearised equations had no solitary wave

solutions, suggested that in fact the attenuation was an “essential characteristic of a



solitary wave”, and in agreement with Airy, proposed that a long shallow water wave

could not propagate without change of form.

The problem was resolved independently by Boussinesq and by Rayleigh in the 1870s
(Lamb, 1952). Their theoretical descriptions and that of Korteweg and De Vries (1895)
has guided understanding of finite amplitude long waves since. The so-called KdV’
theory shows how, at third order in amplitude, the tendency of a disturbance to atten-
uate by dispersion (low frequency components travel more quickly than high frequency
ones) is exactly balanced by amplitude effects, whereby high parts of the wave travel
faster than the rest, tending to steepen the wave. Thus certain types of long waves can

propagate without change of form.

The importance of such waves stems from Zabusky and Kruskal’s discovery in 1965
that such waves (which they christened solitons), far from being peculiarities, are more
likely to arise than not from a wide range of physical disturbances (Miles, 1980). In
fact, with knowledge of the form of the initial disturbance, it is possible to predict the
number and forms of the packet of solitary and sinusoidal waves which must evolve

from it mathematically (Osborne and Burch, 1980).

Miles’ (1980) detailed review of solitary wave theory is complemented by a more descrip-
tive introduction by Herman (1992). It should be noted that KdV theory is available in
a variety of refinements, including the Finite Depth equation and a higher order KdV
equation (Koop and Butler, 1981).

IxdV solitons are weakly non-linear, and the intense current interest is more concerned
with fully non-linear solitary waves (e.g., Evans, 1996a and 1996b, and Grue, pri-

vate communication) whose shapes can be far from the sech? shape of Boussinesq and

Rayleigh.

Cnoidal waves

The other vital contribution to wave theory which Korteweg and De Vries made in
their 1895 paper was the discovery of cnoidal waves. The term cnoidal comes from the
notation for the Jacobian elliptic function cn which is used to describe the wave shape.
Definitions of this function are seldom found in water wave texts, but one is given
by Bowman (1953). Cnoidal waves are an important class of regular shallow water
waves whose crests are significantly steeper, taller and narrower than their troughs.

Mathematically they may be seen as an intermediate step between solitary waves and



Stokes waves. Practically they are an intermediate step between deep water Stokes
waves and waves breaking on a beach. Their characteristics for engineering purposes

are again tabulated by Hallam et al. (1978).

As for Stokes waves, long internal waves waited for several decades before being sub-
Jected to the theoretical treatment received by surface waves. Long (1956) dealt with
solitary waves in two-fluid systems, and later (1965) discovered some classes of soli-
tary waves in special cases of continuous stratification which could not exist when the
Boussinesq approximation was made. Benjamin (1966) derived the properties of KdV
solitary and cnoidal waves for a continuously stratified fluid, without the Boussinesq

approximation.

As before, the range of phenomena possible on the sea surface is only a subset of that
possible within the interior of a stratified ocean. In terms of solitary and other long

waves, this includes such effects as the following:

e A new class of solitary wave, possible only within stratified fluids, was described
by Benjamin (1967), and also by Ono (1975). While KdV solitary waves require
to be long compared to the water depth in order to exist, the Benjamin-Ono
waves (or algebraic solitary waves) need only be long compared to the thickness
of the density interface. There is a strong case for suspecting that such waves
would be found on the ocean thermocline, although Koop and Butler (1980), as
well as Osborne and Burch (1980), have found KdV theory to be more useful in

practise.

e The analysis of solitary and cnoidal internal waves can be reduced to an eigenvalue
problem, as was true for sinusoidal waves. This implies again that various modes
are possible. Hence the laboratory observations of second mode Benjamin waves

as travelling bulges on a density interface by Davis and Acrivos (1967).

e Russell, working in a shallow surface wave flume, was never able to create a soli-
tary wave of depression, but only of elevation. KdV theory in the context of
internal waves means that solitary waves are only possible if the density interface
is nearer to either the sea surface or the sea bed. In the former case, the solitary
waves are of depression, and in the latter case they are of elevation. This raises
the interesting question of what happens when a solitary wave in a shallow ther-
mocline encounters a reduction in the overall water depth, so that the two layer
depths become equal. It is generally believed that the solitary wave can no longer

propagate, and the resulting redistribution of energy has been nicknamed “soliton
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fission”. Djordjevic and Redekopp (1978), Evans (1996b) and others, have sug-
gested ways in which this energy might be redistributed, and experiments have

been conducted by Helfrich and Melville (1986).

Internal tides and seiches

Another important class of long internal wave covers internal tides and seiches. The
former are waves whose periods are equal to the tidal forcing period, while the latter
cover waves whose length is comparable to the horizontal extent of the domain in which

they occur.

Tidal forces excite not only surface displacement in the oceans (barotropic mode) but
also displacement of surfaces of constant density (baroclinic mode). On smaller scales,
wind shear can have the same effect, causing internal seiches in lakes. Due to the
reduced gravitational restoring forces, the resulting displacement of the pycnoclines

can be much greater than that of the sea surface (Stevens and Imberger, 1996).

As for barotropic tides, internal tides distant from topography may be analysed with
infinitessimal long wave theory (Airy theory), but close to shelf-breaks non-linearity
becomes significant. The transformation of a strong linear tide into a bore as the
water depth decreases is apparent in the River Severn. A similar effect in an internal
tide was observed by Holloway et al. (1997) on the Australian North West Shelf. As
before, however, baroclinic motions are often far more complex than the associated

barotropic motions; modes and rays being some of the extra properties which require

consideration.

Some of the many field observations of internal tides and seiches which have been made

are discussed along with other field observations in section 2.3.2.

2.3 A smdrrebrodsbord of internal wave phenomena

2.3.1 Modes and rays in continuous stratification

The ability of internal waves to exhibit modal behaviour was introduced in section 2.2.1
and is demonstrated mathematically in section 3.4. In the study of infinitesimal wavesin

continuous stratification, a linear ordinary differential equation (equation 3.40) results.
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Where the wave motions essentially fill the whole fluid domain, boundary conditions
are applied and various modes of oscillation (eigenfunctions) can be extracted. This is

the case when the waves propagate along a relatively thin interface.

Another way of attacking the problem is to allow the waves to propagate away from
an isolated disturbance. The mathematics is identical, but the observed behaviour is
very different. For a given frequency of excitation w, the waves propagate away from

the source, maintaining an angle 8 to the vertical given by

w = N cosf (2.1)

where N is the buoyancy frequency.

Waves of this kind were generated by Mowbray and Rarity (1967) in a linearly-stratified
(N = constant) salt solution. Thomas and Stevenson (1972) provide a rather clearer
explanation of what is going on in these waves. Figure 2.2 is a diagram based on the

latter paper.

Direction of travel
of wave

Group velocity

Crests & (energy propagation)

troughs

. Oscillating cylinder ()

///onstant N fluid \ .

Figure 2.2: Internal wave “rays”, after Thomas & Stevenson (1972)

\ Phase

Ray tube velocity

The angle 8 given above is the direction of propagation of energy, and the group velocity
cg (now a vector) is in that direction. The phase velocity (propagation of crests) is at
right angles to the direction of energy propagation.

The direction of propagation of a wave is a function only of its frequency and the local
stratification. A wave reflected at a solid boundary will maintain its angle 8 to the

vertical, rather than to the solid boundary. These facts raise a number of different
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mechanisms by which internal wave energy can be transmitted and dissipated, some of

which are illustrated in figure 2.3.

Incoming wave energy Wave energy concentrated

after reflection Reflection

Low N High N =

Concentration of
wave energy

Near-critical slope
High N Low N /

Effect of reflection at a slope Reflection by a weakening gradient Absorption by a steepening gradien

Figure 2.3: Some internal wave ray processes (after Turner, 1973)

e Should a wave be reflected from a sloping boundary whose slope angle is close
to the wave propagation angle, the wave energy may become concentrated on
reflection into a much smaller volume. Such a slope is termed critical. Gilbert
and Garrett (1989) found that enhancement is particularly significant from convex
boundaries, and less significant from concave ones. Such enhancement could well

cause significant localised diapycnal mixing.

e A ray propagating into a region of weaker density gradient (reduced N) will
decrease its angle to the vertical # in accordance with 2.1. At the level where
w = N, reflection may take place. Thus the wave may be able to follow a

horizontal wave guide.

e On the other hand, a ray propagating into a region of higher density gradient
will increase its angle to the vertical. At a level where w/N — 0 the wave may

become unstable and break.

e The ability of rays to carry wave energy vertically is important in shear flows,
such as frequently occur in the atmosphere, and also in the ocean. For example,
a wave generated by flow over a mountain may propagate upwards. If the flow
is sheared, the wave may encounter a region where its phase velocity is equal to
the mean flow velocity. At such a level (termed a critical layer), the wave may

break and the energy be absorbed by the mean flow (Booker and Bretherton,
1967; Turner, 1973).

e Wave rays in a closed basin are subject to focusing and resonance (seiching), as
shown by Maas and Lam (1995). This happens on the assumption of a reasonably
high reflection coefficient, but does not depend on a particular type of stratifica-

tion. Even when a resonance (in which ray paths fold exactly back on themselves
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after reflections at the boundaries) is not encountered, multiple reflections can fo-
cus energy into particular regions. These regions may be distant from boundaries.

excitation sources, critical slopes and critical layers.

Despite the ubiquitous nature of internal wave rays, first mode short internal waves are
still of great importance on the ocean thermocline. This is because rays propagating
through the weakly stratified ocean depths must be of relatively low frequency, while

on the strongly stratified ocean thermocline, high frequency waves can propagate.

Woods (1968) measured and indeed photographed a wide variety of internal wave ac-
tivity in the summer thermocline of the Mediterranean Sea around Malta. He observed
internal wave breaking by wave-driven shear instability (section 2.3.5), and was able to
show how waves on the thermocline interact with the detailed structure in the stratifi-

cation.

2.3.2 Internal tides and seiches

As mentioned in section 2.2.2, where both barotropic and baroclinic oscillation modes
are subject to the same forcing, the baroclinic mode undergoes much greater displace-

ment than the barotropic mode. Such forcing may be tidal or sustained wind shear.

Sherwin (1988) and Sherwin et al. (1996) have investigated internal tides in both linear
and non-linear forms with particular reference the European continental shelf. One
conclusion from the latter paper was that the enhanced currents near the sea bed may
have considerable significance for offshore engineering. Dealing specifically with the
Fzroe-Shetland Channel (section 7.3.3), Sherwin (1991) showed that a strong internal
tide, with energy spread across the first six modes, was generated by the barotropic
tide over the Wyville-Thomson Ridge. Within the channel the motions remained linear,
but around the edges of the channel, solitary waves or bores might occur. Sherwin’s

analysis included the effect of the earth’s rotation, which is significant especially for

the first mode.

The work of Baines (e.g. Baines, 1983; Baines and Fang, 1985) has shown that en-
ergy from internal tides can be passed into other types of internal waves, including
(esp. the earlier paper) wave rays (section 2.3.1). The transmission of internal wave
energy throughout the ocean depth by rays has apparently not been dealt with from

an engineering perspective.
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Internal seiches have been studied by Stevens and Imberger (1996) in the laboratory,
and in Loch Ness by Thorpe et al. (1972). The forcing is generally wind stress. Stevens
and Imberger found a variety of modes being generated by the wind shear. while in

Loch Ness the seiche was manifested as a travelling surge.

2.3.3 Waves created by obstacles

Into this category certainly falls the phenomenon of dead water dealt with by Ekman
(1904). This phenomenon was revisited by Tulin, Wang and Yao (1993) who performed
a numerical investigation of non-linear waves generated supercritically, which is more

relevant to modern ship design than classical subcritical dead water.

A related piece of recent work is the experimental (PIV) study by Spedding, Browand
and Fincham (1996). Although they were more interested in the turbulent structure of
wakes, they were able to capture some aspects of the kinematics of the internal waves

which must, necessarily, attend any object moving through a stratified fluid.

A more classical problem is that of lee waves behind fixed obstacles on a boundary,
e.g., a mountain (on land or submarine). Study of these waves began in 1939 (Queney,
1955). Theoretical and experimental work by Long (1952, 1953, 1954 & 1955) showed

how lee waves can form internal hydraulic jumps and trapped rotors.

SODAR measurements by Helmis et al. (1996) have shown that lee waves Fast of the
Hymettos mountain in Attica produce frequent, intense localised disturbances. The
waves can become hydraulic jumps, with downdrafts that reach ground level. Similar

measurements were performed by Ralph et al. (1992) in southern France.

2.3.4 Solitary internal waves

The term “long wave” in the present context refers mainly to solitary and cnoidal
waves, including KdV waves (solitons), which are long compared to the water depth;
Benjamin-Ono waves, which are long compared to some other depth parameter; and

cnoidal waves, which bridge the gap between KdV solitary waves and sinusoidal waves.

Of great importance here are the many field studies which have provided evidence
of solitary waves propagating on the ocean thermocline (Osborne and Burch, 1950;

Osborne et al., 1978). These researchers found Kd\V solitary waves propagating along
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Figure 2.4: Scales in the Andaman Sea internal solitary waves

a relatively shallow thermocline in the Andaman Sea, off Thailand. A sketch of the
scales of these waves is given in figure 2.4. This figure explains the concern which
Osborne et al. felt towards conducting offshore drilling operations in the presence of

these waves.

With a similar engineering interest, Bole et al. (1994) found large amplitude solitary
waves being refracted round Pratas Island in the South China Sea. The internal wave
climate was so strong in the area in which drilling operations were planned that a

“soliton early warning system” had to be considered.

Bole et al. invoked KdV theory to describe the measured waves, as did Osborne and
Burch. Although KdV theory for internal solitary waves requires (in the two-layer ap-
proximation) that both layer depths be finite (Benjamin, 1966), Osborne and Burch
found that even in the great depths of the Andaman Sea the KdV approach was ade-
quate. However, the necessarily restricted range of measurements which can be made
in a field study meant that neither of these studies can be taken to show that KdV
theory is a better predictor of internal waves kinematics than Benjamin-Ono for the

same parameters, or indeed the fully non-linear models of Evans (1996a) and others.

An attempt to identify the domains of applicability of the various internal wave models
(KdV, modified KdV, Finite Depth and Benjamin-Ono) was made by Koop and Butler
(1981). For the whole range of their experimental results, they found that classical KdV
and higher order KdV were the best predictors of internal solitary wave behaviour, even
in the ranges where they expected Benjamin-Ono or finite depth theory to perform

better. Segur and Hammack (1982) reached similar conclusions. It is significant that
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Koop and Butler performed their experiments in a two-fluid system (Freon and water),

while Segur and Hammack performed theirs in stratified saline solution.

The mathematical permanence of solitary waves has long been of interest, as has the de-
terministic nature of KdV solitary wave evolution from an arbitrary initial disturbance.
The studies cited above show that internal solitary waves do indeed travel over immense
distances. Practical solitary waves in other fields (such as soliton light waves in fibre
optic cables) have shown that this permanence can be a true physical effect (Herman,
1992). A study by Apel, Holbrook and others (Apel et al., 1985; Apel et al., 1975; Liu
et al., 1985) into solitary internal waves in the Sulu Sea showed that dissipation of wave
energy by Reynolds stresses was significant. Nevertheless, the mathematical evolution

behaviour is reproduced in the ocean.

The Andaman Sea and Sulu Sea studies, along with Perry and Schimke (1965), all
showed how large amplitude internal waves can dramatically affect the surface wave
climate. A long internal wave will exert a considerable influence on the surface kine-
matics. Downwelling occurs in front of the wave trough, and upwelling behind it (fig-
ure 2.4). In regions of downwelling, surface wave energy is focused into narrow rough
bands (“rips”) which extend the length of the internal wave trough, and in the up-
welling regions the surface wave energy is spread out. Thus an internal solitary wave

is preceded by a rip and succeeded by calm water.

This property of internal waves allowed various of the above researchers to estimate
the extents of their internal waves from satellite photographs. A large-scale experiment
in the New York Bight (Gasparovic et al., 1988) had as its aim the correlation of
observed surface wave enhancement with measured internal waves. The surface rips

were detected using (among other methods) airborne synthetic aperture radar.

Although the first mode Benjamin-Ono wave has proved elusive, second mode waves
have been successfully made in the laboratory by Davis and Acrivos (1967), and more
recently by Stamp and Jacka (1995). It seems likely that such waves would be encoun-

tered on the ocean thermocline, especially since the thermocline is typically diffuse.

None of the above authors have felt that a description in terms of cnoidal waves would

be appropriate for their observations.
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2.3.5 Wave generation and dissipation

From an oceanographic point of view, processes of internal wave generation. propaga-
tion and dissipation are vital to any attempt to understand the ocean's energy budget
and internal transactions of heat, salt, turbulence, oxygen and nutrients. From an
engineering point of view, an understanding of wave generation and propagation is
important for attempts to predict the wave climate at a particular location, and wave
dissipation is important in predicting the appearance of otherwise unexpected packets

of turbulent mixing.

The processes which play a role in the global (oceanographic) calculation are reviewed
by Thorpe (1975). The preceding discussion was partly intended to show that in-
ternal wave processes are so varied that mesoscale predictions need to be made on
a phenomenon-by-phenomenon and locality-by-locality basis. Nevertheless, Thorpe’s

discussion helps to classify some of the phenomena of interest.

1. Generation processes

e Generation by irregular topography is probably the generation mechanism
most invoked to explain waves observed in the ocean. Tidal flow over a
submarine ridge or mountain can generate packets of internal solitary waves
on the ocean thermocline by a process demonstrated by Maxworthy (1979),
and by Lee and Beardsley (1974).

Stratified low over an obstacle produces a trapped lee wave or possibly a hy-
draulic jump, as in the atmospheric case. However, the oscillatory nature of
tidal flow causes the lee wave or jump to become periodically detached, and
the resulting disturbance, propagating against the slackening tide, evolves
into a train of solitary waves most commonly regarded as being of the KdV
type (Osborne and Burch, 1980; Apel et al., 1985). Figure 2.5 is a sketch of
Maxworthy’s experiment.

Recent laboratory experiments by Kleuser (1996) have suggested that second
mode Benjamin-Ono solitary waves may be generated in a diffuse thermo-
cline by the same mechanism, though there is as yet no proof of this.
Irregular topography can create many other forms of waves. Where stratifi-
cation is not confined to a thin thermocline, but is continuous. internal waves
will propagate vertically upwards from an obstacle in a flow, and possibly

be advected horizontally by the flow, which may well be sheared (Turner,

1973).
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Figure 2.5: A two-dimensional sketch of Mazworthy’s (1979) three-dimensional

experiment on solitary wave generation by tides

e Atmospheric disturbances can generate internal waves directly. Thorpe cites
two main mechanisms: a travelling pressure field and a travelling stress field.
By a travelling pressure field a moving weather system may be understood,
but a ship can also be classified as such. A travelling stress field corresponds
to wind shear, and was investigated recently by Stevens and Imberger (1996),
and earlier by Thorpe et al. (1972). Both of these studies were concerned

with confined (inland) bodies of water.

e Resonant interaction between pairs of surface waves can create internal
waves. Thorpe showed how interaction coefficients may be calculated for
given pairs of surface wave fronts at given angles. The highest coefficients
are at small separation angles.

e Hammack (1980) investigated the generation of baroclinic tsunami, by which
may be understood earthquake-driven long internal waves. As for other
surface/internal internal wave systems, the amplitude of the baroclinic mode
greatly exceeded that of the barotropic mode, with the phase speed following
the opposite relation.

e Other generation mechanisms are instability in the ocean’s Ekman boundary
layer, and parametric instability coupled with tidal forcing. Interactions
between internal waves can transfer energy between modes and between

wavenumbers.
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2. Dissipation processes

e Viscous attenuation, which on oceanic scales must be considered to include
Reynolds’ stresses, occurs because of the shear associated with internal
waves. LeBlond (1966) concluded that short waves (length < 100m) are
strongly damped in any basin, while (long) internal tides would propagate
in deep basins over distance of order 1000km. The accuracy of these cal-
culations, LeBlond acknowledged, depends entirely on the accuracy of the

assumed values of eddy viscosity.

It should be noted that Osborne and Burch (1980), as well as Bole et al.
(1994) were able to measure large amplitude solitary waves great distances

from their assumed generation sites.

e Shear instability is an amplitude-related wave breaking mechanism. The
stability of a shear layer at a crest or trough of an internal wave is measured
by the local gradient Richardson number R, as shown jointly by Miles (1961)
and Howard (1961). A sufficient condition for stability is that

N%* g 0p/O:

. 1
R = Guia22 = " p(ou)o:)? 1

(2.2)
The velocity shear du/dz is proportional to the density gradient 0p/0z, but
since velocity shear appears squared on the bottom line, waves on thin inter-
faces are less stable than equivalent waves on thick interfaces. Nevertheless,
instability may still be found in fluids with linear stratification (e.g. McEwan
1983a,b).

Shear instability results in the growth of Kelvin-Helmholtz billows in the

shear layer, which perform diapycnal mixing (figure 2.6).

Mean motion of upper fluid

Density interface Growing instabilities

Mean motion of lower fluid

gt

Figure 2.6: Kelvin-Helmholtz billows

Shear instability has been widely studied. Among the most important pa-

pers on its relationship to internal waves are Woods’ (1967) field study of
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waves and billows on the ocean thermocline, and Thorpe’s (1968b) theoreti-
cal and experimental treatise, in which he calculated the gradient Richardson

number for internal waves in a tanh density profile.

e Thorpe (1978) found another breaking mechanism for internal waves in a
shear flow. The crests of the waves become “cusped”, and wisps of fluid are
drawn into the upper fluid, where they can remain, even though they are
statically unstable. Possibly related behaviour was seen near the nodes of

standing internal waves (Thorpe, 1968c).

Marginal effects such as these (“Holmboe”) instabilities, as well as the previ-
ous Kelvin-Helmholtz billows, were treated numerically by Smyth and Peltier
(1991), and in further experiments by Taylor (1992). Taylor, in agreement
with Woods, found that the result of the mixing created by the instabilities

was fine structure on the interface.

The work of McEwan (1983a,b) is significant not least because it is possibly
the first published record of velocity measurements in internal waves. McE-
wan used streak photography to calculate the velocity shear, and hence the
gradient Richardson number, in waves driven to breaking in a continuously
stratified fluid. He found that the condition R: < 1/4 was true only in a few

isolated locations within a breaking wave.

e Mention has already been made (section 2.3.1) of critical layer absorption,
critical slopes, and propagation of waves into regions of different background
stratification. Shoaling of internal waves is also significant, as seen from the
experiments of Nadine Thompson (Easson et al., 1993). An image from one

of these experiments is reproduced in figure 2.7.

Ultimately, the dissipation of internal wave energy takes place by a combination of
viscous attenuation (in which Reynolds stresses must be included) in the shear layers,
viscous dissipation through the production of turbulence, and modification of the strat-
ification through turbulent diapycnal mixing. This latter method is unique to stratified
flow, and is a consequence of the fact that destroying the stratification in a fluid by

mixing raises the fluid’s centre of gravity, which means that work must be done against

gravity.

The bimodal nature of turbulent energy dissipation in a stratified fluid is characterised
by the flux Richardson number Rf (Turner, 1973), which offers a measure of mixing
efficiency. Turner shows that, in general, the majority of the mixing energy is lost in

Reynolds’ stresses, and only a fraction (< 0.2) works against gravity.
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Figure 2.7: Internal wave breaking on a sloping beach (due to Nadine Thomp-

son, Uniwersity of Dundee)

2.4 Internal waves in the context of offshore engineering

Following on from the preceding discussion, several points of particular relevance to

offshore engineering can be made.

1Le

Internal waves are ubiquitous phenomena. The required conditions of stratifica-
tion are found in one form or another in most bodies of water, and all the deep
oceans. Nor is there any shortage of generation mechanisms or forcing. Further-
more, the variety of forms which they may take is much wider than might be

supposed by simple extrapolation from surface waves.

The vertical excursions made by fluid elements during the passage of internal
waves is likely to be much greater than that of surface waves, even if both are
forced by the same event (e.g. an earthquake, wind shear or tidal forcing). How-

ever, the frequencies of oscillation, and hence the phase speeds and internal ve-

locities, are correspondingly lower.

The vast majority of internal wave research has been conducted by oceanogra-
phers, meteorologists, physicists and mathematicians. Their emphasis has gen-
erally either been on the role of internal waves in macro-scale processes such as
ocean energy budgets, or in fundamental understanding of smaller scale events.
While this work has certainly laid a firm foundation for an engineering discus-

sion, only a few people have tackled internal waves from the point of view of the
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engineer. Among these are Bole et al. (1994), Osborne et al. (1978) and Sherwin
et al. (1996).

4. Internal waves may be studied in terms of spectra. in the same way as sur-
face waves. Work on internal wave spectra was commenced by oceanographers
Christopher Garrett and Walter Munk (Garrett and Munk, 1975) who were look-
ing for eddy transport coefficients for energy through the ocean thermocline.
Their model spectrum (first offered as GM72 and subsequently revised several
times on the basis of new data) could conceivably be used to predict “worst case”

waves in much the same way as surface wave spectra are used.

5. Internal waves can affect engineering operations in many different ways. The most
studied are internal solitary waves (Bole et al., 1994; Osborne et al., 1978; see
also the Oil & Gas Journal, 1979), which can have a potentially serious effect on
activities near or even on the surface. Sherwin et al. (1996) make the point that
internal tides can impact on operations near the sea bed. Uninvestigated as vet is
the possibility that internal wave rays could prove dangerous, not least for their
ability to deliver packets of intense turbulence to unexpected locations. Secondary
effects include the concentration of surface wave energy into rough bands, which is
a signature of internal solitary waves, and increased scour and sediment transport
on the sea bed. Internal waves are cited in the design guidelines of the Department

of Energy (1990) as a potential source of difficulty for deep water operations.

6. The kinematics of internal waves have been less studied than their other aspects,
such as wave shapes, generation and breaking processes, macro energy budgets,
characteristic spectra, etc. This is partly because of the expense of obtaining
detailed kinematic measurements in the field, and the difficulty of obtaining them
in the laboratory. Thus the effects of, for example, non-linearity have been tested

against wave shape predictions, but not against velocity predictions.

The following chapters aim to redress some of this imbalance by providing kinematic

models and testing them against laboratory measurements, and where possible by

couching the findings in engineering terms.



Chapter 3

Theoretical description of

internal waves

The equations of motions for stratified flows are presented and the vor-
ticity equation is derived for a two-dimensional incompressible fluid. Using
dimensional analysis, it is shown that neither the Boussinesq approximation
nor the assumption of linearity can be justified for the range of parameters
in the experiments, although to second order viscosity can be neglected.
A perturbation expansion similar to that of Thorpe (1968b) is carried out
to third order, but without the Boussinesq approximation. A means of
obtaining numerical solutions to the resultant equations is described. The
non-Boussinesq long wave theory due to Benjamin (1966) is also presented

and a means of solution described.

3.1 Introduction

The purpose of this chapter is to investigate and expand existing internal wave theories
so that they may be used for comparison with the experimental results. Two main
classes of theory are used, in accordance with the main classes of experiment which
were conducted. These are: short wave theory, which uses a Stokes expansion, and

long wave theory, which uses the description by Korteweg and de Vries (1895).

In discussing surface waves, this classification of “short™ and “long” is widely accepted.

Amongst mathematicians and engineers the same view is generally taken for internal
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waves. However, from an oceanographic point of view, the longest waves of interest are
internal tides, and Korteweg-deVries type solitary waves are in fact regarded as rela-

tively short. This study does not deal with internal tides and so the former terminology
will be adhered to.

It should also be pointed out that Korteweg-de Vries theory was originally developed for
surface waves, and various adaptations of it are available for internal waves. Benjamin
(1966) provides Korteweg-de Vries theory in forms suitable for any tvpe of stratification.
The two-layer form is most often encountered in the literature (e.g. Bole et al. 1994;
Osborne and Burch, 1980), but it will be seen that Benjamin’s continuous stratification

form is also straightforward to use.

3.2 Derivation of the governing equation

Derivations for the equations governing motion in a stratified fluid can be found in vari-
ous texts, e.g., LeBlond and Mysak (1978), Arnsten (1990) and Phillips (1977). Phillips’
concise derivation of equations for continuous stratification in the linear inviscid limit
is the most accessible. Arnsten presents this and the derivation for the two-layer case
in the greatest detail. Dalrymple and Liu (1978), investigating the surface-wave driven
motion of a soft seabed, present the linearised viscous two-layer case. Thorpe (1968b)

makes use of, but does not derive, the non-linear inviscid case.

All of the above writers use the Boussinesq approximation, while some acknowledge that
it may not be valid for many practical cases. The significance of this approximation is

discussed by Long (1965), and its role in the present study is reviewed in section 3.3.4.

The derivation given in this section makes no approximations other than that of two-
dimensional incompressible flow over a flat bottom in the absence of Coriolis forces.
Further approximations are made on the basis of scaling arguments in section 3.3, and

subsequently by means of a Stokesian perturbation expansion (section 3.4).

3.2.1 Equations of motion

A definition sketch of the continuously stratified case is shown in figure 3.1.

Following (in part) Arnsten (1990), three equations of motion are available. These are

the equation of mass conservation

(R
it
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Figure 3.1: Definition sketch of the continuously stratified domain. Note
the arbitrary position origin, which in the experimental results is set to the

camera origin
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3.2.2 Derivation

Again following Arnsten, the density is expanded as a static density profile p(z) and a

small fluctuation j(z, z,t) which is due to the wave motion

p=p(2) +ﬁ(m,z,t) (3'4)

From this point on, it is more convenient to use the subscript notation for the deriva-

tives, except where the quantity is a function of one variable only, where the primed
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notation is used (e.g. dp/dz = p’). The streamfunction 9 (z, z,t) is introduced in place

of the velocity

U= _"/)z, w= % (35)

The sign convention is that of Massey (1989), and is the opposite of Thorpe’s (1968b).
Equation 3.1 is expanded using 3.4 and 3.5 to yield

ﬁt +—P—,¢x + ﬁz"bx - ﬁ:vwz =0

Fi P e —3(5, %) =0 (3.6)

where J(p, ¢) represents the Jacobian derivative

J(P,9) = ¢:Pz — =P (3.7)

Equation 3.6 will be referred to as the buoyancy equation. Its derivative with respect

to z will be required below

P~tx+p/¢xx —J(ﬁ, '()b)x"_‘ 0 (38)

The vorticity equation is derived from the Navier-Stokes equation firstly by cross-

differentiation and elimination of the pressure p

p[(¢xt - wz"pxx + ¢x¢zx)x + (¢zt - 'sz"/)za: + ¢x¢xr)z] + gpz
= - px(¢xt — VyUze + ¢z¢zm) + Pz (’lpzt — Vo0 + 77&17'%[)22) (39)

+ V[(PV2¢J:)2: - (PV2¢2)2]

pV 2y + gps = pI(V29, 9Y)
- Px[th - J(¢za ¢)] - pz[wzt - J("pza ¢)] (3'10)

+ py[v‘zd’l‘l‘ - v2"/)zz] + y[pr"Z vy — sz2 C’{':]
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The governing equation is then found by differentiating equation 3.10 with respect to

t and substituting for j,; from equation 3.8, yielding

Vg'lbtt_% xx:Qv+Qb+Qd+QV \
Qu = J(V?,9),
Q= —-23(5,9).
p
Qu= % {PdI(V20,9) = V20l + (020 (e, ¥) = o] + 210 (82, 8) — va]), }

14 14
Qu = V[V2¢xr - V2¢zz]t + %[v2¢x$ - V2¢zz] + ;[Pwv2¢x - PzV2’¢’:]t

(3).11)

This equation is a form of the vorticity equation referred to by Thorpe (1968b) and
LeBlond and Mysak (1978). In this equation, the meanings of the terms are as follows

e V24 is the non-zero vorticity (section 3.3.5);

e gp'/pizs is the restoring buoyancy force, which at first order drives the vorticity
(Turner, 1973);

e (), represents the non-linear velocity terms which are rejected when the Navier-

Stokes equations are linearised;
e () contains the non-linear terms which come from the buoyancy equation;
e (Q4 contains those terms which are rejected in the Boussinesq approximation;

e (), represents the viscous terms (some of which are non-linear, and some of which

are rejected in the Boussinesq case).

3.2.3 Boundary conditions

At the bottom boundary, the condition of zero vertical velocity applies. In the inviscid

case, no condition on the horizontal velocity is imposed. Therefore

¢(-T~ “bottom - t) =0 (312)



On the free surface, the approximation of zero vertical velocity is made (the so-called
“rigid lid” case). A justification for this choice is given in section 3.3.6. This means
that

¢(xazsurface,t) =0 (313)

The kinematic free surface boundary condition which is applied to surface waves (Dean
and Dalrymple, 1991) states that any fluid on the surface remains there as the wave
passes. This condition translates into a rather different prescription for internal waves.
The relation which will be referred to as the kinematic equation states that fluid on an
isopycnal remains on that isopycnal; i.e. there is no mixing or diffusion. This can be

stated as

e — ¢znx - "b:z: =0 (314)

where 7n(z, z,t) is the vertical displacement of a streamline from its rest position (z, z).
This equation enables the evaluation of the wave shape from the streamfunction, and

will also be used in the Taylor expansion of the vertical co-ordinate (section 3.4.2).

3.3 Dimensional analysis and scaling

3.3.1 Dimensional analysis

The purpose of this section is to assess the relative importance of the various terms in
equation 3.11. Since the eventual goal is a prediction of the kinematics based on the

wave parameters, a logical way to proceed is with a dimensional analysis based on the

functional dependence

u=¢(a,k,w,g',p, H,p,6) (3.15)

Here ¢ and w are the amplitude and frequency of the driving disturbance, A is the
generated wavenumber, ¢’ is the reduced gravitational acceleration, p is the density,

H is a water depth scale, p is the dvnamic viscosity, and d is the interface thickness

parameter.
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Three fundamental dimensions are expressed in the above dependence (mass, length
and time), and there are eight independent variables, therefore the problem must be

wholly defined by 8 — 3 = 5 dimensionless parameters. This can be expressed as

II; = ¢(Il, I3, 114, 5, II6) (3.16)

Choosing k and w as the principal variables, the dimensionless groups can be found

I, = ww’k?, Tl, = gwek!, T3 = pptwhkt, Ty = H'E™, Mg = a" kP, Ilg = k96"
(3.17)

By equating powers of each of the dimensions mass, length and time to zero in each

dimensionless group, the indices can be found

k2
M) = uk/w, I, = ¢'k/w?, T3 = f‘? My =kH, T5=ak, Ilg=ks  (3.18)
p

Using ¢ = w/k and v = u/p, this can be expressed as

/
L (Cg—k %kH ak,ké) (3.19)

&

The first independent group is a kind of inverse Froude number for the internal wave,
effectively indicating the steepness which a sinusoidal wave would have under these
conditions. The second is an inverse Reynolds number. The last three relate the

wavelength to the water depth, wave amplitude and interface thickness respectively.

3.3.2 Nondimensional governing equation

To make use of the above result in practise, it is necessary to search for the independent
dimensionless groups in the governing equation (3.11), as demonstrated by Dean and

Dalrymple (1991) for the case of surface waves. This is done by non-dimensionalising

according to the following scheme

v =3k, z=2/k, t={/ke, p=ac). p=pop (3.20)
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where £, 2, etc. denote dimensionless variables, and pg is a mean undisturbed density.
Derivatives of the density scale differently, since the maximum density change against
any co-ordinate is equal to the density difference between the upper and lower fluid.

For example, if the static density profile is a tanh function

))

) (3.21)

P = po (1—ata,nh(

SN oW

1
p' = —5Po asech? (

Thus derivatives of the density are O(a). The density fluctuation p is determined using

the first order of the Stokes expansion (section 3.4) of the buoyancy equation (3.6)

- 1_
p1 = —EPI%
. acak - ; ~
= 5= - 51 (3.22)
= p = (aka)p

For the rest of this section the hat notation is dropped for clarity. Substituting these
results into equation 3.11 and retaining only leading order in each term yields the

following, after dividing by ac’k*

/

V- (5p) See = Qut Qo+ Qe v Q.

Qv = (ak) J(V%D, w)t

_ (9 1.
Qb = (;gg) (ak) pJ(p, V)e (3.23)
Qd = —a%d)ztt

Qv

() (9%.0 - V6.0

c

3.3.3 Non-linearity

The left hand side of equation 3.23 is O(1). The non-linear velocity terms (), are of

order ak, while the non-linear buoyancy terms @ are of order ak divided by the Froude

number c*k/g’.
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The parameter ¢ = ak is a measure of the wave steepness, and it is the parameter fre-
quently used in the Stokes expansion (e.g. Longuet-Higgins, 1953). In the laboratory
waves discussed here, it is O(107!). Therefore non-linear velocity terms will be impor-

tant in the analysis. Note that € is one of the dimensionless groups of equation 3.19.

In the Stokes expansion of section 3.4, € is chosen as the expansion parameter. It is im-
portant to note, however, that a different scheme for non-dimensionalising equation 3.11
would have led to a different choice of expansion parameter. Where the water depth
is important (in shallow water waves), the suggestion of LeBlond and Mysak (1978) of
a/H as the expansion parameter might be preferable. However, in the waves studied
in the experiments, this parameter is found to be O(1) for the shallow water cases, and
so the series would not converge. Furthermore, at the outset of a Stokes expansion it
seems more likely that the expansion will be successful for short waves than for long,

in which cnoidal or solitary wave solutions may be required.

Well-known results for surface waves (Ursell, 1953) back up the assertion that the
Stokes expansion will perform less well for long waves than for short. The effects of

depth on the Stokes expansion are expressed as the Ursell parameter, proportional to

3 ak
S k3HS3

<1 (3.24)

for the expansion to converge (Dean and Dalrymple, 1991). This parameter expresses

an important aspect of long wave theory, which is discussed further in section 3.5.

Dean and Dalrymple point out that convergence of the series is not a sufficient condition
for meaningful results. If the second order term is large, and the expansion is truncated
at second order, the troughs in the theoretical surface wave profile may develop an
anomalous bump. That the wave should have a single crest for each cycle may be
used as a criterion for the maximum wave height which may be represented. Dean and

Dalrymple show that this reduces to

ak

3k3H3

<1 (3.25)

This condition is eight times more stringent than 3.24.
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For internal waves, using a two-layer approximation with upper and lower layer depths
H; and Hj, the depth H would be replaced by H,H,/(H; + H,). This reduces to H;

in the case of a shallow thermocline in deep water.

3.3.4 The Boussinesq approximation

Recalling the derivation of the vorticity equation, the left-hand side of equation 3.10

can be rearranged with the substitution for density from equation 3.4

(7+ 5) V3% + gpe (3.26)

This illustrates how, in the inertia terms, the density always occurs in the combination
(p + p), while in the gravity (buoyancy) term, it occurs as p only. Thus in the inertia
term the density fluctuation appears as a correction, while in the buoyancy term it

dominates.

The Boussinesq approximation relies on regarding the density as a constant in all of
the inertia terms at the outset. Thus derivatives of density are set to zero wherever
they are not in combination with gravity. In the derivation of section 3.2.2, these terms

(except for those involving viscosity) are collected into the quantity Q4.

()4 has been shown to be of the order of &, which is a measure of the density difference
across the interface. In the ocean o = O(1073), while in the laboratory tank o =
O(1071) = O(¢). Since « can be regarded as a measure of the validity of the Boussinesq
approximation, it can be concluded that this approximation is valid in the ocean to

third order, while in the laboratory it is valid to first order only.

As Long (1965) pointed out, the retention of terms of order ¢ cannot be justified in
such circumstances if the Boussinesq approximation is to be made, since the linear
approximation is of the same order. Long showed that such inconsistency actually
prevented the discovery of certain types of solitary waves, which are non-linear but
cannot exist in the Boussinesq case. In the analysis of section 3.4, the Boussinesq

approximation will not be made for the laboratory waves.
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3.3.5 Viscous effects

The viscous term @, is shown by equation 3.23 to be O(Re™!), where Re = ¢/vk is a
Reynolds number based on the wave motion (Dore, 1970). Since Re = O(10%) in the
laboratory, viscosity can be neglected in the bulk of the flow. However. the choice of
length scale may have masked aspects of the flow which are governed by viscosity. To

inspect the motion in thin regions of the flow, the vertical co-ordinate is rescaled

z=102 (3.27)

If 6’ represents a layer of thickness ~ 1mm near to a fixed boundary, then it is found (as
for surface waves; Dean and Dalrymple, 1991) that @, = O(1). Thus in thin boundary

layers the motion is governed by viscosity.

On the other hand, if § = 26 ~ 40mm, using the thickness of the density interface as
a vertical lengthscale, then @, = O(107%). Therefore, except in very thin interfaces,

viscous effects only become important at third (or at worst second) order.

At larger scales, such as may be encountered in the ocean, Reynolds’ stresses become
more important than those due to molecular viscosity. One way of dealing with this
is to estimate an eddy viscosity, using which the Reynolds’ stresses may be treated in
the same way as laminar viscous stresses. Massey (1989) argues against this on the
basis that the eddy viscosity cannot be accurately known. A discussion of the use of
eddy viscosity in internal waves is given by LeBlond (1966). The estimate for the eddy
viscosity K, in oceanic solitary internal waves given by Helfrich and Melville (1986) is

K, ~ 1074-10"3m?/s.

Using Helfrich and Melville’s larger value, the Reynolds number of Osborne and Burch's
(1980) Andaman Sea waves is O(10°). Using the interface thickness lengthscale 4, a
Reynolds number of O(10%) is obtained. Thus viscous effects can be expected to be

negligible in the oceanic interface to third order.

In view of the intense shear at the interface, it may appear surprising that viscous effects
do not govern the flow there. Strong shear in one co-ordinate, such as that found at the

crests and troughs of internal waves, necessitates the existence of a non-zero vorticity

¢, given by

34



(=-V (3.2%)

The above scaling arguments show that equation 3.11 is driven by vorticity. That this
may occur even in an inviscid fluid may be shown by recalling Lord Kelvin's vorticity

theorem (as stated by Prandtl, 1952, p.56)

In a homogeneous frictionless fluid the circulation along a closed fluid line

remains constant as time goes on.

The condition of homogeneity is essential, as both Prandtl and Lamb (1932, art. 17)

emphasise, and Kelvin’s theorem may not be applied to a heterogeneous fluid.

In the case of interfacial waves, a different argument must be used. The two fluids must
be treated as homogeneous fluids separated by a movable but impermeable boundary,
and in each fluid the motion may be regarded as potential flow (Arnsten, 1990). In
the potential flow approach the vorticity is confined to a discontinuity at the interface,

where its value is infinite.

In reality the interface acts like a solid boundary, adjacent to which there will be a
viscous boundary layer (Harrison, 1908). The fact that this boundary layer is present
in the centre of the most active region of the flow explains why experiments involving
two imiscible fluids (e.g. Koop and Butler, 1981; Leone et al., 1982) suffer from much
greater viscous attenuation than do experiments performed on a diffuse interface. The
solid boundaries of the laboratory tank, being in less active regions, do less to attenuate

the wave.

3.3.6 The rigid lid boundary condition

On the free surface, one might assume either zero vertical velocity (the so-called “rigid
lid” case), or apply a dynamic free surface boundary condition. The former undoubtedly
makes the mathematics easier. Three justifications can be made in favour of the former.
Firstly, Phillips (1977) has shown that the validity of the rigid lid assumption depends
on the condition w?/gk < 1, which is satisfied in the laboratory, and even more so in
the ocean. Secondly, in most of the experiments, the buoyancy frequency was zero near
the surface, and where this was not so, the wave frequency was low. Thus the vertical

motions near the surface can be supposed small. Thirdly, no vertical motions were



observed by eye in the laboratory tests (except where the wavemaker was accidentally
started impulsively) and due to the meniscus effect which affects wire wave gauges, no
equipment was available which would measure surface displacements which were not

visible to the eye.

3.4 A Stokes expansion for internal waves

3.4.1 Perturbation expansion

The following Stokes expansion follows the formulation of Thorpe (1968b), although
here the Boussinesq approximation is not made, and numerical solutions are sought for
general cases (Thorpe started from the Boussinesq approximation and found analytic
solutions for special cases up to second order). A further refinement is that the vertical

co-ordinate z is expanded in a Taylor series.

The perturbation expansion will at all times be truncated at third order. This is
because the scaling arguments have shown that viscous effects become important at
this order, and there will be no justification for preceding beyond it without inclusion
of the viscous terms. In fact it will be seen that for many of the waves studied, even the
third order cannot be used. The expansion outlined below is not able to cover viscous
effects. In addition, without the Boussinesq approximation, the expressions become

extremely cumbersome even at second order.

Equation 3.11 contains two dependent variables: the density fluctuation p and the
streamfunction 1. These are expressed as a perturbation expansion in the wave steep-

ness parameter ¢, along with the wave shape n

M 3\
p = Z €" Pm
m=1
M M .
0= = Y €Uy (24 )™ D (3.29)
m=1 m=1
M M .
n= Z emnm — Z 6mI{m(:)em]k(r——ct)
m=1 m=1 7

Thus the streamfunction and the wave shape are expanded in terms of a depth profile

(¥, (2) and H,,(z) respectively) multiplied by a harmonic oscillatory term!. Here. as

~

! According to engineering practise, j is used instead of ¢ in the complex exponentials
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before, k is the wavenumber and c is the phase speed. Note that the dependent variable

z 4 7 is used in the streamfunction profiles instead of z; this follows Benjamin (1966).

3.4.2 Application of the Taylor series and the kinematic equation

The unknown wave shape 7(z, z,t) in the streamfunction is removed by expanding
Y(z, 2,t) as a Taylor series in 7, rejecting terms which will appear smaller than third

order.

. , 2 , \
"»bl — \I}l(z)e]k(x—ct) 4 77\1]’1 (Z)e]k(.r—ct) + %_\Illll(z)6jk(x—ct)

Ve = \112(Z)e2jk(x—ct) + n\Il'z(z)e2jk(x_Ct) (330)

- \I]3(Z)€3jk(x_6t)

After substitution for 5 from equation 3.29, %,, is found in terms of ¥,, and H,,

Py = \Ijlejk(z—ct)

Yo = [Ty + Hy W] ePHE=e) (3.31)

1 :
¢3 = |¥Us3+ \11'1H2 + \I]’IHIH{ + 5\1{’1/}[1 + \IIIZHI eSjk(a:—ct)

where U, H;, etc., are functions of z only.

The displacement profiles H,, are expressed in terms of the streamfunction profiles
U,, by substitution of 3.31 into the kinematic equation 3.14. Although H;, H; and
H, appear in the expressions for 1, and %3, they can be eliminated by collecting
coefficients, solving the lower orders first and substituting for the low order expressions

when required. This yields explicit expressions for the displacement profiles.
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Thus once the streamfunction profiles are known, the vertical displacement n(z. z.t) of

an element of fluid from its rest position (z,z) can be calculated.

3.4.3 The buoyancy equation

The density fluctuation p,, may be found for each order m by substituting the pertur-
bation expansion for g and % (equation 3.29) into the buoyancy equation (3.6), and

collecting coefficients of the expansion parameter €.

Collecting coefficients for the first order case (¢!), the Jacobian in 3.6 vanishes and the

buoyancy equation becomes

pre = —p 1z = —jkp'Tyelkl=e) (3.33)

This equation is integrated with respect to ¢ to find the buoyancy fluctuation

o
p1= %\Dlejk("’—d) + fi(z,2) (3.34)

as found by Thorpe (1968b).

The unknown constant of integration fi(z,z) can be dealt with as follows. First, it
may be assumed that at first order, the density fluctuation must be periodic in both

and ¢, if it is periodic at all. Since f; is not a function of ¢, it may be concluded that

f1 = f1(2) only.

Secondly, at first order it may be assumed that the density fluctuation integrated over
one wave period is zero, i.e., elements of fluid return to their rest positions after the

passage of the wave. Integration of equation 3.34 with this in mind gives

fi(z) =0 (3.35)

Thorpe showed that the vorticity equation (in the Boussinesq approximation) gives

fi = fi1(2), and gave an energy argument for setting fi(z) = 0 in the general case.

By collecting coefficients of ¢? and substituting for p; from 3.3-1 the second order density

fluctuation can be found
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No assumption is made about the form of f;(z, z). For the third order fluctuation, co-

efficients of € are collected and j; and p; are replaced with the appropriate expressions
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As Thorpe (1968b) pointed out, the forms of f; and f3 are completely unknown, except

that they must vanish on the horizontal boundaries of the domain.

For there to be a non-zero x—component in f, then there must be a change in the
stratification along the length of the domain through which the wave travels. This
could be the case if the wave were causing some form of non-linear mass transport, as

occurs for surface waves (Stokes, 1847; Longuet-Higgins, 1953).

Mass transport certainly occurs in internal waves. Dore (1970) has investigated the
situation in interfacial waves, and found, as did Longuet-Higgins for surface waves,
that a non-zero viscosity greatly enhances the “Stokes drift”, i.e., the mass transport
which is calculated from the inviscid Stokes solution. The Stokes drift is O(e*) compared
to the first order term; i.e., it is third order. A non-zero viscosity enhances this by a

factor proportional to the square root of the Reynolds number.

Wave propagation

=—a
.

L Interface | ,

|
Theoretical mass N
transport velocity |

Figure 3.2: Theoretical mass transport velocity
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Wave propagation

_______________________________

Figure 3.3: Possible effect of “mass transport” in a confined tank

Dore’s analysis dealt with a two-layer fluid and with a horizontally unbounded domain.
The effect of the tank end walls must be considered for the laboratory case. Figure 3.2
shows how the fluid is expected to behave. In surface waves, Longuet-Higgins shows
that the net flow is forward at the surface and backward at the sea bed. Dore shows
that the net flow in interfacial waves is forward near the interface and backward in the

fluid interior.

For the case of surface waves in a laboratory tank, any mass transport will be expressed
as a circulation in the tank. With stratification, this is impossible as any circulation
will be resisted by buoyancy forces. Therefore, it is supposed that the tendency of the
waves to give rise to a net mass flux will be resisted in the tank by means of modification
to the background stratification. This modification might take the form of a thickening
of the interface at the beach end of the tank, and a thinning of the interface near the
wavemaker. A static head is thus set up along the tank which resists the forward mass
transport in the interface. The situation is shown in figure 3.3. If the waves should
cease, this static head would collapse, giving rise to a weak gravity current, or possibly
a mode 2 seiche. In some of the larger amplitude experiments, a clear reverse gravity

current did indeed follow the cessation of the waves.

Equipment was not available in the laboratory tests which would enable the testing
of this hypothesis. Ideally, at least three density probes would take a large number
of density profiles during the experiment, and an average interface thickness would be
calculated. However, even with this information it would not necessarily be possible
to observe the build-up of the static head. This is because wave energy dissipation at
the beach may be associated with a small amount of diapycnal mixing, which would
locally thicken the interface and drive a gravity current. Mixing was observed to occur
at the wavemaker for some of the larger amplitude experiments. Separation of the

mass-transport driven head from that created by mixing would be very difficult.
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A further problem is that Dore’s analysis would probably require considerable modifica-
tion, because, as was shown in section 3.3.5. the influence of viscosity in a continuously
stratified fluid is less than in a two-layer fluid. Faced with these practical and math-
ematical difficulties, it would seem necessary to proceed with an approximation, and
note that for the unbounded case of the open ocean, a modification to the theory may

be required. The approximation is

folz,2) = fala,2) = 0 (3.3%)

The terms involving f2(z, z) and f3(z, z) will be retained in the analysis which follows

in order to observe the effect of neglecting them.

3.4.4 The first order equation

Stokes (1847) found that the phase velocity of surface waves calculated from linear the-
ory receives a correction at third order. It is expected that something similar will hap-
pen for internal waves in continuous stratification. Anticipating this, Thorpe (1968b)
suggested a perturbation expansion for the phase speed, which did not require to be
implemented in the event because the linear phase velocity turned out to be correct to

second order, as expected. Here the expansion will be made a prior:

c=co+ Z €"Cm (3.39)

This expression, along with the expressions for the streamfunction (equations 3.29
and 3.31) and those for the density fluctuation (equations 3.29, 3.34, 3.36 and 3.37)
are substituted into the vorticity equation 3.11. Here it is understood that @, = 0
(section 3.3.5) and f; = 0 (section 3.4.3).

Terms smaller than third order are rejected, and expressions which enable the first,

second and third order streamfunction profiles to be found are obtained. The first

order equation is obtained by equating coeflicients of el

—7 —=1
0]
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All of the coefficients of ¢! are also coefficients of ejk(x_“), which becomes a common

factor and cancels out.

If the Boussinesq approximation is made, the term in W} vanishes, and Thorpe’s (1968b)
first order equation is obtained. The quantity —gp’/p is equal to N2, where N is the

buoyancy frequency.

The non-linear vorticity equation has thus been reduced to a linear ordinary differential
equation, which is second order and homogeneous (no forcing function). In special cases

of stratification it may be solved analytically.

N

0.2+

0.4+

Figure 3.4: The first three eigenfunctions of a short wave in a tanh density profile

Equation 3.40 is a Sturm-Liouville or eigenvalue problem. Solutions to this equation
take the form of eigenfunctions ¥y (z) with corresponding eigenvalues cZ, assuming that
the wavenumber k is given. This means that for an infinite number of discrete special
values of c2 there exists a corresponding mode shape ¥, (z). For the current purposes,

the lowest mode is always sought, which is the mode with the largest phase speed co.
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Figure 3.4 shows the streamfunction mode shapes for the first few modes in a tanh
density profile, with infinite vertical extent. This is one of the analytic cases of Thorpe

(1968b).

3.4.5 The second and third order equations

Equating coefficients of €2 in the vorticity equation gives the following

w4+ Bwy 4 (Z2 413) T, =
P Cop
gﬁm 2 ﬁ, 2 "
26392 1" 2c0p (- v, 07) (3.41)
=1 —72 2
9P .2 ” 4 ;o 2k g
——WU v v v
+ op Lt o 2cop? Lo o
gap'
2c8p ( )

Equation 3.41 contains the second-order terms proportional to ¢2k(@=ct) Tt is again a
linear second order ordinary differential equation, but this time it is inhomogeneous,

with a forcing function formed from the first order eigenfunction.

The additional equation (3.42) contains the terms proportional to eike=ct)  As was

expected, the only solution to this equation is

c1 =0 (3.43)

Thus there is no second order correction to the phase speed.

The third order equation is formed in the same way, by equating coefficients of ¢. The

coefficients of e37%(z=<t) are grouped in equation 3.44, and the coefficients of esk(z=ct)

are grouped in equation 3.15. There are no coeficients of e2ik(z=ct),
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Equation 3.44 is an inhomogeneous equation of the same type as 3.41. From the other
equation (3.45), it can be seen that a third order correction ¢, to the phase speed ¢
may now enter, as expected. However, the approximation made in section 3.1.3 was
that fy(z,2) = 0. The correction to the phase speed is seen to depend on f;(2.z) and

so, continuing with the approximation, it is assumed that

c2=10 (3.16)

and that ¢ = ¢g is a sufficiently good approximation to the phase speed of the wave.

The implication of these assertions and the analysis is that when there is no non-
linear mass transport term, the phase speed remains linear. Whether this is merely a
spurious result of the approximations taken, or an essential part of the behaviour of

internal waves in a closed tank, remains to be seen.

3.4.6 Implementation of the Stokes solution

Neglecting the viscous term, the fully non-linear vorticity equation (3.11) and the buoy-
ancy equation (3.6) were programmed into a symbolic manipulation package (Maple V
release 3.0 for MS-Windows) on a personal computer. This package was used to per-
form symbolic calculations. The results for the Taylor expansion of 1 (equations 3.31
and 3.32) were substituted into the vorticity and buoyancy equations to obtain firstly
the buoyancy fluctuations p;—3(z, z,t) (equations 3.34, 3.36 and 3.37), and finally the
ordinary differential equations for the streamfunction profiles ¥;—3(z) (equations 3.40,

3.41 and 3.44).

The ordinary differential equations, which are all second order, were reduced to pairs

of first order ordinary differential equations by substitution, e.g. for the first order

equation
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where A;(z) is a new variable.

The linear problem has been expressed as a system of two coupled first order linear
ordinary differential equations in the unknowns A;(z) and ¥;(z), with one further
unknown, the phase speed cg, which is the eigenvalue. To incorporate this into the

system, a third equation is added

ch=0 (3.48)

The boundary conditions, from section 3.2.3, are

Uy (21) = Uy (22) = 0 (3.19)

where 2; o are the top and bottom boundaries respectively. The arbitrary amplitude of

the eigenfunction Wy (z) provides the final boundary condition.

Press et al. (1994) recommend this formulation as a means of solving eigenvalue prob-
lems, and suggest a “shooting” method for solution. In this method, the boundary value
problem described above is transformed into an initial value problem by changing the

boundary prescriptions, for example

\1’1(21) =0
Ai(z1)=p (3.50)
Ai(za1) =¢

Here p is a guess for the starting slope of the function, and ¢ is an arbitrary starting value
for the second derivative (set to unity). From this starting point, the equations were
integrated by a 4th order adaptive stepsize Runge-IKutta method, and the value of ¥,
at the end point z, was found. The value of p was adjusted until the required boundary

condition at =, was satisfied. This adjustment was performed using a Newton-Raphson

46



method, modified to ensure convergence when the starting guess was distant from the

root. Both of these routines (‘C’ functions) were taken from Press et al. (1994).

An infinite number of modes are possible, but only the first mode was sought. Hence.
the number of flow reversals in the derivative of ¥; was calculated and the starting
guess p modified if the wrong mode had been found. Thereafter, the solution was scaled

so that the amplitude of the wave was correct.

The second and third order equations were not eigenvalue problems, since they pos-
sessed a forcing term, and the value of ¢ was already known. For each, a pair of
coupled first order equations had to be solved to match two boundary conditions, thus

the magnitudes were also constrained.

These equations could not be reliably solved using the shooting method. Convergence
for these equations seemed to be far more finely balanced, and as the correct starting
guess p was approached, instabilities were sometimes observed to appear in the function.
They were solved using the more complicated method of finite differences, again using

a routine by Press et al. (1994).

3.5 Long wave theory for internal waves

3.5.1 The long wave paradox

The long wave paradox mentioned in chapter 2 is an important part of the theory of
surface and internal waves. The paradox, and its resolution, is best expressed with the

Ursell parameter for surface waves (Ursell, 1953)

U= %z (3.51)
This parameter actually first appeared in Stokes’ (1847) discussion of non-linear waves
in deep water, to differentiate between his theory and Airy’s non-linear shallow water
theory. For Stokes’ deep water expansion to converge, he required that ¢/ < 1, whereas
Airy’s theory required & > 1. The former prescription implies great depth, in which
the vertical and horizontal motions are of equal magnitude. The latter condition implies
that the vertical accelerations are insignificant. With this prescription Airy found that

finite amplitude waves would tend to steepen, so that a long finite amplitude wave of



permanent form was impossible. This effect has been termed amplitude dispersion, to
distinguish it from frequency dispersion which by spreading out the spectral components

of a wave reduces its steepness.

The paradox is therefore the conflict between Boussinesq and Rayleigh’s discovery of
solitary wave solutions to the equations of motion (Lamb, 1932) together with Russell’s
(1845) convincing experiments, and Airy’s prediction that a weakly non-linear long wave

could not propagate without change of form.

The weakness of the Airy theory is its neglect of the vertical accelerations, which
restricts it to long infinitesimal waves. Ursell showed that the intermediate case, where
U ~ 1, gave the Boussinesq equation, which has a solitary wave solution (Lamb, 1932).
Korteweg and de Vries (1895) showed that solitary waves arise when the effects of
amplitude dispersion and frequency dispersion balance one another exactly, and it is
now known that such a condition may occur readily in many types of wave motions.

Benjamin (1966) points out that the prescription ¢ = 1 implies this same condition.

3.5.2 Solitary internal waves

Benjamin (1966) applied long wave theory to internal waves, following a different deriva-
tion to that of the rest of this chapter. His theory will be used without modification,
and his derivation will not be repeated here. Benjamin’s analysis neglects the possible
effects of the earth’s rotation, as was done in the preceding sections. It should be noted,
as Thorpe (1968b) points out, that long waves on ocean scales are more likely to be

influenced by Coriolis forces than are short waves.

Using a frame of reference moving with the wave, Benjamin arrives at the same eigen-
value problem as was encountered in the Stokes expansion (equation 3.40), but with

the wavenumber £k =0

d do, dp .
_ ) gL, = 3.52

where the subscript n represents the mode number, Q, = pc, p is the density, ¢, is

the eigenfunction and ¢, is the phase speed of the nth mode. This equation expands

to
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dz? = pdz dz  pc2d: (3-53)

which is clearly related to equation 3.40. The second term vanishes in the Boussinesq
approximation, but this approximation is known to be invalid for long waves (Long.
1965). The eigenvalue problem essentially gives the solution to the infinitesimal long
wave problem, and since it is posed in the same way as before, the same methods of

solution can be used.

Benjamin arrives at the following long wave solution

e o[ (e
e sech (———211/2
z2
1= [ Qg
z1
z 2
P ()
z 3
K :/QQn <%) dz
7 dz
2

in which ¢ is a small parameter of the wave height, ey, = p(c* — ¢2), c is the actual

(3.54)

phase speed of the wave (in fixed co-ordinates), and Q = pc?. The domain is bounded

above and below by z; and zs.

Properties of the three quantities I, J and K are as follows: I > 0 always; J > 0 for
supercritical waves (as solitary waves are) while J < 0 for subcritical waves; and the
sign of A" denotes whether the wave is one of elevation or of depression. For a shallow
thermocline in dep water, K < 0, since the solitary wave is one of depression. The

small parameter € cancels out, as does the arbitrary constant multiplying the mode

shape ¢,.

Benjamin found this result using the separation of variables ((z,z) = f(z)¢,(z) and
expanding the equations of motion to third order in €. Here n = ¢(. He noted a
weakness in this approach in that using the independent variable z in ¢, rather than

the dependent variable = + 7 appeared to restrict the validity of the solution to very

small e. However, by performing a Taylor expansion
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= fo+ef2pp + €2 f3 (%ozcb” + @0/2) +...

and repeating the substitution, he found that the terms neglected in the simpler cal-
culation were all of order ae smaller than the largest terms retained, where a is the
fractional density difference. He concluded that equation 3.54. which was obtained us-
ing the simpler substitution, was valid if ae was small. He recommended that the Tavlor
expansion 3.55 be used with the initial form of the wave determined bv equation 3.51.

This was done here for both the wave shape and the kinematics.

3.5.3 Implementation of solitary wave solution

Solutions for the first mode only (n = 1) will be sought. In order to eliminate the

unknown constants, the following substitutions will be introduced

2,
I = kI I :/ pdid:
z1
29 dé 2
eJ =k - T :/ P(d—}) dz (3.56)
21 '~
-\ 3
z2 d
K = k3 K™ :/ p( ¢1) dz
7 dz

where & is the first mode eigenfunction ¢;, normalised to have a maximum amplitude

of unity, and & is the arbitrary amplitude of ¢;.

Equation 3.54 now becomes

1/2
A-aJ L[l =J T o
77(_1-,z) — 3 *sech _CQ—F 'é‘ (354)

cy IN

which is entirely in terms of known quantities, except the phase speed c. The eigenvalue
c1 and the eigenfunction $; are obtained in the same way as for the Stokes solution

(section 3.1), and then I7, J* and W™ can be calculated. The wave height is found by

setting v =0



2 —ctJ*

H, =
¢ K~

and it can be seen that only the infinitesimal wave (H,, — 0) has ¢ = ¢;.

For a more accurate representation of the wave shape, Benjamin's recommendation
(3.55) is followed, and a Taylor expansion of 7 is performed. To simplify matters. a

lengthscale L is defined

2 I 1/2
L=2|—— )
e

The Taylor expansion for the wave shape is as follows

n(z,z) = Hy,pisech? <L> H2 ¢, ¢lsech4 (L)
+H2 [2 d;égl + ¢ (%) } sech® (%)

which can be evaluated explicitly. The velocities are found from the streamfunction

(3.60)

by means of the kinematic equation 3.14. A substitution is made as follows for the

streamfunction

W(x,2) = Wo(2) + Hy¥q(2)sech? (%) o
3.61

+H2W,y(2)sech? <%) + H32W3(2)sech® <%>

Since the frame of reference moves with the wave at the phase speed c, the first stream-
function profile ¥q is known from the boundary condition at infinity, while the other
streamfunction profiles ¥;—3 are found by equating coefficients of sech?(z/L), after

substituting for 7 and % in the kinematic equation.




Up(z) =cz

Uy (2) = —c¢y
1 2,d¢ 3.62
Wy(2) = —5¢ gdil (3.62)

a2y 1, (dd\T 1. d (. déy
W3(z) = —c [5 T2 T §¢1 (E) - 6¢1E (¢17Z—

Thus once ¢; is known all of the other quantities can be computed directly.

3.6 Summary

It has been shown that analytical extension of Stokes theory to third order without
the Boussinesq approximation is possible, though complex. In chapter 6, use will be
made of first, second and third order theories in order to assess their usefulness in
predicting internal wave kinematics. Comparisons between measured and theoretical
kinematics are made in section 6.2.5 to second order (see for example figures 6.7 to 6.11).
Assessment of the effect of including second and third order components are made in
section 6.6.2.

The Korteweg-de Vries theory described above is used alongside linear theory to predict
the kinematics of the longer waves in chapter 6. Comparisons with long wave theory are
made in section 6.4 (see for example figures 6.25 and 6.29). It is found that the theories
are not as broadly applicable as might be hoped. Chapter 7 discusses the implications

of using these theories in an engineering context.



Chapter 4

Experimental equipment

The aims and objectives of the laboratory experiments are reviewed
and some preliminary tests are described. The mechanical design of the
wave tank and wavemaker is discussed, followed by a description of the
electronic and software aspects of the control and data collection system.
The design and performance of the wave height gauges and the density probe
is presented, including corrections to the readings of the aspirating density
probe. The chapter concludes with a brief review of the tank, wavemaker

and instrumentation.

4.1 Aims and objectives of the experiments

The aim of the experimental programme was to provide accurate measurements of the
kinematics of regular internal waves under a range of known conditions. The specific

objectives which arose from this aim were:

1. To generate stable stratification in a fluid in a laboratory tank;
2. To have accurate knowledge of the form of density stratification in the tank;

3. To generate trains of regular internal waves in the stratified fluid using a sinusoidal

paddle motion of well defined frequency and amplitude;
4. To measure the shapes of the resultant internal waves;

5. To measure the fluid particle velocities within the internal waves.
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Virtually no experimental equipment, other than a laser, was available at the start
of the project; nor had forced internal waves been produced in any of the University
departments connected with the project. Therefore, before designing and building the
equipment it was necessary to run feasibility tests to determine the type of wave tank

and wavemaker which would be needed. These tests are described in section 4.2.

Despite the project’s “standing start” in terms of equipment, there was considerable
expertise in surface waves and in velocity measurement using particle image velocimetry
at the University of Edinburgh (e.g., Greated et al., 1992). Measurements in a variety
of other buoyancy driven flows had previously been conducted at the University of

Dundee. Some of the methods used are described by Davies (1992).

The equipment needed for the project was as follows:

1. A laboratory tank and a stratification system;

2. A computer controlled wave generator;

3. Wave height gauges;

4. A traversing probe for measuring the density profile in the tank;

5. Velocity measurement equipment.

This chapter deals with all of the experimental apparatus with the exception of the

velocity measuring equipment, which is discussed in chapter 5.

4.2 Preliminary tests

In order to find the best method of generating internal waves and measuring wave shapes
and density profiles, preliminary experiments were conducted in existing tanks in both
Edinburgh University and Dundee University. The Dundee tests were conducted by
the collaborators in the project. Neither of these tanks were suitable for kinematic
measurements; the Dundee tank was too short and the Edinburgh tank had a steel
base. However, these tanks did allow testing of basic wavemaker paddle shapes, and

observation of the behaviour of different internal waves.

An early conclusion of these tests was that it is not difficult to set up a laboratory
tank with a stable, near two-layer stratification, using fresh and salty water. Addition-

ally. nearlv anv disturbance near the interface will set up progressive internal waves.



These conclusions were very encouraging. Some of the instability modes described in

section 2.3.5 were also observed, especially resonance due to finite interface thickness.

Different paddle shape and motion tests were conducted at each site. Since some hard-
ware for the task was already available in Dundee, paddles moving in a linear vertical
oscillation were tested there. In Edinburgh, paddles rotating about a pivot were tested.
Various shapes were tested in each site. At the time, no reliable means of measuring
the wave heights was available, so the performance of each paddle shape was judged
qualitatively on the basis of the amount of local mixing generated. Besides upsetting
the stratification, mixing at the paddle was a sign that energy was not being efficiently

transmitted to the wave. The smoothness of the wave shapes was also observed.

400 I 150

Paddle clamp

Front view Side view

400 150 - -

Paddle clamp

AN

Front view Side view

Figure 4.1: Paddles used in the tests. Top: original paddle; bottom: larger paddle.

From these tests, a vertically oscillating D-shaped paddle (figure 4.1) was selected as
being the most effective over a range of frequencies and stratification conditions. The
figure shows two sizes; the first size was that chosen from the preliminary tests, while
the second was constructed when it was desired to generate larger waves (the taller face
of the larger paddle generated less mixing than the smaller paddle when the amplitude
was high). It was later decided that the paddles should be neutrally buoyant, so that

they would not rise to the surface of the water when the power to the wavemaker was

switched off.
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4.3 Laboratory tank

The laboratory tank was designed on the basis that its primary function was to allow
the study of the kinematics of internal waves using Particle Image Velocimetry (PIV).
Velocities in internal waves are low compared to those in surface waves. and the PIV
technology which was available at the time was not well suited to the measurement
of very low velocities. These considerations meant that a relatively large tank would
be required to allow the full range of wave conditions to be studied using PIV. The

resulting design specification for the laboratory tank was as follows:

e The tank should be long enough to allow waves of reasonable length (A up to

2-3m) to propagate;
e The tank should be wide enough that wall effects should be negligible;

e The depth of water should be sufficient to allow all depth regimes to be studied,
up to A/h < 1;

e The overall volume of the tank should not be so great as to create an excessive
consumption and storage requirement for saline solution; nor should the stratifi-

cation of the tank take more than two or three hours;

e Compatibility with existing and future wave tanks in the University should be
preserved where possible, in order to allow the sharing of equipment and facilities

between projects;

e The tank should be small enough to fit into a certain laboratory area (which was

not known at the start of the design but which was decided before the design was

completed);

e The tank walls and base should be optically clear to allow the use of a particle

image velocimetry system;

e For the same reason, the tank base had to be a minimum of 0.7m above the

laboratory floor;

e The total cost should not exceed £4,500, including the stratification system. This
figure was based on an estimate of the requirements of other aspects of the project.
In fact the expenditure on the tank and stratification system was about half this

figure. This was fortunate as the estimated expenditure on other items was

exceeded.



4.3.1 Selection of wall and base material

The requirement that the tank walls and base be optically clear essentially defined the
basic configuration, and the dimensions, early in the process. Glass was immediatelyv
selected as the base and wall material, as it combined optical clarity with scratch
resistance, high stiffness (~ 70G Pa; equal to that of aluminium) and low cost. Optical
plastics such as perspex (acrylic) or polycarbonate suffer from low stiffness (~ 3G Pa).

low scratch resistance, and high cost.

Having selected glass as the primary load-bearing material, the options for tank di-
mensions became clearer. In the first place, panes of glass of length greatly in excess
of 3m were difficult to obtain. In the second place, the required thickness of glass was
a strong function of water depth, while the cost per unit area increased dramatically

with increasing thickness.

Glass thickness t

Bay length |

-—T

Deflectiony

THREE SIDED SUPPORT
3 simple supports, top

FULLY FRAMED GLASS edge free

4 sides simply supported

Water depth h

Support forces

Figure 4.2: Side glass support options

Figure 4.2 shows the relevant quantities in the stress calculation for the glass sides and
base. For the tank sides, the options were to support the glass along all four edges
(“fully framed” case) or to leave the top edge free. The latter case resulted in a much
higher stress in the glass. As optical access to the very top layers of the tank was not

a priority, the fully framed arrangement was adopted.

With the glass fully framed, the glass thickness was governed by the water depth rather
than by the length of the bays, so it was advantageous to have the bays as long as
possible, minimising the number of intermediate supports which would interfere with
observation. Therefore the bay length was set at 3m (slightly shorter than the longest

easily available sheet of glass).
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The overall length of the tank was set at a nominal 6m, as there would have been some

difficulty in accommodating a longer tank.

The maximum stress (0,q;) and deflection (ymar) for a rectangular flat plate with
four edges simply supported, under the loading case shown in figure 4.2. are given by
(Roark, 1989, table 26, case le)

3
S 0.38pgh
t2
1.1
B 0.07pgh® (1-1)
ymaz - Et3

where p is the water density, ¢ is the gravitational acceleration, t is the plate thickness

and F is modulus of elasticity of the plate.

Thickness Omaz(M Pa) Price/m?*
(mm) h =0.55m | h=0.60m | A = 0.65m | Haran | G.&J. Rae
10 6.8 8.9 11.3 £62 £28
12 4.7 6.2 7.8 £68 L£37
15 3.0 3.9 5.0 £157 -
19 1.9 2.9 3.1 - -
25 1.1 1.4 1.8 £220 -

Table 4.1: Glass selection choices

Table 1.1 shows the options for glass thickness, including prices from two of the suppliers
at the time (January 1993). A safe working stress of oo = TM Pa for (standard)
annealed float glass'. was adopted. The cost cutoff point was clearly a water depth
h =0.6m, which gave a glass thickness of 12mm. A minor increase in depth would have

pushed the glass thickness up to 15mm and increased the glass cost by a factor of 4,

for little obvious gain.

In the chosen configuration, the maximum deflection of the walls was kept below 0.5mm.

If acrylic had been used, a deflection of 5mm would have been expected.

It was decided that a standard tank width of & = 0.4m would be used wherever ap-
propriate (following an existing tank) for future tanks. This width was believed to be

adequate to avoid wall effects, and gave a glass thickness 12mm for the base.

! This figure was suggested by Mr John Hellsby of Pilkington Glass Ltd
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The tank end walls (figure 4.3) were to be the connection points for filling and draining
plumbing. These were made from 15mm thick PVC sheet. An entry port was cut in
each plates just below the level of the tank base. The ports were closed by removable
entry covers to which all pipework could be attached. The possible future need to cut
into the tank end walls in situ or remove the end walls for machining was thereby

obviated.

///
Y4

A
\

N

Figure 4.3: Isometric assembly view of one of the tank end plates

Nominal gaps of 5mm were left between panes of glass, and between the end wall and
the glass, to allow silicone rubber seals to be made. This relatively large gap was
specified to reduce the tendency of the seals to break due to slight deflections of the
structure during filling. In the event, the dimensional tolerance on the glass was such
that in certain places the gaps were rather smaller. Nevertheless, sealing was successful

on the first attempt except for the four bottom corners.
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4.3.2 Design of supporting structure

The design of the support structure was based on tanks designed by Dr David Skyner
and Mr Tom Bruce, in the Department of Physics and Astronomy at the University of
Edinburgh. Mild steel was chosen for the main support structure, because of its high
strength/cost ratio and ease of welding. An inner structure of HE30 aluminium alloy
angle, fastened to the steel frame, supported the glass. Extruded aluminium angle was
chosen over steel angle because its superior dimensional consistency made it easier to
align. Packing between the steel frame and the aluminium angle allowed fine tuning of

the alignment before the glass was inserted.

Stress concentrations in the glass were avoided by interposing solid neoprene rubber
strips between the aluminium and the glass. The rubber strips were bonded to the
aluminium inner frame, and the glass to the rubber strips, using a high strength double-

sided adhesive tape. A cross-section of the whole arrangement is shown in figure 4.4.

Cross section
between H-frames

Cross section at
centre H-frame

2mm solid 12mm glass
neoprene stri
5mm gap for
\ silicone rubber
- / sealant
12mm glass
120x120x6.3
Box section N o atron
mild steel 2'x2'x1/8"
HE30 aluminium
| alloy angle
R -

Figure 1.4: Cross-sections of the wave tank
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A potential worry with the use of rubber strips to support the glass was that the rubber
might compress under load, leading to a deflection which might break the seals. An

experiment revealed that the rubber compression would be less than 1%.

It can be seen in the figure that the base glass rests on the edges of the aluminium
angle, rather than fitting under the side glass. Although this arrangement results in a
theoretically higher bending moment at the root of the angle, several factors mitigated

in its favour, notably

e in either arrangement, slight bowing of the glass would tend to concentrate most of

the load onto the outside edge of the angle, removing any comparative advantage,

e the arrangement chosen gives a solid support to the side glass, making the task

of assembly much easier, and

e with this arrangement any pane of glass can be removed without necessitating

the removal of another.

Simple stress calculations showed that 1/8” thick HE30 aluminium angle would be

sufficient to carry the load.

Specifications for the steel support structure were governed by the requirement that
deflections should not exceed Imm when the tank was filled to the top. This was
chosen to ensure the integrity of the seals, to avoid modulation of the internal waves
by a varying channel width, and to reduce the flexibility in width required from any

close-fitting equipment which was to be placed into the tank.

An isometric sketch of the steel structure is shown in figure 4.5. The tank is comprised
of three welded H-sections separated by longitudinal beams. The function of the H-
sections is to support the glass and to resist the static load applied by the water. The

central H-section is required to separate the tank into discrete individually glazed bays.

Part Box dimensions (mm) | Wall thickness (mm)
End H-sections 150 x 150 6.3

Central H-section 120 x 60

Top side beams 120 x 60

Bottom side beams 120 x 120 6.3

Table 1.2: Steel specifications
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Separation of the tank length into bays allows the use of easily obtainable lengths
of glass, and decreases the stiffness requirement for the longitudinal beams., whose

deflection goes with the third power of beam length.

Calculation of the individual deflections of the longitudinal beams is straightforward:
however, the actual deflection of the beams is increased by twist in the end H-sections.
A sketch of the moments which cause this twist is shown in figure 4.6. Twist of the
central H-section was not an issue since twisting moments applied from one side were

balanced by moments applied from the other.

The steel chosen for the tank construction is listed in table 4.2. Box section steel was
used throughout. The tight deflection requirement led to a structure whose strength is

far in excess of that required to support the load.

Top side beams
120x60x5

=End H-frame
150x150x6.3

7]

Bottom side beams
120x120x6.3

/

Centre H-frame
120x60x5

End H-frame
150x150x6.3

Figure 4.5: An isometric view of the steel support structure

62



e “ Top side beams

\

Moments tending
to twist H-frame

o o o jo_o o o o0 o
= | '
; ! i
. |
‘ \
\ .
! i

o ™ R } ] /

‘ }! Bottom side beams ‘

End H-frame

- N

Figure 4.6: Moments tending to twist the end H-section
4.3.3 Stratification system

The requirements for the stratification system were that it should be able to produce
nominally two-layer and more general density profiles. Control over the form of the
density profile, especially the thickness of the interface, was considered important.
Additionally, it was considered desirable that the saline solution should be conserved
after experiments. This necessitated the provision of a reservoir and some form of

filtering system, since the recycled water would become dirty after many uses.

The capacity of the wave tank is 1.53m3. A stratification system was required which
could store a volume of saline solution equal to a reasonable fraction of this. As the tank
would never be filled completely with saline solution, it was not considered necessary
to store the full volume; however, the ability to store more than one solution was

considered an advantage.

Two storage reservoirs of capacity 0.98m> each, which had formed part of a previous
experimental tank, were available. Two small pumps were also available. A system for
stratifying the tank and storing saline solution was devised and modified during the
project. The final stratification system is shown in figure 4.7. The stratification system

functions as follows:
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Figure 4.7: The final system for storage of saline solution and stratification
of the tank

1. Reservoir recirculating system—OQOne reservoir was selected as the saline storage
tank. In this tank, saline solution was prepared, mixed, filtered and stored. The
outlet of this tank was fed to the inlet of one of the pumps. This pump assisted
in the function of filtering and mixing. The output from pump could be diverted
either to the experimental tank, or back into the reservoir via a filter. Thus the
pump could be used to fill the experimental tank, or to mix or clean the saline

solution in storage.

The return pipe from the filter to the reservoir entered the reservoir at the top,
distant from the reservoir outlet. By this means, when mixing or filtering was
in progress, a constant slow circulation was set up which prevented the fluid in
the reservoir from itself becoming stably stratified. Filtering was done routinely
for a few hours before every experimental run, and whenever saline solution was

being prepared. The constant circulation helped to ensure that the salt dissolved
properly.

2. Stratification for two-layer cases—The case most commonly studied was where
two layers of differing densities were separated by a relatively thin interface, on
which the waves propagated. For these cases, the tank was partially filled with
fresh water and saline solution was slowly bled in underneath. Two alternative

schemes were used for introducing the saline under the fresh water:

e A baffle was placed at the bottom of one end of the tank behind which saline

was introduced:
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e Saline was pumped along a pipe which ran along the side of the tank. Four
small downward-pointing holes, covered by profiled baffles. allowed the saline

to escape under the fresh water.

There was little difference in performance between the two methods. In practise.
the thickness of the interface appeared to be controlled by the absolute density
difference and the time taken to fill the tank, which is determined by the flow
rate. The limit for the flow rate was the onset of shear instability (figure 2.6) at
the inlet. The interface tended to diffuse through time, and the rate of diffusion
is a strong function of the interface thickness. Thus the interface tended to reach
a stable thickness of the order of 20-30mm over the 2-3 hours which were spent

filling the tank.

The water was drawn from the saline storage tank by the pump, and the flow was

controlled using a metering valve.

. Tank draining—After experiments, the saline solution was drained back into the
reservoir, via the same inlet pipe which had been used to fill the tank. The baffles
in the flow path created resistance to the low so that draining took a considerable

time. The second pump was employed to speed the process. The fresh water was
discarded.

. Stratification for linear density profiles—Some of the experiments were carried out
with a linear density profile in part of the water column. For these experiments,
it was necessary to be able to vary the salinity of the water being introduced into

the tank continuously.

For this purpose, the second reservoir was filled with fresh water. A system
of valves allowed the main pump to draw water from either of the reservoirs,
either directly or through two flow meters. The flow in the meters was adjusted
differentially during filling, so that a controlled mixture was obtained. Good

mixing of the two fluid streams was ensured by the impeller of the pump.

The method of filling, for these experiments, was to partially fill the experimental
tank with saline solution, and bleed a mixture of controlled salinity onto the
surface, through a sponge float. By making timed adjustments to the rotameters,
a stepped decrease in the density of the saline entering the tank was achieved.

These fine steps diffused into a smooth increase in density with depth after a few

hours.

A clear measuring chamber was placed in the pipe before the entry into the

experimental tank. The intention was to place a hygrometer in the chamber so
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that the density of the fluid could be monitored continuously. It was found that

this was not necessary.

The system described above was arrived at after many trials and errors. Alternative
methods of managing the stratification in a laboratory tank were considered. Some of

the possible variations are listed below.

To sponge
float
l ) Valve
Fresh Saline

water solution ’

+@ Pump

Figure 4.8: The double bucket method for creating a linear stratification

e Double bucket system—A common means of producing linear stratification in
a laboratory tank is the double bucket system, shown in figure 4.8. The first
bucket contains saline solution and the second fresh water. A pipe connects the
two buckets. Saline solution is drawn from the first bucket by a pump. A small
portion of the solution is fed into the laboratory tank via a sponge float, while
the rest is fed back into the first bucket. This forced return flow creates turbulent
mixing and maintains a uniform density in the first bucket. As the level drops in
the first bucket, fresh water flows under gravity from the second bucket. By this
means a linear decrease in the concentration of salt over time in the first bucket
is obtained. Hence a linear density profile (for small densities) is obtained in the
laboratory tank.

The success of this method in producing linear density profiles depends on the

effectiveness of mixing in the first bucket. Unfortunately, the volume of water

required was such that a much larger pump would have been required to ensure

effective mixing in the reservoir.

e Tilting tank system—For the production of two-laver and other profiles. Thorpe
(1968a) has used a tilting tank (figure -1.9). The tank is first half filled with

saline solution in the vertical position, then fresh water is fed on top of the saline,

66



/Fresh water
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Figure 4.9: Thorpe’s tilting tank method of creating stratification

creating an interface. When the tank is slowly tilted to the horizontal position,
buoyancy forces create a shear flow which results in the two layers stretching out
along the length of the tank. The interface between the fluids is stretched by this
mechanism and becomes very thin. The tank must be tilted slowly in order to

avoid shear instabilities.

Unfortunately, the shear volume of water required for the experiments, coupled
with the need for a large number of ancillary devices in or near the flow (wave
gauges, density probes, wavemaker, illumination equipment) made the use of a

tilting tank almost impossible for these experiments.

Computer controlled system—One idea which was considered at the outset was to
replace the two rotameters with solenoid valves, which would then be driven by
a computer, to which a density probe could be coupled. By alternately opening
and closing the solenoid valves (on a timescale of a few seconds), a mixture of
saline and fresh water would be obtained. By controlling the relative open and
closed times of the valves, in a manner similar to switched-mode power supplies,
the density of the effective mixture could be controlled. It was envisaged that the
measuring chamber would act as a “low-pass filter” by smoothing out the high

frequency changes in density produced by the alternation of the valves.

Although such a system would in principle be able to create any density profile
in a controlled manner, practical problems prevented it from being implemented.
A major difficulty was that low cost solenoid valves required a certain minimum
pressure drop (greater than the depth of water in the reservoir) in order for them
to open. This was to be supplied by the pump: however, while the flow was

blocked the pump would either stall or draw air in through the seals, so that it
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would require re-priming before it would draw fluid. In such a situation the valves

could not be relied upon to open at the correct time.

If the reservoirs were to be placed above the level of the experimental tank, a
gravity feed rather than a pump feed could be used to stratify the tank. In this
case solenoid valves could be used and computer control over the density profile

would be feasible.

4.4 Wave generator

Following from the conclusions of section 4.2, the specification for the wave generator,

including the control electronics, computer interface and software, were as follows:

1. The wave generation mechanism was to be the vertical oscillation of a paddle of

selectable size and shape.

2. The motion of the paddle was to be controlled by a computer, which would be

able to create periodic or non-periodic motions.

3. Oscillation excursions of up to 100mm, at frequencies up to 1Hz, were required,

along with the ability to produce very low frequency motions.

4. The paddle motion was to be sufficiently free from vibration and jerks that no

waves other than at the desired frequencies were produced.

5. The control electronics, computer interface and software were to simultaneously

perform the tasks of wave generation, data collection and control of ancillary

equipment.

6. Safety features should be present in the system which would protect the user. the

wave generator itself, and the tank in the event of a malfunction.

7. The overall cost of the wavemaker, including the drive electronics and computer,

should be less than £3,000. (The final figure was substantially more than this.)

It was clear from the outset that some form of closed loop control would be needed to
produce a paddle oscillation that was sufficiently free from unwanted vibrations and
jerks and that followed the desired motion closely. Several points about the selection

of closed loop control system are important:
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Figure 4.10: Basic control system schematic

o Characteristics of closed-loop control—Closed loop control systems (figure 1.10)
function by measuring a quantity which is to be controlled (e.g., position, force,
velocity) and comparing it to a demand signal (the required position, force or
velocity). The difference (or error signal) between the demand and the measured
value is multiplied by a gain and applied to an actuator (such as an electric motor).
The actuator serves to bring the measured variable closer to the demand variable,
reducing the error signal. Thus the measurement device provides negative feedback

which tends to bring the error signal to zero.

Most control systems control the motion of objects with finite inertia. This gives
them a tendency to oscillate about the demand variable, and can lead to instabil-
ity. The solution is to provide a second feedback signal which is normally a factor
of the derivative of the first. Where position is being controlled, the derivative
is the velocity, which can be measured using using a tachometer or evaluated

electronically. The derivative fraction is known as the damping factor.

A closed loop control system would allow the wavemaker paddle to perform any

motion within the bandwidth and physical constraints of the hardware.

e Position control—The simplest choice for the controller was to control the paddle
position. This is a choice commonly made for surface wavemakers, though it is
not always the best one. Position control allows the user to move the paddle in
any desired motion. However, no compensation is made for poor matching of
the paddle motion to the “correct” motion for the wave at that frequency, other
than subsequent adjustments made by the user to the demand signal. Nor is the

wavemaker capable of absorbing reflected waves.

e Force and velocity feedback—Absorbing wavemakers, described in more detail by
Skyner (1992) use a different strategy. An electric motor drives a (surface) wave-
maker via a load cell, which measures force. :\ tachometer measures velocity,

which acts as a form of damping (though it is not the derivative of the force).
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The use of force feedback allows the wave control system to attempt to absorb
incoming reflected waves. This is done by prior measurement of the frequency-
dependent characteristic impedance of the water, and adjustment of the control
electronics to match the wavemaker’s “impedance” (as seen by an incoming wave)

to that of the water. None of the wave is then reflected back.

Force feedback was not adopted for the internal wave generator for three reasons:

1. All practical force sensors (piezo-electric, strain etc) suffer from drift, which
means that a lower limit must be placed on their operating bandwidth. i.e.,
their outputs must be high-pass filtered. The minimum operating frequency
is adequate for surface gravity waves (frequency range 0.2-2Hz in laboratory
tanks), but not for internal waves, whose frequency range could be an order

of magnitude lower.

2. The forces on a paddle generating surface waves are strongly dominated by
two factors: the added mass, which corresponds to the mismatch between
the wave motion and the paddle motion, and added damping or radiation
impedance, which corresponds to the energy transferred to the radiated wave.
Where no other major component is present, absorbing wavemakers can be
made to work reasonably well.

Calculations of the forces which would be exerted on a paddle generating
internal waves (section 4.4.1) showed that the fluid drag on the paddle would
be a significant component. Under these circumstances it was felt that force

feedback would not function well.

3. Matching the paddle response to the water response is only practical when
the water response is constant. With the different stratification and depth
conditions which were envisaged in the internal waves tests, the radiation
condition of the water would have to be measured before every experimental

run.

4.4.1 Paddle load

A nominal design bandwidth of 1Hz was desired. The required force on the paddle
was estimated based on worst-case assumptions, and the simplification of a cylindrical

paddle. Newman (1977) defines three forces which act on a body in waves:

e The drag force Fy, which is in phase with the paddle motion, and is defined by



1
F; = iC’dpAu lu| (4.2)

where p is the fluid density, A is the projected area of the body, and u is the body

velocity. Cy, the drag coeflicient, takes a worst-case value of 2.

e The added mass contribution or inertia force, F,,, acts 90° out of phase with
the body motion. It represents the force required to accelerate a volume of fluid

around the body, and is defined by

Fm: mv_' 1.
PV (+3)

where V is the displaced volume of the body, and the added mass coefficient "

m

takes on a worst-case value of 2.

e The added damping contribution Fy represents the force required to generate

wave energy. It is defined by

F,=Cyu (4.4)

Here C} is a coeflicient which depends on the wave frequency, water density and
paddle dimensions. It is given in graphical form by Newman (1977) for surface
waves. In these conditions the coefficient takes values ranging from about 1-
30kg/s. For simplicity, and since a conservative design was sought, the coefficient

was used directly. The coeflicient for internal waves was expected to be lower.

The force components are summed to produce a total force:

F = \/(Fb+Fd)2 + F? (4.5)

Figure 4.11 shows the contributions of these forces to the total force at various frequen-
cies. The design force of 40N at 1Hz is marked on the figure. At this frequency, the

inertia term dominates.

4.4.2 Mechanical design options

The design of the mechanical parts was governed by considerations of stability in the

control system. This was due to the fact that the neutrally buoyant paddles (section 4.2)



Force (N)

10%- ./'/‘ /,/’ ----- Drag force
o . - - Added mass
L7 —-—- Added damping
- Total force
- 24 ’
10 I T — T T I
0.01 0.02 0.04 0.07 041 0.2 04 0.7 1.0

Frequency (Hz)

Figure 4.11: Forces acting on the paddle

would have high inertias, and so would have to be driven with high gain and high
damping. Stiffness in the drive train and in the wavemaker support structure was

therefore of the greatest importance.

Other important considerations were lost motion, stiction and kinematics. Lost motion
(“play”, or “backlash”) introduces nonlinearity into the response of a controlled element
and can result in violent vibrations. “Stiction” (or starting friction) is a feature of

journal bearings and some transmission elements and can have similar results.

The principal kinematic concern was that the drive system should properly constrain
the correct number of degrees of freedom. A solid body has six degrees of freedom.
One was to be controlled (the paddle motion) and so five had to be constrained. This
was done by providing five rigid points of contact, with force components pressing the
paddle structure against all five. The lines of action were arranged so that there was

no redundancy.

After the preliminary experiments, it was decided that a vertical motion driven by an
electric motor would be the best solution. The class of drive system then had to be

settled:

e Linkage drive—Rotational motions, via the use of linkages, can be used to ap-

proximate linear motions. A classical example is James \Watt's steam engine

linkage.
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o Flexible element transmission—Toothed belts, V-belts, metal bands and wire rope
(Bowden cable) are all commonly used for driving linear motions. For very precise

motions metal bands are superior performers.

e Rack and pinion—A gear wheel driving a toothed bar is a popular linear drive,
although it is principally recommended for very high load situations. Toothed

systems suffer from lost motion unless they are preloaded in one direction.

e Friction drive—Not commonly chosen because of fear of slipping, a direct friction
drive can be a very high stiffness linear solution. Lost motion is entirely absent

and stiction is confined to the bearings.

From this list three contenders were selected on the basis of zero lost motion, minimal
stiction, stiffness and practicality: metal band drives, wire rope drives and friction
drives. Examples of previous uses? of each are shown in figure 4.12. The linkage drive
was rejected because in order to obtain an adequate approximation to a linear motion
long linkage elements would be needed, raising concerns about inertia, stiffness and
cost. V-belts and toothed belts were rejected on the basis of low stiffness and high

stiction, and concerns about lost motion made rack and pinion drives unacceptable.
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Motor + pulley

Motor

Carriage motion
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Surface wavemaker using Surface wavemaker using Linear towing carriage
wire rope drive metal band drive using friction drive

Figure 4.12: Ezamples of the use of wire rope, metal band and friction drives

A wire rope drive can easily be configured as a linear motion device, while a friction
drive is better suited to linear motion than to rotation. Metal band drives have been
used as linear motion devices, but their greatest advantages are lost. In the rotational
situation shown in the figure, the metal band is stretched across an arc of the same

radius and centre as the motion being generated. Thus all but a very short length of

2 All of these uses were developed by the Wave Power Group at the Department of Mechanical
Engineering, the University of Edinburgh. The wire rope and metal band wavemakers were developed

by Professor Stephen Salter and the friction drive carriage by Dr Richard Yemm.
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the band is in contact with a solid object at all times. This serves to dramatically
increase the natural frequency of the band, greatly increasing stability. However. as
the band cannot be supported in this way in linear motion, this advantage is lost. The

metal band thus performs no better than a wire rope.

A wire rope based design was developed, but it became clear that the rope would need
to be under be under very high tension to offer stability. Such a high tension would

inevitably increase the stiction effects at the pulleys, and would pose a potential hazard.

Faced with this difficulty, it was necessary to investigate the practicality of a friction
drive. The calculations are given in section 4.4.3. It was found that the implementation

of the friction drive would be straightforward.

4.4.3 Friction drive design

An assembly drawings of the friction drive system designed is given in figure 4.13. The
details of the design borrowed heavily from an existing towing carriage designed and

built in the department (Yemm, 1995).

The paddle forms the bottom of a square frame, whose motion is constrained in all
degrees of freedom except vertical translation. The frame sides are vertical rods and
the frame is completed at the top by a crossbar. The friction drive roller is connected
to the motor shaft and bears directly onto one of the vertical rods. The friction at the

contact point between these two elements drives the paddle in a vertical motion.

The choice of materials in contact at the friction point was determined by the following

factors:

e Coefficient of friction—this had to be sufficiently high that the required force
could be applied to the paddle;

e Stress concentrations—the Hertzian stress at the contact point was a function
of the elastic moduli of the materials; stiffer materials exhibiting higher contact

stresses;

e (‘orrosion—The use of metals in submerged parts of the wavemaker would be

acceptable only where corrosion protection or corrosion resistance could be guar-

anteed;
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Material combination Surface condition Friction coefficient
Metal-metal Unlubricated, not cleaned 0.2-0.4
Nonmetal-nonmetal Unlubricated 0.4-0.9
Metal-nonmetal Unlubricated 0.4-0.6
Aluminium-mild steel Clean 0.5

Most polymers-mild steel | Clean 0.5
General surface Thick lubricating film 0.1-0.5

Table 4.3: Friction coefficients for various combinations of materials (C'ran-
dall et al., 1978; Neale, 1973)

o Stiffness and inertia—it was desirable that the inertia of the moving parts be as
low as possible, although the system inertia would most probably be governed
by the paddle. On the other hand, the stiffness of the vertical rods would be of

importance in governing the bandwidth of the wavemaker.

The friction coefficients for various combinations of materials are listed in table 4.3. It
was assumed that the surfaces would be free of oil or grease but would not always be
“clean”. Therefore, for metal-metal contacts a safe friction factor of 0.2 was chosen,

while for contacts involving one or two nonmetals, a friction factor of 0.4 was used.

The load predictions discussed in section 4.4.1 gave a design drive force of 40N. Using a
V-roller design (figure 4.16), two contact points were obtained, halving the normal force
required. For metal-metal contacts, the force per contact point was 100N, while for
metal-nonmetal or nonmetal-nonmetal it was 50N. However, the compressive contact
stresses were basically governed by the elastic moduli of the two materials (Roark, 1989,
table 33, case 3). Variation of stress with load went by a power of 1/3. Reaction forces
at the nearside positioning and nearside pinch rollers (figure 4.15) were half the force

at the drive roller (by static equilibrium).

Relevant material properties are given in table 4.4. The resultant compressive contact
stresses are listed in table 4.5. These calculations, compared against the material
properties, can only be regarded as giving a first approximation of likelihood of failure.
The calculated contact stresses are compressive and are being compared against the
tensile strengths of anisotropic materials. Furthermore, the damage stress at a Hertzian

contact point may be much greater than the elastic limit, since the stress is highly

localised (Roark, 1989).
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Material Tensile Young's Density Corrosion Machinability
strength modulus

Anodised HE30 600MPa 70GPa 2800kg/m® Corrodes Excellent

aluminium alloy

Stainless steel 304 600MPa 216GPa 7930kg/m® | May corrode Good

Stainless steel 316 600MPa 216GPa 7930kg /m® Resists Poor

Carbon fibre/ 450MPa 17GPa 1600kg/m® Resists n/a

epoxy rod (strong

direction)

Carbon fibre/ 170MPa 11GPa 1600kg /m® Resists n/a

epoxy rod (weak

direction)

Acrylic 60MPa 3GPa 1190kg/m? Resists Good

Table 4.4: Properties of the materials considered for the friction drive

Drive rod material | Roller material Load | Contact stress
Stainless steel Aluminium alloy | 100N 470MPa
Stainless steel Aluminium alloy | 50N 380MPa
Carbon fibre Aluminium alloy | 50N 120MPa
Carbon fibre Aluminium alloy | 25N 94MPa
Carbon fibre Acrylic 50N 47MPa
Carbon fibre Acrylic 25N 38MPa

Table 4.5:

Contact stresses for the various roller/drive rod material pairs considered

In the end pragmatism played a deciding role in material choice. Corrosion resistant
316 grade stainless steel was expensive and difficult to machine. HE30 aluminium
alloy would certainly have corroded severely, even after anodising. On the other hand,
carbon fibre reinforced epoxy rods were available in convenient lengths (requiring no
machining), and combined high stiffness with very low density. Further, with one non-

metal in the drive train the lower contact force (50N) could be used at the drive roller.

The roller material was a choice between aluminium alloy and a polymer, e.g., acrylic.
On the nearside pinch and nearside positioning rollers, the contact stress was sufficiently
low to allow the use of aluminium rollers. The higher stress at the drive roller raised
doubts about the durability of the carbon fibre rods. However, if a low modulus material
such as acrylic were used, concern would be raised over the durability of the acrylic.
Furthermore, if slip were to occur at the drive roller damage to the drive rods might

be more severe if a harder material were used.



It was decided that replacement of the drive rods would be more inconvenient than
replacement of segments of the drive roller. A “sandwich” drive roller was designed
which had replaceable acrylic contact pieces, and is shown in figure 4.14. It was intended
that if the contact pieces failed they could be replaced with a different polymer (Nylon.

PVC) or with aluminium.

In retrospect, the inhomogeneity of the carbon fibre rods exerted a great influence over
performance. At the aluminium alloy rollers, the rods tended to polish the rollers,
presumably by the action of the hard fibres. The acrylic drive roller was sufficiently
durable until slip occurred, as it did several times during testing. On slip, the acrylic
wore quickly, and debris began to eat into the epoxy base of the rods as well as the
acrylic itself. However, in normal operation, the drive proved more than capable of

performing to specification without slip.

4.4.4 Drive motion kinematics and wavemaker mounting

Kinematic location of the drive rod assembly was considered essential in ensuring good
performance. This location method ensures that the position of a solid body is fixed
by a single rigid point of contact for each degree of freedom which is to be constrained.
Forces are applied which keep the solid body in contact with the contact points. The
members which apply the forces play no role in constraining the solid body, therefore

they must have a degree of flexibility.
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Figure 4.15: “Open sandwich” view of the arrangement of the pinch and

kinematic positioning rollers on the two side plates

Figure 4.15 shows the scheme which was adopted. Here, “flexible” points of contact
refer to the points through which the constraining forces are applied. The two pinch
rollers each have as many degrees of flexibility as they do contact points, and so play

no role in locating the drive rod assembly.

The different rollers, which are virtually identical to those designed by Yemm (1995),
are shown on figure 4.16. The drive roller and the nearside positioning roller are both
V-rollers, each with two points of contact. Neither exhibit any axial play (preloaded
bearings were employed in the nearside positioning roller) or transverse flexibility, al-
though the transverse position of the nearside positioning roller is adjustable. The
nearside pinch roller is also a V-roller, but it possesses axial play and transverse flex-
ibility (it is pressed against the drive rod by a spring) and so applies only a force to
press the rod against the nearside positioning roller and the drive roller. A V-roller is

used to reduce the contact stress.

The four degrees constrained by the nearside plate are: pitch and roll rotations of the
paddle, and cross-tank (y, sway) and along-tank (z, surge) translations. Yaw rotation

is constrained by the offside positioning roller, a flat roller which acts on the offside
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Figure 4.16: Positioning and pinch rollers

drive rod. The offside pinch roller, also flat, applies a force to press the offside drive

rod against the offside positioning roller.

The positioning rollers possess a small degree of transverse adjustability. A flexure
allows the roller to hinge towards the drive rod, and a screw is used to make this
movement. The pinch rollers have a similar structure, but a spring in front of the
screw is used to attain adjustment of force rather than adjustment of position. The
position of the drive roller on the shaft is adjustable by loosening the split collet and
sliding it along the shaft. The three adjustments allow the three paddle rotations (pitch,
roll and yaw) to be set finely.

Figure 4.13 shows the mounting of the wavemaker frame onto the tank. Rails made of
1” stainless steel tubes run along the length of the tank and allow the wavemaker and
any other equipment at any point along the tank. Two mounting tubes straddle the
tank and the wavemaker side plates are fastened to these. The remaining adjustments
(in z and y) are made by moving the mounting tubes relative to the rails and to the

wavemaker respectively. In the figure, the transverse cylinders which clamp together
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the offside and nearside plates are omitted for clarity, and the mounting tubes are

shown cut away.

After the wavemaker had been constructed, its frequency response was assessed. Fig-
ure 4.17 shows the result. It is seen that the 1Hz specification is met. At about 10Hz
an instability is seen; this corresponds to pitch vibration in the paddle. There was no

excitation source for this mode during the experiments, and it was not observed.
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Figure 1.17: Amplitude response of the wavemaker in fresh water with the

large paddle

4.5 Computer control and data collection system

A control system of the type shown in figure 4.10 was implemented using a mixture of
electronic hardware and computer software. Hardware and software for data collection
were implemented in combination with this. The goals for the whole system were as

follows:
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o Control system

— The drive was obviously capable of damaging itself or the tank or injuring

the operator. It was therefore necessary to build safety and self-protection

features into the drive.

— It was planned to use several different paddle shapes during the experiments.
Since the gain and damping parameters of the control system might be
different for each paddle, it was considered desirable to make setting of

these parameters as easy as possible.

— The possibility of using the control system to control a completely different
drive (such as a towing carriage) was considered. This again suggested that

setting of the parameters should be straightforward.

— It was important that the system be usable without the computer, so that
(e.g.) during testing the drive could be run from a signal generator or other
signal source, while during experiments the signal could be produced by the

computer.
e Data collection system

— Multiple channels of data (from several wave height gauges and/or density

probes) were to be read into the computer during experiments.
— The offset and gain of each signal was to be adjustable.

— Diagnostic information about the paddle motion was to be available along-

side the wave height gauges.
o Computer and software

— The system was to be controlled by a standard IBM compatible PC.

— The program was required to play out a choice of either a sinusoidal signal

or a pre-prepared time series.

— Simultaneous with the signal generation, the program was required to read

and store the information from the various analogue input channels.

— The whole system was to be as extensible as possible, to allow both for

unforeseen requirements and future projects.



4.5.1 Control and data acquisition hardware

Figure 4.18 is a simplified block diagram of the system which was constructed for the
task. A more complete block diagram, showing the internal workings of the devices. is

shown in in figure A.6. The roles of the various items shown are as follows.

1. The computer housed the two interface cards and was used to compile and run
the software which performed control and data collection. A network connection

(installed later in the project) allowed transfer of data files to other machines.

2. Two input-output cards were purchased for the PC. The first was a PCL-812PG,
which was connected to the Edinburgh Designs interface box. This card con-

tained:

2 x 12-bit analogue outputs;

16 x 12-bit analogue inputs;

16 digital outputs;

16 digital inputs;

e one programmable timer.
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The second card, a PCL-720, was connected to the general interface board within

the control rack. The card contained:

e 32 digital outputs;
e 32 digital inputs;

e 3 programmable timers.

. An Edinburgh Designs interface box, intended for interfacing with surface wave-

makers, was purchased. The PCL-812PG card was connected directly to this box.
The box contained two circuit boards: a primary board and a secondary board.
The secondary board was responsible for conditioning of the signal which was
played out to the wavemaker. The communication channels were connected to

the primary board and were used as follows:

e One of the two analogue output channels was passed to the secondary board

for playing out through the wavemaker.

e Sixteen analogue inputs were received at the back panel of the interface box
and passed to the PCL-812PG card via filters. The control rack reserved

the first four analogue inputs for reporting the state of the wavemaker.

e The digital outputs were used to switch and scale the analogue output. The
analogue output amplitude could be controlled from 0% to 255% of the signal

value, by placing the relevant 8-bit binary number on the output channels.

e The digital inputs were used to monitor the state of the output circuitry on

the secondary card.

e The programmable timer on the PCL-812PG card was used by the control

program to synchronise and pace the experiment.

A control rack was designed and constructed to drive the wavemaker and receive

the various inputs. A Eurorack system with a part-width backplane was used.

In total, six boards were used in the rack. Five of these were plugged into the
backplane: a general power/interface board, an analogue control board, a digital
protection board, a wave height gauge data collection board, and a stepper motor

drive board. The remaining board was the power amplifier, which could not be

connected directly to the backplane.

The general power /interface board had three functions: to connect the digital
inputs and outputs provided by the PCL-720 card to the backplane in a safe

manner (using tri-state buffers): to distribute power at low (regulated) voltage to
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the other boards on the backplane, and to connect the output of the tachometer to

the backplane. A schematic for this board is shown in figure A.5 in the appendix.

. A block diagram of the analogue control board is seen in figure A.6. This

board communicates almost entirely via the backplane. The schematic is shown
in figure A.3in the appendix. The role of this board is to take the position demand
signal from the computer or the front panel, combine it with the measured position
of the paddle and the measured velocity of the paddle, and create a drive signal

for the power amplifier.

There are two control loops available on this board. One of the loops is used
when the computer is running; it takes its demand signal from the computer and
has gain and damping parameters set by software. The other loop, used when
the computer is not running, takes its demand signal from the front panel, and

has gain and damping parameters set there as well.

Signals from the rotary position encoder on the wavemaker are decoded and used
to generate the position signal. The tachometer output (velocity signal) enters

the backplane via the power/interface board.

For the computer control loop, two digital-to-analogue converters (DACs) in mul-
tiplication mode set the “gain” and “damping” control parameters, which are ob-
tained through the digital outputs from the PCL-720 card. For the stand-alone
loop (without the computer), front-panel trimming potentiometers are used to set
the gain and damping parameters. There are two summing junctions to create
the two error signals. The required error signal is selected by a digitally-operated

analogue switch.

Whichever signal is selected is passed through a filter (to make the system stable
and remove noise) and a final fixed gain stage, and is then placed once more on

the backplane. This drive signal is connected directly to the power amplifier.

. A schematic of the digital protection board is shown in figure A.4 in the

appendix. A block diagram of this board is given in figure A.6. This board

communicates via the backplane, and with the user via front-panel switches.

The function of this board is to prevent the paddle from operating accidentally
or when a fault is present, and to deactivate the paddle should a fault occur. The
board recognises two modes of operation: PC mode and manual mode, which
are selected by the user on a front panel switch. In PC mode, the computer
is responsible for resetting the counter, clearing error conditions, activating the

paddle and setting gain and damping parameters. In manual mode, the front



panel switches, adjustments and connections perform these functions, and the

output of the computer is ignored.

The digital protection board guards against a number of possible faults. These

are:

o Out of range, detected by an optical switch which operates if the paddle is
too high or low in the tank;

e Interlock, which is a series circuit incorporating panic buttons on the front

panel and on the wavemaker;
o Amplifier error, the self-diagnostic feature of the power amplifier;
e Kill, a panic button on the interface box;

e Power-up delay, a circuit which prevents the system from entering an unsafe

state accidentally at switch-on;

e Waichdog, a circuit which detects a software crash on the computer (this

line is ignored if the system is in manual mode);

e Qver speed, a circuit which compares the velocity signal to a preset maximum

velocity;

e Slip, a circuit which detects differences between the measured velocity to

the derivative of the measured position signal.

All of the error signals are combined so that the power amplifier cannot be enabled
if any error condition is present, and so that should any error condition appear,
the power amplifier will be disabled. In addition, the circuit only permits enabling
of the amplifier if the “drive” signal being applied to the power amplifier input is

below a preset level.

Electrical noise was a serious problem for the digital circuit, causing false trig-
gering at all points which were connected to the outside world. The main noise
source was the power amplifier, and the noise was fed into the circuit both di-
rectly and via the tachometer (which being attached to the motor shaft was able

to pick up noise from the amplifier).

By interfacing the tachometer to the rest of the circuit using the differencing
amplifier shown in figure A.5, noise from the tachometer was reduced. Direct
transmission of noise was reduced by careful implementation of shielding and
grounding procedures (Horowitz & Hill, 1989). The sensitivity of the digital
board to noise was reduced by replacing the standard 74LS family of TTL logic

chips with the more modern 74HC and 71HCT families.
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8. The power amplifier was a Euroamp/8 servo amplifier purchased from Printed
Motors Ltd., the manufacturers of the motor. The amplifier had the following

features:

e 10A maximum continuous drive current;
e Switched-mode current drive (52kHz switching frequency):
e Self-protect circuits;

e Enable and error lines.

Switched mode amplifiers are more efficient than linear amplifiers. However, since
they operate by switching high currents at high frequencies into an inductive load.,
they generate significant electrical noise. This was the main noise source affecting
the other circuits. Aside from the measures described above, the generated noise

was reduced by fitting an extra choke to the amplifier board.

Once all of the noise reduction measures described had been implemented, the

system functioned reliably.

9. Measurements were made via a wave height gauge interface board. A
schematic of this board is shown in figure A.2. Up to eight wave height gauges
(or aspirating density probes) could be connected to front panel sockets, which
also supplied power to the wave gauge driver boards. Each of the eight inputs
corresponded to one analogue input to the PC. Since the first four analogue in-
puts (numbers 0-3) were reserved for wavemaker diagnostics, channels 4-11 were
connected to this board. The final four channels (12-15) were reserved for future

expansion.

As described in section 4.6.2, the wave gauges had two outputs, described as
“clean” and “dirty”. The former produced a filtered, self-zeroing signal while the

latter still required demodulation.

Two signal paths through the gauge interface board were provided for each ana-
logue input channel, as seen in figure A.6. The first was connected to the “clean”
output of the wave gauge, and passed the signal directly to the appropriate ana-
logue input channel. The second was connected to the “dirty” output, and per-
formed rectification and filtering, as well as providing adjustable offset and gain,
before passing the signal to the analogue input channel. The desired signal for

each channel was selected using switches on the gauge interface board.

10. The stepper motor drive board was used to drive the density probe vertically
through the water for taking density profiles. A schematic of the system is shown

in figure A.7. The driver/position counter makes use of a proprietary (RS) stepper
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driver to provide current drive for the motor phases. Additional electronics sets
the frequency of the internal oscillator on the RS driver, and measures the position

of the probe by inference from the clock and direction signals.

4.5.2 Control software

A software kernel for the wavemaker drive program was written, in the form of a C++
library, by Mr Peter Woodhead. Making use of the features of this library, the kernel
was extended by the author to include all of the features required for control and data

collection.

C++ header files, giving synopses of the contents of the library written by Mr Wood-
head, are included in appendix B.1. Header files for the extensions to the software
kernel are included in appendix B.2. Appendix B.3 contains the source code for the
experiment driver program exrun. A brief set of instructions for extending the software
kernel was written at the time for the benefit of future users of the library; it is included

in appendix B.4.
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Figure 4.19: Block diagram of the message-passing part of the program

exrun. The program is shown in sine wave mode, with camera triggering al

fized times.

The software follows a message-passing paradigm, making use of the object-oriented

features of the C++ language. This makes it possible to design control systems as
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circuits of interconnected blocks, each of which performs one or other simple task. A
block diagram for the program exrun is shown in figure 4.19. The functions of the

important parts of the system are as follows.

e The message-passing process commences with root which is a block of type
msg_main. During operation, clock starts new cycles at a frequency determined
by the user, and passes control back to root when the experiment is over, at

which point the process terminates.

e Key presses are read and stored by the msg_readkey block read. This allows

other blocks to check for keyboard input.

e Timing of events is governed by the three msg_delay delay generators init, start
and stop. init resets the position counter (through the digital output reset)
and attempts to clear any errors (through clear) at the start of the experiment.

start starts signal generation and stop times the end of the experiment.

e A sine wave generated by the msg_siggen signal generator sig is played out
to the wavemaker through the tank control block iwt. This block, which is of
type msg_int_wave, sends most of the necessary digital and analogue outputs to
the control hardware, including the position demand signal and the “watchdog”

safety signal.

e Data storage is accomplished by stores, which is a compound block of type
msg_standard_stores. This block is set up beforehand to read data from a
number of analogue inputs at a preset subdivision of the clock frequency, and

store the data in arrays.

e The camera is triggered by the blocks ind, scycle and photo. The first of these
is of type msg_index, which counts cycles and outputs the current cycle number.
The second, of type msg_shot_cycle, is preloaded with a list of cycle numbers
on which photographs are to be taken. The last is a digital output which is

connected to the camera via the image shifter.

e Finally, a compound block check, of type msg_check_abort, monitors the status
of the tank and checks the keys read by read. If an error occurs, or if the escape

key is pressed, this block terminates the process.

The whole program exrun allows variations on this circuit, such as to play a time series

to the output instead of a sine wave, or to trigger the camera in response to particular
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events such as phases of the wave. The form shown was used for all of the experiments

described in this study.

Software to measure density profiles and calibrate the wave gauges was written using

the same building blocks as the experiment driver program exrun.

4.6 Wave height gauges

In surface waves, the definition of “wave shape” is the vertical deflection of the free
surface. For waves propagating along a discontinuity between two immiscible fluids
(interfacial waves), the wave shape can be defined as the deflection of the surface of
discontinuity. A similar definition of wave shape for true internal waves, where there
is no discontinuity but rather the density varies continuously with depth, might be the

shape of that isopycnal which is most deflected by the passage of the wave.
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Figure 4.20: Forms of internal wave shape

The appropriateness of this definition depends on the particular stratification and ex-
citation conditions, as shown in figure 4.20. In case (a), the variation in density is
confined to a thin pycnocline. Here the wave behaves in a manner similar to interfacial
waves, and this definition of wave shape is a useful one. In case (b), the stratification is
linear, but motions associated with the wave are present throughout the fluid domain
(Turner’s (1973) “modes” case). Here again the definition appears to be useful. In
case (c) waves are generated from a point source in a linearly stratified fluid (Turner’s

“rays” case). Here the “wave shape” as defined above is ambiguous.

4.6.1 Options for a wave height gauge

All of the experiments conducted fall (approximately) into categories (a) or (b), the

majority being of the near-two-layer type (a). Hence it was thought that a useful
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Figure 4.21: Characteristics of aqueous sodium chloride solution (Lide, 1993)

measure of the wave shape would be the elevation of the lower (saline) layer as the

wave passed. Three properties of the saline solution appeared to offer possible means

of measuring its elevation:

1. The electrical conductivity of aqueous sodium chloride solution with a density of

1100kgm~3 is many orders of magnitude greater than that of notionally “fresh”

water (filtered but not deionised tap water). Changes in the electrical impedance

of a fixed section of the fluid would provide a measure of the internal wave shape.

2. The refractive index of saline solution is a known function of salt concentration

(with a similar form to its density and conductivity, as shown in figure 4.21). The

difference in refractive index between the fresh and salty water could be used to
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Figure 4.22: Sketches of some possible wave height gauges
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deflect a laser beam. Some optical detection of the path of the laser beam could

allow back-calculation of the form of the stratification at an instant in time.

3. The buoyancy forces exerted on an object placed in the flow would change as the
saline solution rose and fell. If the object were neutrally buoyant and allowed to

rise and fall with the wave, its motion would be a measure of the wave shape.

The first option is analogous to the wire wave gauges commonly used in surface wave
measurements (e.g., Skyner, 1992), and it might appear that a simple adaptation of
surface wave gauges would suffice. The second option is rather more complex, since
it would require some form of integration to derive a wave shape from the path of a
refracted beam. The third option is similar to the “float”™ wave gauge used by the
Edinburgh Wave Power Project (1987). Sketches of internal wave height gauges based

on these methods are shown in figure 4.22.

Concerns about the influence an object in the centre of the flow would have on the
internal waves themselves ruled out the float gauge. It seemed that wire gauges offered

a much simpler solution than optical methods, and so a wire wave gauge was developed.

4.6.2 Wire wave height gauges

Some of the points of importance in the design of wire wave gauges for use in internal

waves are listed below.

1. In the two-layer approximation, a wire wave gauge will see motion in both the
fresh and saline layers. As the saline layer rises to cover more of the gauge, the
amount of fresh water “seen” by the gauge falls. However, as the conductivity of
the saline solution is orders of magnitude greater than that of the fresh water, it
can be argued that the wave gauge does not “see” the fresh water at all. Rather,

it measures only the elevation of the saline layer.

2. True two-layer stratification was not obtained in any of the experiments. There-
fore, the wave gauges were exposed to the motion of the interface as well as the
body of the lower layer. It was necessary to establish that the output of the wave
gauge was representative of the elevation of the interface. This is essentially a

“sensor linearity” consideration, and was resolved by experiment.

3. The much lower resistance seen by an internal wave gauge, when compared with

that seen by a surface wave gauge, means that a simple adaptation of the electron-
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Figure 4.23: Block diagram of a Wheatstone Bridge wire wave height gauge

ics of a surface gauge was not appropriate. The resistance being measured was
a fraction of one ohm, rather than a few hundred ohms, and so special methods

were needed.

4. Alternating currents and voltages were required at the probes, because a DC

voltage across two conductors in water forms an electrolysis cell.

Wire gauge design

The first attempt was a simple Wheatstone Bridge circuit, shown in figure 4.23. The
circuit measured the resistance between two stainless steel rods immersed in the fluid.

Unfortunately, the very small resistance being measured made this method unworkable.

Several ideas were considered in an attempt to improve this system, including capaci-
tance measurement, and platinum resistance wires. In the end the successful solution
was to switch from measuring voltage across a low resistance to measuring current
through it, using a circuit suggested by Mr Douglas Rogers®. A block diagram of the

circuit used is shown in figure 4.24, while the full schematic is shown in figure A.1.

At heart of the circuit are two operational amplifiers which together control a very

small differential (a.c.) voltage across the two probes. The outputs of the operational

*Edinburgh Designs Ltd.
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Figure 4.24: Block diagram of the wire wave height gauges

amplifiers (op-amps) are connected to the probes via a high value (1k) resistor. The
negative feedback connection to each op-amp is made after the resistor, so that the
op-amps attempt to fix the a.c. voltage v, across the probes themselves. In order to
do this the a.c. output voltage of the op-amps v, must be defined by the ratio of the

resistances.

Yo _ Ko (4.6)

If the water resistance is of the order of 12, the 10002 output resistor gives a gain
of 1000 between the voltage measured at the wires and that measured at the op-amp
outputs. This overcomes the difficulty of measuring the tiny resistance of the saline

solution.

A differential mode drive was used (two op-amps operating in a push-pull configuration)

because of the much greater common mode rejection ratio.

Two alternative outputs were offered from the gauge: a “clean” (filtered) output from

which the high frequency carrier wave had been removed. and a “dirty™ (untreated)
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output, containing the modulated carrier. The clean output contained a feedback
integrator which automatically zeroed the signal slowly over time, as well as a second
order low pass Bessel filter with a cut-off of 7.2Hz. The dirty output contained only a

high-pass filter to remove common-mode oscillations in the d.c. level of the signal.

The purpose of the “clean” output was to provide a stable, easy to use output which
required no extra treatment. The “dirty” output was intended for situations where
adjustment of the zeroing and filtering of the gauge output was required. In practise,

the dirty output proved more useful.

Wire gauge linearity and calibration

The linearity of the wire wave height gauge was tested by using the wavemaker (without
the paddle) to move the gauge vertically in a near two-layer stratification. This test did
not perfectly imitate the situation of the gauge measuring real waves, since the depth
of fresh water above the interface stayed constant. This difference is not expected to

be significant.

The results of the linearity test are shown in figure 4.25. This test was conducted with
the gauge interfacing circuit shown in figure A.2. It is seen that the gauge output
is linear with position. The coefficient of linear correlation for the data shown was
evaluated as 0.999. The results shown are for both upwards and downwards movement,
of the gauge.

0.2
0.1
0.0 +
-0.1 +

0.2 +

Gauge output (V)

-0.3

-0.4-

-0.5 | | I I |

-10 0 10 20 30 40 50 60
Position (mm)

Figure 4.25: Linearity test of the wire wave height gauge
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The wave gauges had to be calibrated before each experiment. This was done by
recording the average output of each gauge, then raising the gauges by a fixed distance

(10mm) and measuring the new average output.

4.6.3 Other means of measuring the wave motions

In the parallel experiments conducted by Mrs Nadine Thompson at the University
of Dundee, the use of a density probe to measure the wave shape was investigated.
Density probes are discussed in section 4.7. With a density probe in a fixed position
near the centre of the interface, the density fluctuations at a fixed point produced by
the internal wave could be recorded. This measures the wave shape according to an

Eulerian definition.

In the experiments on internal waves with non-uniform stratification in the upper layer,
the wire wave gauges performed poorly. The variation in the overall resistance of the
water column as the wave passed was much smaller in this case than in the near-two-
layer case. A fixed density probe situated in the region of greatest density gradient

proved more valuable in these cases.

An optical scheme developed by Hammack (1980), which was not known about at the
time, could potentially have been used. Hammack’s system, which is applicable to
waves in an approximately two-layer stratification, is shown figure 4.26. The saline
lower layer is dyed in this system. An expanded laser beam passes horizontally through
the tank. The laser beam is then focused onto a photodiode, which records the variation
in intensity as the dyed lower layer rises and falls, absorbing greater or lesser amounts
of light. The gauge is inherently nonlinear, but a calibration curve is easily obtained
before each experiment by moving the whole assembly up and down. Although the
variation in intensity is brought about by dye in the lower layer, it might be possible
to dispense with the dye and rely on the variation brought about by the change in
refractive index. This would make the gauge usable in a particle image velocimetry

experiment.
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Figure 4.26: Hammack’s (1980) optical wave gauge

4.7 Density probes

In order to gain accurate knowledge of the form of the stratification in the tank, it was
decided to use a traversing conductivity probe to measure static density profiles before

and after each experiment. Two alternative technologies were available:

1. Commercial micro-scale conductivity probe (figure 4.27);

2. Aspirating conductivity probe (figure 4.28).

The micro-scale conductivity probe works by driving a constant a.c. current through
the fluid between the two inner current electrodes, and measuring the a.c. voltage that
develops across the outer electrodes. The electrodes are platinum coated. The sensor
spatial resolution is approximately 4 cycles/cm (3dB point), which would be more than
adequate for this experiment. The time response is also far greater than required, with

a 3dB bandwidth of 800Hz.

Rather than relying on very small electrodes permanently in a volume of fluid, aspi-
rating probes work by constantly drawing a small amount of fluid past one or two
somewhat larger electrodes, and measuring its conductivity as it passes the electrode.
The fluid drawn past the electrodes is then discarded. The electrodes are doughnut-
shaped, and the fluid flows through the very fine central hole. The size of the central
hole is such that the fluid flows quickly past the electrode, and this is supposed to

improve the time response.
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Figure 4.27: Precision Measurement Engineering fast micro-scale conductiv-
ity sensor. 1 & J: voltage sensor electrodes; 2 €& 3: current drive electrodes;
5: glass support. Source: PME website (http://www.pme.com/pmeinfo);

used by permission
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Figure 4.28: Aspirating density probe

The cost of the micro-scale probe is around £2,000. An aspirating conductivity probe
was available on loan from the collaborators in the project? for the duration of the

experiments.

4 Professor Peter Davies, University of Dundee
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Figure 4.29: Redesigned aspirating density probe. 1 & 2: upper and lower
electrode current drive connectors; 3 & 4: upper and lower electrode current

sense connectors.
4.7.1 Density probe redesign

It was discovered that the aspirating probe suffered from two problems: firstly, the
output at times appeared to be strongly cyclic, and secondly, output drift was observed

while the probe was stationary in dense fluid.

The first problem was traced to the method of drawing fluid through the probe. A
perystaltic pump had been employed, and it was found that it did not draw fluid
evenly through the pumping cycle. The pump was discarded and siphoning was used

instead. The conditions were such that the fluid flowed more quickly with the siphon.

An attempt was made to solve the second problem by redesigning the probe. The
original probe had one annular electrode at the end of an externally insulated stainless
steel tube. The ground electrode was a stainless steel rod placed directly into the
tank, reasonably close to the probe. The probe functioned by directly measuring the
voltage required to pass a certain current from the probe tip electrode to ground. It
was thought that the unknown current path between the probe and ground might be

responsible for the behaviour.

The redesign, shown in figure 4.29, involved substituting the ground electrode for a
second annular electrode in the probe tip, and insulating both of these electrodes from

the support tube. The wave height gauge driver (figure A.1) was used in place of the
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original probe electronics. It is noted that the wave gauge driver was in principal a
double ended version of the original probe driver. However, by driving the current
between symmetrical halves of the same circuit rather than to ground, it was hoped
that the probe would be insensitive to common mode interference picked up by the

highly conductive saline solution.

The fluid flowed past the two electrodes which were insulated from the external fluid
by epoxy resin, and from each other by a water-resistant Tuffnol spacer. Aluminium
bronze, a common marine alloy, was used for the electrodes to inhibit corrosion. A thin,
stable film of oxide on the electrodes could be tolerated since the current was driven in
a.c., whereas the formation of a unstable oxide might result in flaking and blockage of

the flow path.

Considerable difficulty was experienced in manufacturing this probe. It proved impos-
sible to drill the hole in both electrodes and the spacers in one pass until the tip was
encased in a thick coat of epoxy resin. Uniformity of the hole was found to be essential,
as deviations in the flow path caused small quantities of fluid to become trapped behind
sharp corners in the flow path, giving rise to anomalies in the output. After strengthen-
ing the tip assembly with epoxy, the central hole had to be redrilled at a larger diameter
to remove the corners. This appeared to improve performance, but resulted in a bulky

probe tip. Soldering of the wires onto the electrodes was also difficult.

To pump or siphon

Vee rollers

o |- -
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Flat drive roller —_| Sensor
g electronics
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Stepper motor — | o
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Carriage mount -

Probe support tube

Tank side beams

Figure 4.30: Carriage for density probe
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4.7.2 Probe performance and parameterisation

The modifications described did not solve the apparent long time constant. Since
neither time nor money were available to improve the probe, it was decided to make

the best of the existing equipment.

The effect of the long time constant on the density profile measurements was minimised
by driving the probe extremely slowly through the fluid. For this purpose a stepper
motor driven probe carriage was designed (figure 4.30). The stepper motor was driven
by a commercial drive board (RS) which included an on-board variable frequency os-
cillator to generate the stepping pulses. A counter recorded the number of steps taken,
and this information was passed back to the control computer. The computer simul-
taneously recorded the probe output. A fuller description of the density probe drive

system is given in section 4.5.1.

As did the wave height gauges, the probe suffered from interference picked up from
the highly conductive saline solution. Some of the profiles contained clearly unphysical
glitches, which made them unusable. Others contained an element of noise which
was exaggerated by the post-processing differentiation. Nevertheless, reasonably clean

density profiles were obtained for most of the experiments.

There remained a danger that the long time constant would exaggerate the thickness
of the density interface, or give an incorrect idea of its shape. It was not clear that
the form of this problem was slow response, drift or some kind of hysteresis. After
the experimental programme had been completed, money became available to pur-
chase the micro-scale conductivity probe described above. This was used to aid in the

interpretation of the existing density profiles.

The micro-scale probe was checked by placing it in solutions of known conductivity.
It was then mounted in “piggy-back” fashion onto the existing probe, so that it could
be driven through the fluid and measure the fluid density simultaneously with the
aspirating probe. The probe tips were placed on the same horizontal level but they

were separated by about 100mm to reduce crosstalk between them.

Simultaneous profiles were taken under a variety of stratification conditions. The result
of one such profile is shown in figure 4.31. It is clear that the micro-scale probe records
a thinner interface at a higher level than does the aspirating probe. Visual observations

of the density interface also favoured the micro-scale probe.
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probes. Best fit: — — —; exact correspondence: —.

It was concluded that the aspirating probe had been exaggerating the interface thick-
nesses and depth because of some form of hysteresis. This was most probably due to
interaction between the probe and the fluid. It was noted that both of the aspirating

density probes relied on the assumption that fluid was drawn from the density surface
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at the same level as the probe tip. It was not clear that this would always be the case.

especially if the probe was in motion.

It was also noted that in drawing the probe up through the fluid, there was a danger that
dense fluid would adhere to the probe as it rose and drop back gradually, contaminating

the reading. All of the profiles were recorded with the probe moving downwards.

A parameterisation was used to correct the aspirating probe measurements based on
the assumption that the micro-scale probe gave the correct measurements. This as-
sumption was justified because of the consistency and lack of drift in the preliminary
measurements using that probe, and the fact that the probe was in use worldwide for

similar work (e.g. Stevens & Imberger, 1996; Head, 1983).

The parameterisation is that of equation 3.21, repeated below:

7= po <1 — atanh (Z —520>>

where § is the thickness parameter (equal to half of the thickness of a linear interface

whose maximum density gradient was equal to that of the tanh profile); « is one half
of the density change; zg is the height of the co-ordinate origin above the interface; and
po is the median density. Knowledge of the unknowns ¢ and 2z, would allow density

profiles to be fed into the numerical simulation programs.

The interface thicknesses were obtained by measuring graphically the maximum density
gradient. A comparison of the thicknesses obtained by these two methods is shown in
figure 4.32. A linear regression was performed, and the best fit line is plotted. This

line had the equation

y = 0.934z + 0.007 (4.7)

which had a correlation coefficient r? = 0.996. This fit was remarkably good and so the
formula above was used to correct the aspirating probe measurements of the interface

thicknesses in the experiments.

The height of the interface 2o was also underestimated by the aspirating probe. This
was corrected by estimating graphically the heights of the median density points from

both probe traces. The median density point is essentially the centre of the interface,
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which is assumed to be symmetrical. The mean difference between the two methods of
measurement was 6.3mm, while the standard deviation was 1.9mm. Given that these
estimates were graphical, this is also a remarkably good fit. Therefore it was used to

correct the layer depths H; 5, where

H, = Surface elevation — Median density point elevation

Hy = Median density point elevation — Bottom elevation

It is noted that this definition of layer depths and density profile parameterisation also
allowed for cases where the upper layer was linearly stratified (section 6.5). In such
cases the median density height was in the centre of the inhomogeneous upper layer.
Accordingly, the depths H; ; marked the centre of this layer and the interface thickness

6 marked its extent.

4.8 Evaluation of the experimental equipment

Retrospectively, several comments can be made about the equipment described in this
chapter. Some design choices have been shown to be justified, while in other cases

better ways of achieving the desired results can be seen.

1. Wave tank

The design of the wave tank was on the whole a success. The tank has proved
relatively easy to maintain, owing largely to the ease of sealing and the absence of
any metal in contact with the fluid. The long wave studies might have benefited
from some extra length; however, neither funds nor space were available to add

an extra bay.

2. Wavemaker

The friction drive design performed well, once initial problems had been ironed
out. The choice of contact material for the drive roller may not have been the
best. The stress calculations showing that the perspex would survive in contact
with the carbon fibre drive rods have been seen to be correct in normal operation,

however, as soon as slippage occurs, both perspex and carbon fibre suffer damage.

The drive mechanism is nevertheless extremely positive, and (with a smooth drive
roller and smooth drive rods) free of lost motion and non-linearities. This makes

it very easy to control.
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The two wavemaker paddles performed adequately for small to moderate wave-
lengths. Longer waves might have been better generated with a different paddle

shape.

. Control and data acquisition hardware

The electronic hardware which controls the wavemaker and gathers data is com-
plex, and consumed more time and money than was envisaged in its construction.
It could however be argued that time was saved at a later stage in more efficient
running of the experiments. The self-protection features of the wavemaker pre-
vented any damage due to slippage or other problems during the whole course
of the experiments. Given the effort required to set up the experiments, any

problems with the wavemaker would be highly undesirable.

The analogue side of the control system possessed some features which did not
make a great impact on the success of this project; notably the ability to set
gain and damping factors from software. One of the reasons for building this
feature was the desire to make the system easily extensible to different types of
paddle and completely different wavemaker mechanisms. Without the ability to
set control parameters in software, interchanging paddles or mechanisms would
necessitate manually resetting all of the parameters and rechecking the frequency

response of the system.

Although the two paddle sizes used in the present study did not require different
gain and damping factors, new work currently in progress uses the same controller
to control a different drive. The ability to switch between this device and the
original wavemaker without rechecking the frequency response of the system is

now a clear advantage.

The data collection electronics could be improved. It was found that setting of
the gain and offset for the wave gauges was difficult since the gain had often to

be set very high. This aspect is discussed below.

. Control and data acquisition software

The software kernel written by Mr Peter Woodhead has proved to be very useful,
and like the electronic control system, it is easily extensible. No amendments
were required to the fundamental message-passing system, and extensions to the
kernel were easy to write. The software kernel is sufficiently general for it to be
usable in a variety of other circumstances. The block-diagram based program
design method which it encourages might prove useful in circumstances other

than real-time control or data acquisition. In this study, the flexibility of the
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software made it easy to create auxiliary programs, such as the density probe

driver program and the wave gauge calibration program.

A slight disadvantage was the fact that the program was run on MS-DOS on a
IBM-compatible PC. This environment is rather unstable, and program crashes
did occur. More advanced operating systems are now available, although the
difficulty in creating real-time programs might be greater on these. The software
kernel could be ported to a different system with only minor modifications, but

the extensions to the kernel would not be easy to port.

The complexity of the loop in the program exrun meant that care had to be taken
in ensuring that all of the control paths were connected. Disconnected control

paths caused crashes. A graphical program design system would be an advantage.

. Wave height gauges

Individually, the wave height gauges functioned very well. Problems arose when
several gauges were used together. Several improvements to the gauges and the

gauge interface board would be useful:

e The on-board oscillator in the gauges converts the sine wave generated to a
square wave, in order to smooth out variations in amplitude. It is possible
that the harmonics created by this increased the tendency of the gauges to

interfere with one another. A better system would use a pure sine wave.

e A further improvement would be to drive all of the wave gauges from the
same signal source, ensuring that “beats” could not occur. If the gauges
were driven alternately in a multiplexed arrangement, interference would be

eliminated entirely, since only one gauge would be active at any time.

e The gauge interface board reads single-ended inputs. Double-ended (differ-

ential) inputs might help to reduce noise.

e The offset and gain adjustments on the box should be redesigned to make

them easier to set.

On the whole, however, the gauges performed adequately in near two-layer strat-
ification. A completely different gauge might be required for waves with a con-
tinuously stratified upper layer, or density probes could be used to infer wave

height.

. Density probe

Problems with the aspirating density probes are described in detail in section 1.7.

The poor performance of the aspirating probes made it necessary to take repeated
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density profiles, and still (as has been shown) gave an incorrect impression of the

form of the interface.

The microscale probe which was purchased after the end of the project has been
shown to be much more reliable. It may even be possible to correct PIV mea-

surements for refractive index effects using density profiles read using this probe.

107



Chapter 5

Velocity measuring equipment

The selection of Particle Image Velocimetry (PIV) as the flow measure-
ment technique is discussed followed by a summary of the main features of
PIV. The particular PIV implementation used in these experiments is then
described, including consideration of the means of light delivery and the
choice of seeding particle. The errors in PIV are reviewed first in general
terms and then with reference to stratified flows. Using techniques such as
ray tracing, the errors are quantified. A brief retrospective review of the

performance of the PIV system concludes the chapter.

5.1 Introduction

A large number of fluid velocity diagnostic technologies are used at present in labora-

tories. They may be categorised in a variety of ways.

e Qualitative/quantitative—Often the intention is to build up a qualitative pic-
ture of the characteristics of the flow, and identify first-order features such as
streamlines, vortices and shocks. Flow visualisation, including smoke visualisa-
tion, streak photography, Schlieren photography and others (Prandtl, 1952; Van
Dyke, 1982) provides such information. Where second order information such as

velocity is required, a quantitative technique is employed.

e [Invasive/non-invasive—Invasive techniques such as hot wire anemometry rely on

the insertion of a probe into the flow. Non-invasive techniques usually rely on
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optical methods to separate the measurement device from the fluid. Usually.
however, the fluid must be “seeded” with some form of tracer particle, which

may itself interact with the flow.

e Dimensions—Velocity measuring devices are typically restricted in the dimen-
sions in which information can be obtained. Their “measurement zones” can be

classified as bulk, point, profile, full field or three-dimensional.

Orifice plates, venturis and weirs allow measurement of a bulk quantity such
as volume flow rate. A point measurement technique, such as Laser Doppler
Anemometry (LDA) or hot wire anemometry, measures velocity at an isolated
point in space over time. Acoustic Doppler Current Profilers (ADCP) used in
the ocean (e.g. Bole et al., 1994), and the related Sound Detection and Ranging
(SODAR) devices used in the atmosphere (Helmis et al. 1996) use the Doppler

effect to measure velocity at several points along an axial profile.

A full-field method, such as Particle Image Velocimetry (PIV), allows the capture
of velocities over a large, generally two-dimensional area, usually at an instant in
time. PIV has also been developed to measure velocities in a three-dimensional
volume using holography. The volumes which can practically be treated in this

way are typically very small.

o Velocity components—All velocity measurement techniques are limited in their
ability to resolve individual velocity components. LDA and SODAR can be
adapted to use intersecting light and acoustic beams respectively to measure two
velocity components. Most full-field velocimeters, including conventional PIV,
measure the two velocity components in the plane of view. Holographic and

stereographic PIV measure three components.

For measurements of the kinematics of internal waves, a measurement technique with

the following characteristics was required:

1. A non-invasive technique was considered essential, since the driving buoyancy
forces in internal waves are small, and the effect of any probe in the flow would

be large.

2. Exact repetition of experiments in stratified flows is very difficult, and so re-
peated point measurements were not considered practical. Consequently, either a
full-field technique yielding time-instant velocity maps. or a profiling technique,

yielding a time series of depth profiles, was required.
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3. Since the flow in the tank was two-dimensional, a two-dimensional measurement
technique was sought. A high vector resolution (number of velocity vectors ex-
tracted from a single two-dimensional image) method was desired, which recom-

mended PIV over particle tracking.

4. As many experiments were planned, a method capable of automated analysis was

necessary.

5. Accurate velocity information was required; specifically, errors in the region of

2-5% were desired wherever possible.

These criteria were largely met by a PIV system which was already in use at the

University of Edinburgh, and which is described in section 5.3.

5.2 Summary of Particle Image Velocimetry

Particle Image Velocimetry (PIV) was developed from Laser Speckle Velocimetry in
the early 1980s, and has now reached an advanced state. The technology required to
implement PIV is well documented in the literature (e.g., Adrian, 1991), and only a

brief summary will be given here.

The process of velocity measurement by PIV can be divided into the following stages:

1. Seeding of the flow with small, passive tracer particles which follow the motion
of the fluid;

2. Hlumination of the measurement zone with a two-dimensional pulsing light sheet;

3. Image capture, using either a photographic camera, a video camera or a CCD

camera, to a resolution which allows individual particles to be distinguished;

4. Analysis of the image by dividing it up into a number of small “interrogation

areas” and calculating one velocity vector for each interrogation area; and

5. Post-processing of the resulting vector map to remove systematic errors, noise

and erroneous vectors.

The following sections describe these stages, concentrating on auto-correlation PIV as

this was the method employed.
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5.2.1 Seeding and illumination

Figure 5.1 shows the characteristics which are sought in capturing PIV images. This

figure is a small region of a much larger image, which might resemble figure 5.2.

Figure 5.2: Sketch of a typical PIV negative (adapted from Skyner, 1992;

used by permission)
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On this figure, images of individual seeding particles can be seen. These particles
behave as tracers, following the motion of the fluid both passively and faithfully. Several
distinct images of each particle can be seen, showing that pulsing illumination has been

used to illuminate the particles.

PIV obtains velocity information by estimating the distance travelled by seeding par-

ticles between illumination pulses, according to the approximate formula:

u(x,t) = ———= (5.1)

Here Z;c(x, t) is the local mean displacement vector of particles in a small region around
(x,t), over the small time interval At. This interval is known as the illumination
interval, and is the time between successive illumination pulses. u(x,t?) is the resulting

local mean velocity.

The requirements that this imposes on the seeding and illumination are listed below.

The seeding particles must follow the flow faithfully without influencing it. Thus

they must be small in size and of a similar density to the fluid.

e Under the illumination power available, the seeding particles must scatter suffi-

cient light that distinct particle images can be detected.

e Due to the analysis method, the illumination interval and flow velocity range
must be such that seeding particles travel in the range of 2-20 particle diameters

between each illumination pulse.

e lllumination pulses must be short compared to the illumination interval, and the

length of the illumination interval must be accurately known.

Seeding particles which have been used in PIV include aluminium oxide, helium bub-
bles, oil droplets, glass/polymeric/ceramic spheres and bubbles, and conifer pollen.

Typical sizes range from lum for glass bubbles and metal oxide particles, to around

70um for natural pollen.

PIV usually requires a high power laser to generate a pulsing light sheet of sufficient
intensity that individual particles can be detected. The choice is between solid state

(e.g. Nd:YAQG) lasers, which deliver intense pulses of light, and continuous wave lasers
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(e.g. Argon Jon), whose output must be modulated to create a pulsing illumination.

The latter are cheaper but are more limited in their applicability.

The output beam of a continuous wave laser may be modulated by periodically closing
and opening (“chopping”) the beam path, or by periodically scanning the beam through
the measurement zone. As the illumination pulse duration must be small compared to
the illumination interval, the chopping method makes poor use of the available light in

comparison with the scanning method.

5.2.2 Image recording and image shifting

Recording devices

PIV images may be captured by conventional photography or using a charge-coupled
device (CCD) sensor, such as those used in video cameras. For auto-correlation PIV,
resolution is a governing parameter in the dynamic range of the system, and is therefore

very important in the choice of image capture method.

CCD cameras are available with resolutions up to 4096 x 4096 pixels, though these are
extremely expensive. Video cameras have resolutions around 768 x 484 pixels (which is
further halved by the field separation employed in standard video signals). In contrast,
a moderately fast photographic film such as Kodak TMax 400 has a resolution of about
125 lines/mm, giving an equivalent resolution of 6250 X 6250 on a 120-format (50mm

square) negative.

Photographic cameras, despite their high resolution and low cost, are limited by the
attainable repeat time (about 2 seconds, in comparison with 40ms for low resolution
CCD cameras), and also by the inconvenience of wet-film processing. Most users of

PIV are now moving from photographic to CCD cameras for these reasons.

CCD cameras yield digitised images of the flow, normally monochrome using an 8-bit
grey scale. Photographic images can be digitised in the same way, with the partial
loss of the advantage of higher resolution. Alternatively, photographic negatives can

be analysed optically.
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Dynamic range and image shifting

As was mentioned in section 5.2.1, in auto-correlation PIV, the flow and illumination
parameters must be such that each particle moves between 2 and 20 particle diameters
between each illumination pulse. The lower limit is imposed by the fact that. in order
to estimate displacement, successive images of each particle must be distinct. Therefore
low and zero velocities cannot be resolved by this method. Additionally, since individual
images of any one particle are not marked with order of illumination, there is no means

of determining the sign of the motion.

The most common solution is image shifting, which means viewing the measurement
zone from a moving frame of reference. A standard method is to place a rotating mirror
in the optical path from the measurement zone to the camera. Other methods involve
rotating or translating the camera itself, or (in CCD cameras) electronically shifting
the image on the CCD sensor array between pulses. The result of image shifting is that
a mean velocity is imposed on the flow. With freedom to select both the shift velocity
and the illumination interval, the dynamic range of the system can be fine-tuned to

match the characteristics of the flow and eliminate the directional ambiguity.

5.2.3 Analysis and post-processing

PIV is distinguished from particle tracking by its analysis method. PIV analysis does
not follow the fate of individual particles, whereas each particle is treated separately by
particle tracking. The seeding concentration is higher in PIV and following the motion
of individual particles is not possible. Instead, PIV performs a point-by-point statistical
analysis of small regions of the flow field, building up a grid of velocity information.
Each of the small regions is termed an “interrogation area”, and for each interrogation

area, one velocity vector is computed. Figure 5.1 shows a typical interrogation area.

Typically, interrogation areas for auto-correlation PIV might measure 64 x 64 pixels on a
digitised image of 1024 x 1024 pixels, yielding a 16 X 16 vector map (if the interrogation
areas do not overlap). A photographic negative can be analysed optically with an
interrogation area size of roughly 1mm?, yielding a 50 x 50 vector map on a 120-format

negative. Interrogation areas are often overlapped by up to 50%.

Analysis of a digitised PIV image is basically the evaluation of the auto-correlation
function of each interrogation area. The location of symmetrical peaks in the two-

dimensional auto-correlation plane gives the local mean particle displacement between

114



successive illumination pulses. The auto-correlation function is evaluated using Fourier

transforms.

The fact that low or zero velocities cannot be resolved is due to the strong central “self-
correlation” peak which is always found in the autocorrelation function. In order for a
signal peak to be detected, it must be distinct from the central peak. The symmetry

of the auto-correlation function reflects the directional ambiguity.

Optical analysis of a PIV negative proceeds by probing each interrogation area using a
coherent laser beam. The evenly spaced particle images in the interrogation area form
a diffraction grating, which creates a Young’s fringe interference pattern in the far field.
The orientation of the fringes gives the direction of motion of the particles, and the

spacing of the fringes is related to the displacement (figure 5.3).

Equivalently, the formation of the Young’s fringe pattern may be seen as an opti-
cal Fourier transform. The auto-correlation function is obtained simply by reverse-

transforming an image of the fringes (this time captured on a CCD array).

Post-processing

PIV analysis is a statistical process relying on parameters which are not always fully
under control, most notably local seeding concentration, but also variations in illumi-
nation and visibility. Hence for each interrogation, there is a finite probability of an

erroneous vector being returned.

These vectors can be detected using estimates of the signal-to-noise ratio in the corre-
lation plane, prior knowledge of poorly resolved areas in the flow, or prior knowledge
of the likely velocity field. True “bad vectors”, where the relevant peak(s) in the corre-
lation plane were missed entirely, can be easily removed manually or by filtering, since
they almost always show a velocity very different from that of the surrounding vectors.
Vectors with a less pronounced variation from the expected flow pattern are less easy to
validate. These can be regarded as true signal contaminated by noise, which might arise

from (for example) inappropriate illumination timing, excessive seeding concentration

or vibration.



5.3 The PIV implementation

The equipment which was available for use, or could be easily purchased, at the outset

for use in this project was as follows:

1. lllumination

e Spectra-Physics 171 Argon Ion continuous wave laser (15W output);

e Optical Flow Systems scanning beam system (0.5m light sheet length);
2. Recording

e Hasselblad 120-format photographic camera;
e Nikon 35mm photographic camera;

e S-VHS video camera;

e Developing and printing facilities;

e Nikon 35mm negative scanner and various flat-bed A4 scanners;
3. Analysis and post processing

e Optical Flow Systems/University of Edinburgh PIV analysis rig, for Young’s

fringe analysis of 120 format or 35mm negatives, with driver software;

e Optical Flow Systems VidPIV analysis software for digitised PIV images.

The equipment available offered some flexibility in the choice of implementation. The

options selected are listed below.

e The required illumination was achieved using the continuous wave laser and the
scanning beam system. The laser was sited with the experimental tank in a
new laboratory, where it was to be made available to various low-to-medium
speed flow experiments. The scanning system, described in this section, was also
shared between experiments. This choice combined the correct speed range with
the required power. The 0.5m light sheet length was also ideal, since it allowed

capture of the whole water depth in a roughly square frame.

As the laser was to be shared, a flexible means of delivering the laser beam to

experiments was required. This is discussed below.
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e At the time of the experiments, the highest resolution CCD camera available was
the S-VHS video camera. This was not considered adequate for the large flow area.
A 35mm photographic camera could have been used, and the negatives digitised
using the scanner, but the detail would have been inferior to that obtained using
the 120 format camera. Since no 120 format scanner was available, direct analysis
of digitised images was not practical. This led to the choice of the Hasselblad 120

format camera and the Young’s fringe analysis method.

Recent developments in CCD cameras have meant that, if the experiments were to

be repeated, the choice of image capture system would be different (section 5.5).

The system described above is essentially the same as that used by Skyner (1992) and
Whale (1996). An overview of the whole system is given in figure 5.3.

Young's fringe pattern
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CCD video
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\\\/V - II
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host computer

Figure 5.3: Querview of the PIV system (courtesy of Tom Bruce)

Selection of the best method for delivering the laser beam to the scanning beam system,

and of the best seeding material, was less straightforward and involved some experi-

mentation.
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Laser beam delivery

Traditionally, high power laser beams have been routed between a succession of beam
steering mirrors. A typical laboratory beam steering mirror arrangement (about 6
mirrors with a 95% reflection coefficient) would have an overall efficiency of 74%. The
optical components for such a system might cost around £200-300 per mirror. In
addition, the beam path of such a high power laser (class IV') would have to be enclosed
for safety reasons, but the enclosure would have to be made adjustable to allow the

scanning beam system to be positioned anywhere in the lab.

Optical fibres were available which were able to transmit high power continuous wave
laser beams. A Schott 12W multimode optical light guide (comprising fibre, launch
and delivery optics, and fibre protection) was obtained for test. Experiments were per-
formed on the fibre in conjunction with Dr Duncan Anderson!, Dr Heather Earnshaw?
and Mr Jean-Baptiste Richon®. The cost of the fibre was around £2,000. The saving

in effort and cost was expected to be significant if the fibre was deemed suitable.

The characteristics of interest were:

e Maximum deliverable power from the fibre to the measurement zone (12W was

the maximum power which could be safely launched into the fibre by the laser);

e Minimum attainable light sheet thickness, since a thinner light sheet concentrates

the light and increases the brightness of the particle images;

e Stability of light launch from the laser into the fibre, since any wandering of the
laser beam over time in the fibre launch could lead to poor coupling efficiency,

hotspots and finally the destruction of the fibre.

The important characteristics of an optical fibre light guide are shown in figure 5.4.
This figure is based on the supposed construction of the Schott fibre (firm details were
not available from the manufacturer). The basic components and related parameters

are as follows:

1. Fibre and cladding—the fibre itself is generally glass, while the cladding is made

from a material of lower refractive index. The ratio of the refractive indices of the

! Formerly of the Department of Physics and Astronomy, The University of Edinburgh; now at Sharp

Electronics Ltd.
2Department of Mechanical and Aerospace Engineering, Arizona State University

3Optical Flow Systems Ltd.



cladding and the fibre fixes the numerical aperture (INA) or acceptance angle of
the fibre. A low numerical aperture means that launch alignment is more critical

but that the output beam is easier to focus.

. Launch lens—with a fibre diameter around 50um, the input laser beam (diameter
around 1mm) must be focused onto the end of the fibre. This was accomplished

using a graded index (GRIN) lens bonded directly onto the fibre end.

. Launch adjuster—The fibre must be sufficiently well aligned to the output beam
of the laser that (i) the launch lens focuses the beam onto the fibre end rather
than onto the cladding or sheath, and (ii) the light arrives at the fibre end within
the acceptance angle of the fibre. If these two considerations are poorly met, the

result can be low coupling efficiency or damage to the fibre.

. Delivery lens—The output of a fibre with no lens is a cone of light with an
angle to the fibre axis equal to the acceptance angle. The Schott light guide was
terminated with a lens which delivered a beam with a diameter of about 6mm
and a divergence of about 0.06°. It was necessary to add a second recollimating

lens to provide a more collimated beam for the experiments.

It is not possible to converge a laser beam to a point. Most laser beams have a Gaussian

intensity profile across a finite diameter. Such a beam will converge to a minimum

diameter d,, for a given convergence angle 6 given by

Acceptance angle
I

—_—
Laser beam entry

Launch lens

d. 0 = constant (5.2)
Delivery Iens Recolllmatmg lens
Fibre corei /
Cladding Beam waist

Four axis launch adjuster

Figure 5.4: Characteristics of an optical fibre laser beam delivery system,

based on the Schott light guide
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where the constant may be thought of as a property of the particular beam, and in

practical terms this may be considered as an indicator of the “beam quality”.

The Schott fibre was of the multi-mode type, which means that it transmits light
of various wavelengths in a variety of transverse modes. The coherence of the beam
delivered by the fibre is poorer than that of the laser output beam. A single mode fibre
would have required modification of the laser to produce monochromatic light in one
mode only, with a large decrease in output power. The output of a multi-mode fibre
does not follow a Gaussian intensity distribution; instead, constructive and destructive
interference result in a speckle pattern®. Practically, this may be viewed as a decrease
in the “beam quality” (an increase in the constant in equation 5.2), although Gaussian
optics cannot strictly be used here. Therefore, the beam delivered by the fibre optic
light guide is much harder to collimate than the beam produced by the laser.

Object plane Image plane
Lens \
Fibre 1___ —————— /2 N DL
! {Image size
ObjectsizeT ____________________________ e

Figure 5.5: Focusing the laser beam using a lens system

An alternative way to present the problem is shown in figure 5.5. The fibre end is
regarded as an object of dimension 50pm, which is to be imaged at a distant point (in
conventional terms, the image plane) using a lens system. The magnification of the lens

system gives the image dimension, which corresponds to the collimated beam diameter.

The second lens had to be selected so that the output beam would converge gradually
to a diameter of about 2-3mm at a distance of 1-2m from the fibre (this being the
optical path length through the scanning beam system to the measurement zone).
Unfortunately the characteristics of the Schott lens (focal length and distance from
the fibre end) were not known and could only be calculated approximately, and so the

choice of second lens had to be made by experiment.

Figure 5.4 shows the dimensions relevant to the experiment which was conducted on
the delivery optics. The experiment was conducted by Jean-Baptiste Richon and the
author. Several different lenses of focal length were placed at varying distances from the
fibre end. The beam diameter was estimated at varying distances from the converging

lens by observing it on paper on which circles of known diameter had been printed.

4The speckle pattern is also referred to as Gaussian for a different reason
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Figure 5.6: Characteristics of the fibre output beam with various collimating

lens configurations

The circle which appeared to be closest in diameter to the beam was chosen, and its

diameter recorded.

This procedure was easy close to the lens, but as the distance was increased it became
increasingly difficult to distinguish a clear boundary amongst the speckle pattern and

the various transverse mode shapes which were observed.

The results of the experiment are shown in figure 5.6. As expected, the distance z
between the fibre and the lens was not important, which lessened the practical problem
of choosing the location of the lens in the scanning beam system. The best lens for the

range of distances anticipated had a focal length of f =1.33m.

A final point of concern was the pointing stability of the laser, that is, whether the

direction of the laser beam would change over time (e.g. during warm-up) to such an

extent that correct fibre alignment would be lost. It was found that the beam direction

was sufficiently stable to ensure good coupling efficiency even after a long period.
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Choice of seeding

As mentioned in section 5.2.1, the seeding material is required to follow the flow both

passively and faithfully, and scatter light efficiently.

The most important parameter in determining whether the particle follows the flow is
the difference in density between it and the fluid. This is due to both dynamic and
buoyancy considerations. In a continuously stratified fluid, a continuum of densities is
present in the flow, and so either a compromise must be reached, or a substance in which
the density of the particles varies must be found. One substance with a distributed
density is Sphericel 110 P8, a glass filler for injection moulded plastics. Its density and
size were ideal for the experiments but unfortunately it was not sufficiently visible in

the flow.

Conifer pollen had been in use at the University of Edinburgh for some time in water
studies. Its density was known to be of the order of 10% less than that of water
(Bruce, private communication), which gave it good dynamic properties in fresh water.
The scattering properties of conifer pollen, which is yellow, under green (Argon-Ion

wavelength) light, are excellent.

The densities in the experiment were 1000-1100kg/m®. The performance of the pollen
in the lighter fluid was noticeably superior to its performance in the denser. The errors

which arose from this are discussed in section 5.4.2.

Introduction of the pollen into the denser fluid was done by first soaking the pollen for
several minutes in a small amount of water of density greater than the highest density
present in the tank. Then a small amount of fluid was bled into the bottom of the tank
around the measurement zone using a funnel and perforated tube. This fluid spread

out and slowly released the pollen into the body of the denser fluid.

The denser fluid had to be reseeded occasionally due to the slow upward rise of the
particles. This was seldom necessary in the fresh layer. Particles rising from the lower
layer tended to collect in the interface, resulting in excessive seeding concentration there

(which led to some signal loss).

122



5.4 Errors in particle image velocimetry

5.4.1 Errors common to most PIV applications

Illumination errors

Errors which arise in the illumination phase of PIV are related to timing and to the

form of the light sheet.

1. Hlumination interval—From equation 5.1, an error in the illumination interval
At will translate directly into an error in the measured velocity. In the system
used here, At was fixed by a quartz crystal oscillator. The user was able to select
intervals from a fixed set of possible values, each subharmonics of the crystal
frequency. The unit locked the rotation rate of the synchronous motor on to the
selected subharmonic, and once the controller had been allowed to settle the error

in At could be assumed to be zero.

2. Systematic scan time error—Gray et al. (1991) point out that the time interval
between successive illuminations of one particular particle is not constant if the
particle has moved along the light sheet between illuminations. The systematic
error in the velocity which results is the ratio of the maximum displacement of
a particle in the measurement zone between illuminations, to the length of the

light sheet. For the low velocities in the present study, this was < 0.1%.

3. Light sheet form—As noted by Skyner (1992), if the light sheet is not perfectly
straight, an error in the magnification arises which is in direct proportion to the
magnitude of the variation divided by the optical distance from the centre of
the camera lens. Similarly, random errors in the magnification result from the
finite thickness of the light sheet. Where the deviations from straightness and
the sheet thickness are of the order of a few millimetres, and the zone is viewed

from a distance of about a metre, the total error is < 1%.

Seeding motion

An important assumption in PIV is that the seeding particles follow the flow both

passively and faithfully. The first requirement can be checked as follows. Using the
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approximate formula given by Gray (1989), successful PIV can be achieved if the seeding

concentration C'is approximately

24 M2 i

where M is the magnification, Az is the thickness of the light sheet. and d; is the
diameter of the interrogation area. This gives a seeding concentration of around
107 particles/m?>. For natural pollen, this suggests that approximately 1078 of the flow
volume is taken up by seeding material. It is concluded that this proportion will not

be sufficient to influence the flow.

With the aim of evaluating the degree to which seeding particles faithfully follow the
flow, Bruce (private communication) has discussed the forces on a small particle in
a fluid in the context of PIV. He points out that, for a small particle such as natural
pollen (mean size ~ 70um) in fresh water, the motion is governed by Stokes drag (which
is linear) provided the slip velocity (the difference between particle and fluid velocities)

is less than 15mm/s, a condition which is readily met in the present study.

Since the drag force is linear, a frequency response of the particle to the fluid motion
may be evaluated. Bruce found that for a deviation of 1% between fluid velocity and
particle velocity, the frequency of fluctuations in velocity must be less than 200Hz.
Such fluctuations would not be recorded by the PIV system used, nor are they present

in the flow of interest.

Buoyancy effects are discussed in section 5.4.2.

Image shift errors

The most common means of removing the directional ambiguity and increasing the
dynamic range of auto-correlation PIV is the rotating mirror image shifting system
(section 5.2.2). This method is described in detail by Raffel and Kompenhans (1995),
and is illustrated in figure 5.7. The principal is to interpose a rotating mirror between

the measurement zone and the camera, so that the measurement zone is viewed from

a moving frame of reference.

The largest source of error is in the assumption that the optical reference frame is

effectively moving linearly, while it is in fact rotating about a point. Equivalently. one
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Figure 5.7: Image shifting using a rotating mirror

may state that the mirror distorts the apparent measurement zone as it rotates. This is
illustrated in figure 5.8, which is due to Morrison (1995). The error which results from

this distortion is not dependent on the shift velocity but only on the optical geometry.

An analytic result for the shift distortion is possible using methods of ray tracing by
e.g. transformation matrices. This was carried out by Raffel and Kompenhans (1995)
and also by Morrison. Raffel and Kompenhans’ equations for the displacement in the

image plane are given below.

X — MR2wAt
_ - X
AXXY) = Xy eMawAt1 (1 M) T+ 1 (5-4)
3 .
AY (X,Y) = -

(X + CM)2wAtF~1(1+ M)~T+1

The distances A, B, C and R are defined in figure 5.7. The thin lens formula 1/F =
1/A 4 1/B is used, and the magnification is given by M = A/B. The mirror rotation
rate is w and the illumination interval is At. The equations are exact except for the

assumption of small angles (sin z ~ z) and the use of the ideal (thin) lens formula.

These equations are compared to the idealised shift:
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Figure 5.8: Image shift distortion (after Morrison, 1995)

AX(X,Y) = 20RMA¢
(5.5)
AY(X,Y) =0

In ideal conditions (i.e. where the geometry and shift velocity have been chosen to max-
imise the dynamic range of the system), Morrison (1995) has shown that the difference
between equation 5.4 and equation 5.5 can lead to errors of 10% in the measured veloc-
ity. If the shift velocity is higher than necessary then the error will be correspondingly

larger. Experiments by Morrison and by Raffel and Kompenhans confirm this.

The approximation of small angles leads to no significant uncertainty in the shift veloc-
ity. However, the thin lens formula is not necessarily applicable to a real camera lens,
which consists of many elements occupying a distance comparable to the film-mirror

separation A. Morrison used an empirical characterisation of a lens to get round this

problem.
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Of even more importance is the accuracy with which the distances 4. B, (' and R
can be known in a laboratory. In the first place, these are optical distances and the
refractive indices of all media in the optical path must be known. Secondly, physical
measurement of these distances in the laboratory is difficult, since meaningful reference

points on components such as the mirror, camera or lens are not usually available.

For the internal waves experiments, the shift error was removed approximately by taking
a reference photograph in still water before every experiment. After subtracting the
mean (desired) shift velocity, a third order polynomial fit was applied to the residual
vectors. This polynomial was used to correct all frames which were taken in that
particular experimental run. This approach had the added advantage of helping to

correct for other errors which are described in section 5.4.92.

Other errors which may arise from image shifting may be identified from equation 5.5.
The error in the magnification M is described below. The uncertainty in the shift
radius R may be easily estimated for any particular configuration; in the present case
it was O(1-2%). The error in At affects the measured velocities, but not the calculated

shift velocity, since At cancels in the formula

Ushift = —— = —— (5.6)

after substitution from equation 5.5.

The use of a high gear ratio worm drive turntable for the rotating mirror, together with
a shaft encoder and a closed loop control system, effectively eliminates any significant

uncertainty in the rotation rate w, except for that due to vibration (section 5.4.2).

A final source of error is in the assumption that the centre of the exposure time of the
camera was coincident with the mirror passing through its rest position. Uncertainty
here results in a further static magnification error. This was minimised by the shift
controller, which times the opening of the camera shutter along with the rotation of
the mirror. The small delay between sending a trigger signal to the camera and the
actual opening of the shutter was an input parameter to the shifter control program.

This delay was measured for the type of camera used by Skyner (1992).
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Image capture errors

* Lens aberrations—Magnification errors due to pincushion/barrel distortion were
minimised by the use of a Zeiss Planar T* lens. Manufacturer's data stated that
the barrel distortion reached a maximum of about 1% at the outer edges of the

frame.

o Film/sensor errors—McCluskey (1992) discusses the various errors which arise
from the use of photographic film in PIV. These are: film noise (graininess and
variations in emulsion thickness), adjacency effects (related to the developing
process) and shrinkage. The first two errors can be virtually eliminated by the use
of high resolution film and following proper darkroom procedures. The latter is
irrelevant if magnification calibrations are performed, and all films for a particular

calibration are handled in the same way.

Where CCD sensors are used (in this study, one was used in the analysis phase),
similar errors arise from uncertainty about the pixel dimensions. Again, calibra-

tion reduces these errors to the uncertainty in the calibration itself.

Analysis errors

1. Magnification errors—Many of the errors mentioned above are best understood
as affecting the magnification of the image, which allows translation from image
plane co-ordinates to physical co-ordinates. In almost all cases the basic magni-
fication is fixed by placing an object of known dimensions into the plane of the
light sheet, and measuring its size in the image plane. Determination of the mag-
nification by estimating optical distances can be done only after cross-checking

against a calibration.

2. Analysis calibration—Where a Young’s fringe analysis method is used, the sep-
aration of the fringes (which gives the particle displacement) is related to the
distance from the film to the plane in which the fringes are observed. This is
accounted for by calibrating the analysis rig against a simulated PIV negative
where the image displacements are known a priori. When direct analysis of a
digitised image is used, this error does not arise. The analysis rig used for the
study was used concurrently by Quinn (1995), who estimated the analysis rig

calibration error to be 0.1%.

3. Velocity gradient biasing —-In extracting a single velocity vector from an interro-

gation area, the assumption is made that the local fluid velocity does not change
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significantly over that area. In regions of strong velocity gradient, two problems
arise. Firstly, the variation in image separation tends to lower and broaden the
correlation peaks, increasing the probability of the peak being obscured by noise.
Secondly, if the peak is successfully detected, the peak centroid does not simply
correspond to the local velocity averaged over the interrogation area. Rather, as
faster particles have a higher probability of moving out of the interrogation area
between illuminations, and thus contributing nothing to the auto-correlation. a

statistical bias in favour of the lower velocities is introduced.

From an equation presented by McCluskey (1992), due to Keane and Adrian
(1990), it can be estimated that for the flow of interest, if a worst case variation

of velocity across the interfacial shear layer is 50%, the error introduced there is
less than 1.5%.

. Out-of-plane motion—If the fluid motion has a velocity component normal to
the plane of the light sheet, an enhancement to the observed velocity at the
extremities of the light sheet results. This is caused by parallax effects. In order
to estimate the error which results, it is necessary to know the magnitude of
the out-of-plane motion. In the internal wave experiments, it seemed reasonable
to regard this component as zero, since there was no exitation for out-of-plane

motions.

Where an out-of-plane component is present, the error can be minimised by the
use of a telephoto lens at a greater distance from the flow, or, if this is not possible,

a telecentric lens may be used.

. Quantisation errors—In the Young’s Fringe analysis method used, the resolution
of the CCD camera restricts the accuracy which may be attained by the analysis
system. Fortunately, the fringes always span a large number of pixels. This fact
combined with the image depth (8-bit gray levels) allows estimation of the fringe

separation to much greater accuracy than the 256 X 256 array size might seem to

allow.

The reverse Fourier transform was performed on a 64 x 64 grid. Here, however,
the “depth” was that of the floating point type double in the C language (64 bits
on a PC running MS-DOS).

The significance of quantisation is far greater in direct analysis of digitised images,
where the chance of a particle not covering at least two pixels in each direction
is much higher. Should this happen, the velocity resolution is immediately cut to
the spatial resolution of the interrogation area (normally about 64 x 64 pixels),

and image depth does not help. This is a particular problem with video cameras,
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which normally employ field separation, cutting the vertical resolution down to
240-290 pixels over the whole field. This is the main reason why traditional

photographic methods were employed in the study.

5.4.2 Errors specific to stratified flows

Two main classes of problems arise when flow measurement techniques are applied to
stratified flows. The first is that the velocities of interest are typically an order of
magnitude smaller than those in unstratified flows (e.g., surface waves against inter-
nal waves; forced circulation against natural convection). These very low velocities
stretch the dynamic range of most flow measurement methods. The second class of
problem relates to the density variation itself. Optical methods (PIV, LDA, LIF, etc.)
are affected by the differences in refractive index which are found in stratified flows.
Further, density differences make the choice of seeding material difficult (as discussed
in section 5.3), and the necessity of preserving stratification means that introducing

seeding is difficult. Both classes of problem are discussed below.

Measurement of low velocities

e Image shifter

In theory, PIV can be optimised for low velocity ranges simply by increasing the

illumination interval At. However, where image shifting is used, the shift velocity

must also be reduced.

The scanning beam controller used in this experiment had a maximum illumi-
nation interval of 12.7ms. The image shifter had a minimum shift velocity of

5°/s, increasing in increments of 5°/s. The shift velocity range proved the major

constraint.

When the shifter was programmed to rotate at 5°/s, poor correlation was ob-
served. Close examination of the images showed that the particle tracks were not
always straight, but toward the edges of the frames, considerable waviness in the
tracks was found (figure 5.9). This waviness was attributed to vibrations being
set up in the rotating mirror by the motor or the control system, presumably
by the excitation of a natural frequency of the mirror. This was confirmed by

measurements using an accelerometer on the mirror as it rotated. Therefore it

was necessary to use the shifter at 10°/s.
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Figure 5.9: Close-up of a PIV image affected by shifter vibration. Successive

images of a particle do not show a constant displacement (compare figure 5.1).

The ideal shift velocity for a flow field containing reversing velocities is slightly
greater than the maximum negative velocity present. This makes all of the ve-
locities positive. As shown by Morrison (1995; section 5.4.1), in this case shift
distortion creates errors of approximately 10% of the maximum velocity present.
In this study, typical maximum velocities were 50mm/s, and typical shift veloci-
ties were 300mm/s. A simple calculation shows that in this case, the shift errors
can be expected to be of the same order of magnitude as the velocities in the

flow.

[t was therefore impossible to leave the vector maps uncorrected, and the method

of still-water calibrations described in section 5.4.1 was essential.

e Residual motion

If the phenomenon of interest is created in a fluid initially at rest, it is important
that the fluid be genuinely at rest before starting the experiment. If this is
not achieved, residual motions will be prominent in the measurements and may

obscure the motions of interest.

The introduction of the seeding was the main source of residual motion. By
introducing seeding into the bottom of the tank and allowing it to slowly rise until

a good distribution was obtained, there was also time for the vorticity generated

to dissipate.

Motion due to waves from a previous experiment was minimised by the wave ab-

sorber at the far end of the tank. Wave motions were observed on an oscilloscope,
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and another experiment was not commenced until the previous waves had died

away to about 1% of their initial amplitude.

Density effects: seeding motion

Differences in density affect the errors related to the seeding in two ways. Firstly. the
particles will rise faster under gravity in the denser fluid than in fresh water. Secondly,
calculations of the degree to which the particles follow the fluid motion will have to

be revised, since they depend on the difference in density between the particle and the
fluid.

1. Rise time

The density of conifer pollen was estimated empirically by Bruce (private com-
munication) to be about 10% lower than that of fresh water. Stokes’ law thus
gives a rise velocity of ~ 0.3mm/s. The maximum density of fluid used in the
experiments reported here was ~ 10% greater than that of fresh water. As Stokes’

law is linear, the rise velocity in the denser fluid will be approximately 0.6mm/s.

Pollen is a natural material whose properties vary from season to season. Also,
pre-soaking of the pollen is likely to increase its density to that of the water
(though whether the pollen takes up saline solution or not is not known). Ob-
servations in the experiments suggested that the rise velocities given above were
reasonable for the denser layer, but that the stability of the pollen in the fresh

layer was greater than anticipated.

2. Frequency response

The frequency response of a particle of density p, in a fluid of density p; is
predominantly linear in py. This is shown by figure 5.10, which is an empirical
plot of the particle response at different fluid densities from the equation given by
Hinze (1975). In this plot, the frequency is 16Hz, while the particle density has
been fixed at p, = 900 kg/m3. The particle diameter is 70pm and the viscosity
is that of fresh water. Even at this relatively high frequency it is seen that the

particle follows the flow very closely.
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Figure 5.10: Attenuation ratio of particle motion against fluid density

Density effects: optical distortion

The difference in refractive indices between fresh water and saline solution affects both
incoming light and light scattered by the particles. The motion of the density interface
will modify the path of an incoming laser beam, but since the timescale over which
the density interface moves is long compared to the illumination interval At, it can be

assumed that the effect on At will be very small.

Of much greater concern is the effect of the stratification on the path of the scattered
light. Observation of a stratified flow clearly shows that optical paths are distorted
(figure 5.11), and in fact this distortion is of sufficient magnitude for it to be useful
in visualising the motion of isopycnals. This is the principle of the shadowgraph and

Schlieren photography.

Refractive index changes affect all optical techniques, including LDA and LIF. Conse-
quently, efforts have been made to get around the distortion problem. For use with
LDA, McDougall (1979) created a flow in which the refractive index was constant but
the density was not. He did this by mixing Epsom salts into one layer and sugar into
the other. This choice of solutes, for the density ranges of interest, made it possible to
eliminate the possibility of double-diffusive convection which can occur in a flow with
more than one stratifying quantity (Turner, 1973). McDougall’s tank held a volume of

about 50 litres, and the experiments were conducted with a density difference of 1.5%.
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Figure 5.11: Close-up view of the refractive index distortion of a PIV image

For LDA experiments in a larger tank (approximately 4.5m?®) with a density difference
of up to 2%, Hannoun et al. (1988) found it necessary to use ethyl alcohol and common

salt as the stratifying solutes. Epsom salts were eliminated because of cost.

The effort in matching refractive indices made by these experimenters was considerable.
In LDA work these efforts are especially important since the refractive index variations
create severe signal drop-out. Further, as the two LDA laser beams are also in motion

as a result of the refractive index gradient, a random velocity shift is superimposed on

the results.

The PIV experiments differed from the LDA ones on this matter in several ways:

1. For the velocities to be measurable, a density difference of the order of 5-10%
was required. This took the desired performance of any compensation scheme

well outside the range achieved by either Hannoun et al. or McDougall.
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2. Signal drop-out due to the refractive index variations was expected to be small

and confined to the density interface.

3. The error induced by the motion of the laser beam was expected to be similar to

the systematic error in the scanning beam system (up to 0.5%).

4. Errors due to deviation of scattered light were expected to be confined to mea-
surements made through the interface (the error in the upper and lower lavers

being small).

5. Equipment for matching refractive indices (a refractometer), as well as storage and

mixing equipment for the large volume of water (up to 1.5m®) was not available.

For these reasons, it was decided that no attempt would be made to eliminate the
refractive index variation in the flow, but that the magnitude of the error induced

would be calculated by ray tracing. The ray tracing method® is as follows:

1. Properties of the camera lens and film format, together with knowledge of the
geometry of the flow, allow calculation of the path of light through the system.
A thin lens formula is used. A ray, assumed to start on the film, is traced back

through the centre of the lens to the tank wall.

2. The transformation of the ray as it is refracted by the glass wall of the tank is

calculated.

3. The following equation governs the propagation of the ray through the stratified
fluid to the measurement zone (Born & Wolf, 1959):

d’r Vn
—— = — (5.7)
ds n

where r is a point a distance s along a ray path in a fluid whose refractive index
n varies continuously. For ray tracing, this equation can be integrated twice to

give the following;:

\%
Tkl = —nﬁs2 +as+rg (5.8)

In this equation, s is a small step along a ray path from a point rx to a point

r;.1. Here a is the unit vector which gives the direction of the ray at point r.

®Suggested by Dr Michael Jackobsen, Department of Physics, Heriot-Watt University
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This equation is used to step along the ray path through the fluid to the mea-
surement zone. The refractive index n may vary in all co-ordinates, but in this
implementation it varies only in z (vertical co-ordinate) and, when a wave passes,
in z (co-ordinate in direction of wave propagation). The density, and hence the

refractive index, is assumed constant along the optical axis y.

4. The refractive index field is derived from the density field using known charac-
teristics of aqueous sodium chloride (Lide, 1993). Typical stratification and wave

parameters are used to create the density field.

5. The distortion due to the refractive index variation is expressed as a variable
magnification (ratio of image size to object size) across the field of view. The

magnification is calculated in both z- and z-components.
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Figure 5.12: Predicted (—) and measured (+) inverse vertical magnification

The calculated z-component of magnification was checked against a static magnification
calibration image. A vertical length scale was placed in the measurement zone and
photographed prior to many of the experiments. Figure 5.12 shows the reciprocal of
the magnification calculated using the ray tracing method against that measured with
the vertical scale. It can be seen that the ray tracing method underestimates the

distortion in the interface in this case, but that it predicts its extent and location well.

The disparity between the prediction and the measurements is not surprising consider-
ing the uncertainty in the measurements of the interface characteristics and the optical

system geometry, as mentioned in connection with image shifting (section 5.4.1). It

136



is noted that through most of the flow the magnification is predicted to within 2.5%,
while in the interface the deficit is less than 5%.
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Figure 5.13: Relative error in vertical magnification

For all of the experiments, a value for the magnification was obtained using a simple
optical calculation based on fresh water. This was found to be consistent with the
measured value in several experiments, and so this method was used for all subsequent
experiments. An error of less than 2.5% is therefore assumed away from the interface,

but in the interface it rises to 11%.

To test the effect on the distortion of the movement of the interface, magnification
maps were simulated for the 2- and z-magnifications over a 120-format negative (50 x
50mm) during the passage of a typical wave. These maps are shown in figures 5.13
and 5.14 respectively. The maps show the ratio of the distorted magnification to the
magnification which would occur in fresh water. The wave has a wavelength of 0.5m
and an amplitude of 0.03m (a large wave of frequency ~ 0.4Hz), and the density changes

by 8.8% over about 24mm.

It can be seen that only a small distortion occurs away from the interface. It is also

seen that the z-distortion is very small. This is to be expected, given that the slope
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Figure 5.14: Relative error in horizontal magnification

of the interface is never great even in large, short waves. The strong distortion near
the horizontal origin is believed to be a numerical instability which occurs near z = 0

(which is a singularity in this scheme).

5.4.3 Summary of errors

Table 5.1 is a summary of the magnitudes of the various random and systematic errors
present in the velocity measurements. Each of the systematic errors acts differently. A
rough upper bound for the combined errors away from the interface is about 9%, while

in the interface the total error is about 17%.

5.5 Retrospective on this PIV implementation

The PIV implementation used for these tests was adequate for measuring velocities in

the medium to high end of the flow range. It was not capable of accurately measuring
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Cause of error Random | Systematic

INlumination

Random scan time error ~ 0%

Systematic scan time error < 0.1%
Light sheet form < 1%

Image shift

Shift distortion Removed
Vibration: 10°/s Small

Vibration: 5°/s Large

Image capture

Lens aberrations 1%
Film /sensor errors ~ 0%

Analysis errors

Analysis calibration 0.1%
Velocity gradient biasing < 1.5%
Out-of-plane motion 0%
Quantisation errors ~ 0%

Seeding motion

Residual motion ~ 1%
Buoyancy 1.5%
Frequency response ~ 0%

Refractive index effects
Away from interface < 2.5%
Within interface 11%

Table 5.1: Summary of the errors in the velocity measurements

the lower velocities present in the smaller waves. Several areas where improvements

could be made in the future were identified. These are:

1. Image shifting

The image shifting system introduced the most significant errors into the mea-
surements, and made it impossible to measure the velocities in small waves. Vi-
brations in the mirror were the largest problem, preventing the use of the lowest

shift speed. A more rigid mirror mount might help to alleviate the problem.

Shift distortion, being a systematic rather than a random error, was less of a

problem. Still water calibration pictures were used to remove this error. A
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more neutrally buoyant seeding material would have increased the accuracy of
the calibrations, since it would have been possible to leave the tank to settle for

a much longer period after introducing the seeding.

. Analysis method

The Young’s Fringe auto-correlation analysis system was rather slow and inflex-
ible, though it did make good use of the resolution of the photographic film. If
a cross-correlation CCD camera had been available, direct analysis of digitised
images would have been performed using cross-correlation, dispensing with the
need for the image shifter. The effect of this would have been to dramatically

increase the accuracy of the measurements.

. Refractive index correction

Had a more accurate density probe been available, it might have been possible to
correct for the refractive index distortion explicitly. However, accurate knowledge
of the wave shape would be required for this to be effective. The use of different
solutions to match the refractive indices might be possible, but additional liquid

storage would be required, and handling difficulty would be increased.

. Seeding material

A variety of seeding materials were tried in order to find the best for the flow.
Some alternative seeding materials which were not tried might perform slightly

better. These were not known about at the time of the measurements. They are:

e Ceramic microbubbles are manufactured for similar purposes to the glass
microbubbles (Sphericel) described in section 5.3. The distribution of density
in the ceramic bubbles is not known; however, if it is similar to that of the
Sphericel, then the ceramic bubbles would probably perform very well. This
is because the main drawback of the Sphericel was the lack of side-scattered
light, while the opaque ceramic bubbles would probably scatter much more
efficiently.

o It was suggested by Mr Tully Peackocke that the glass Sphericel could be
coated with a very thin layer of silver. The coat would not need to be
particularly stable as the particles would not suffer much abrasion in use.
The cost of silvering would also not be particularly high. The effect of the
silver on the particle density would not be relevant, since a large fraction of

the Sphericel is lighter than the fluid.

e Fluorescent polymer microspheres are manufactured for flow measurement
applications. Unfortunately these particles are rather expensive, and do not

have a distributed density.
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Chapter 6

Results

The parameter space of the experiments is presented and subdivided
into short waves, intermediate length waves, long waves, and waves with a
continuously stratified upper layer. For each of these categories wave gauge
traces are discussed followed by qualitative assessment of the velocity mea-
surements. Where possible, quantitative assessments of the measurements
against theoretical predictions (linear, second order and KdV) are made,
and it is shown that while theory compares reasonably well in the short
waves, the kinematics are not adequately predicted in the longer waves.
Using numerical experiments, features of the theory are identified, and an

example ocean-scale comparison is made.

6.1 Summary of experiments selected

A total of 63 films of 12 frames each were exposed for this study. About 1/3 of these
were spent adjusting the PIV technique to the particular situation of internal waves.
A further 1/3 gave poor results, mainly due to two problems: (i) shifter vibration,
and (ii) limited dynamic range at the lower end of the velocity scale. Consequently
small-amplitude waves could not be reliably measured, and so the results which will be

presented here are all for moderate to large amplitudes.

The sample space of the experiments can be divided as follows:
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e Short waves in a nearly two-layer stratification, where the wavelength A < H,./3

and Hj ; refers to the upper and lower layers respectively:

o Intermediate length waves in a nearly two-layer stratification (for which onlv a

few cases are available);

e Long waves in a nearly two-layer stratification, where A > 10H; , at least (in

most cases A > 16 H 5);

e Waves where the upper layer is linearly stratified (with both intermediate and

long wavelengths).

The long wave cases can be subdivided into those where the layers were of equal depth,
and those where one layer (the upper layer) was considerably shallower than the other.
These last cases simulate the ocean thermocline more cl