
Novel Feedback and Signalling Mechanisms
for Interference Management and Efficient

Modulation

Rami Abu-alhiga

T
H
E

U N
I V E R

S

I T
Y

O
F

E
D I N B U

R
G
H

A thesis submitted for the degree of Doctor of Philosophy.
The University of Edinburgh.

May 24, 2010



Abstract
In order to meet the ever-growing demand for mobile data, a number of different technologies
have been adopted by the fourth generation standardization bodies. These include multiple ac-
cess schemes such as spatial division multiple access (SDMA), and efficient modulation tech-
niques such as orthogonal frequency division multiplexing (OFDM)-based modulation. The
specific objectives of this theses are to develop an effective feedback method for interference
management in smart antenna SDMA systems and to design an efficient OFDM-based modu-
lation technique, where an additional dimension is added to the conventional two-dimensional
modulation techniques such as quadrature amplitude modulation (QAM).
In SDMA time division duplex (TDD) systems, where channel reciprocity is maintained, uplink
(UL) channel sounding method is considered as one of the most promising feedback methods
due to its bandwidth and delay efficiency. Conventional channel sounding (CCS) only con-
veys the channel state information (CSI) of each active user to the base station (BS). Due to
the limitation in system performance because of co-channel interference (CCI) from adjacent
cells in interference-limited scenarios, CSI is only a suboptimal metric for multiuser spatial
multiplexing optimization. The first major contribution of this theses is a novel interference
feedback method proposed to provide the BS with implicit knowledge about the interference
level received by each mobile station (MS). More specifically, it is proposed to weight the
conventional channel sounding pilots by the level of the experienced interference at the user’s
side. Interference-weighted channel sounding (IWCS) acts as a spectrally efficient feedback
technique that provides the BS with implicit knowledge about CCI experienced by each MS,
and significantly improves the downlink (DL) sum capacity for both greedy and fair scheduling
policies. For the sake of completeness, a novel procedure is developed to make the IWCS pilots
usable for UL optimization. It is proposed to divide the optimization metric obtained from the
IWCS pilots by the interference experienced at the BS’s antennas. The resultant new metric, the
channel gain divided by the multiplication of DL and UL interference, provides link-protection
awareness and is used to optimize both UL and DL. Using maximum capacity scheduling cri-
terion, the link-protection aware metric results in a gain in the median system sum capacity of
26.7% and 12.5% in DL and UL respectively compared to the case when conventional channel
sounding techniques are used. Moreover, heuristic algorithm has been proposed in order to
facilitate a practical optimization and to reduce the computational complexity.
The second major contribution of this theses is an innovative transmission approach, referred
to as subcarrier-index modulation (SIM), which is proposed to be integrated with OFDM. The
key idea of SIM is to employ the subcarrier-index to convey information to the receiver. Fur-
thermore, a closed-form analytical bit error ratio (BER) of SIM OFDM in Rayleigh channel
is derived. Simulation results show BER performance gain of 4 dB over 4-QAM OFDM for
both coded and uncoded data without power saving policy. Alternatively, power saving policy
maintains an average gain of 1 dB while only using half OFDM symbol transmit power.
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Chapter 1
Introduction

1.1 Outline of research areas

The specific objectives of this thesis are to develop an effective feedback method for interfer-

ence management in smart antenna (SA)-based multiple-input multiple-output (MIMO) sys-

tems, also known as space division multiple access (SDMA), and to design an efficient modu-

lation technique in the multicarrier frequency domain. More specifically, the research described

in this thesis is concentrated on the following areas:

The first objective of this thesis is to develop a bandwidth-efficient and delay-efficient feedback

mechanism for intercell interference limited closed-loop cellular SDMA systems. It is assumed

in this thesis that the considered SDMA system utilizes a block diagonalization (BD) beam-

forming algorithm to eliminate intracell co-channel interference (CCI) (which is caused by the

same-cell transmitters). Therefore, intercell CCI (which is caused by the other-cell transmitters)

experienced by any entity dominates both intracell CCI and thermal noise. The proposed feed-

back mechanism is particularly attractive for time division duplex (TDD) mode where channel

knowledge is made available at the transmitter by exploiting channel reciprocity. In the con-

sidered SDMA system, the base stations (BS) and the mobile stations (MS) are equipped with

excess number of SAs and relatively limited number of omnidirectional antennas (OAs), re-

spectively. Such configuration gives access to two types of diversity, namely SA selection and

multiuser diversity, to be jointly exploited in order to improve the opportunistic spatial multi-

plexing gain. It is worth mentioning that time and frequency diversity techniques are beyond
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the scope of this thesis.

The second objective of this thesis is to enhance the reliability, power efficiency, and spectral ef-

ficiency of conventional orthogonal frequency division multiplexing (OFDM) transmission by

exploiting the orthogonality of the subcarriers in radically novel approach. The proposed trans-

mission approach, referred to as subcarrier-index modulation (SIM), is integrated with OFDM.

The key idea of SIM is to use the subcarrier-index as a source of information. The performance

of the proposed SIM OFDM system is compared against a noise limited conventional OFDM

system where perfect frequency synchronization is assumed.

1.2 History

The most important events in the history of wireless communications can be traced back to ex-

periments and inventions carried out during the 19th century by scientists like Michael Faraday

and James Maxwell [1, 2]. They predicted the existence of the electromagnetic waves, and their

theory was the technological basis of the practical wireless apparatus developed between 1880

and 1950 by scientists such as Guglielmo Marconi, Nikola Tesla, Heinrich Hertz, and many

others [2–5]. By the middle of the 20th century, Shannon laid the theoretical foundations of

digital communications in a paper entitled ”A Mathematical Theory of Communication”, his

famous work on information theory [6]. Shannon’s work and works of others such as Harry

Nyquist [7] have significantly contributed to the intensive development of wireless commu-

nications. A very modern direction of wireless communication is mobile communications or

cellular systems.

Due to the wire-free advantage, mobile wireless communication devices have become an es-

sential part of almost all aspects of human lifestyle. However, the radio spectrum is a scarce

medium shared among various, and potentially competing technologies. Consequently, regu-

latory bodies such as international telecommunication union (ITU) plays an important role in

the evolution of radio technologies via partitioning the spectrum into parts of different band-

widths to be allocated to particular types of service and technologies. This is facilitated by the

formation of the standardization groups of radio technologies. Both of regularity bodies and

standardization groups aim at providing specifications for air-interfaces to ensure interoper-

ability among devices from various vendors, and to pursuit efficient utilization of the available

spectrum [8].
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In 1983, the cellular concept, invented by Bell laboratories, was commercially introduced

through the first generation (1G) analog cellular systems based on the advanced mobile phone

service (AMPS) standard. Meanwhile, similar standards such as Nippon telephone and tele-

graph (NTT) and total access communication system (TACS) were developed around the world

[9, 10]. Since the 1G systems were independently developed within national boundaries, they

lacked interoperability and, hence, global roaming was not possible [11].

Unlike 1G analog systems, second generation (2G) systems are designed to utilize digital mod-

ulation transmission. Global system for mobile communication (GSM), north America interim

standard (IS)-95 system, and personal digital cellular (PDC) system are popular examples of

2G voice-dominated systems. Due to the collaborative effort in which GSM was developed,

GSM supported roaming, and was considered as a widely accepted standard [12]. In spite

of the widespread acceptance of 2G systems, they were dominantly designed for voice ap-

plications. Over the last decade, data applications have grown rapidly from short message

services (SMS), wireless application protocol (WAP) browsers, and positioning applications to

a dramatic growth of multimedia and web-based applications enabled by third generation (3G)

systems [13].

According to the ITU definitions, 3G technologies that meet the ITU requirements are mem-

bers of the international mobile telecommunication (IMT)-2000 family. From standardization

point of view, there are three main organizations developing the standards meeting IMT-2000

requirements: third generation partnership project (3GPP), the institute of electrical and elec-

tronics engineers (IEEE), and 3GPP2.

In order to provide the user with advanced communication services targeted by 3G systems,

the mobile phone of 2G systems has rapidly evolved into an integrated mobile device that en-

compasses almost the same computation capability of personal computers. Nowadays, some

wireless technologies enable users to access a considerable amount of information and media

on an anywhere-anytime basis. For instance, the IEEE 802.11 standard provides local access

to Internet. Alternatively, wider areas are covered by other systems such as GSM networks

and their enhanced packet-switched versions, i.e. general packet radio service (GPRS). For in-

stance, the initial version of 3G networks developed by 3GPP has provided users with wireless

access to internet at speeds up to 1.8 M bps [13]. In summary, such movement from the 2G to

3G systems is mainly motivated by the introduction of data services. Therefore, cellular stan-

dards are continuously evolving to meet the ever growing demand for wideband capabilities,
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reliable high data rates, and enhanced coverage [13].

Currently, 3GPP is the dominant standards development group for mobile radio systems which

are serving approximately 90% of the global mobile subscribers. Generally, 3GPP standards are

structured as releases. Consequently, discussion within 3GPP refers to the functionality in one

release or another. Release 98 and earlier releases specify 2G GSM-based networks. Release

99 specifies the first universal mobile telecommunications system (UMTS) 3G networks incor-

porating a code division multiple access (CDMA) air-interface [14]. Release 4 adds features

including an all internet protocol (IP) core network. The specifications have been extended with

high speed downlink and uplink packet access (HSDPA and HSUPA), also known collectively

as HSPA, in release 5 and 6, respectively [15]. HSPA has been further enhanced in release 7,

for the first time in cellular networks, with the introduction MIMO technology [16]. Long term

evolution (LTE) is presented in release 8 which aims at better utilization of the scarce spectrum

while supporting high mobility in various propagation environments [13].

In continuing the technology progression from GSM and UMTS families within 3GPP, the

LTE of UMTS (release 8) is just one of the latest steps in an advancing series of wireless

communication technologies [17]. However, being defined as 3G technology LTE does not

meet the requirements for the fourth generation (4G) technologies defined by ITU. Therefore,

a work on LTE-advanced within 3GPP has recently started. LTE-advanced is envisaged to

meet the goals and attributes of the systems beyond 3G (IMT-advanced). In other words, LTE-

advanced can be seen as completing the trend of expansion of service provision beyond voice

calls towards a multimedia air-interface [18]. It should be noted that there is an other technology

which is developed to meet the requirement for 4G. This technology is mobile Worldwide

interoperability for microwave access (WiMAX) [19] which can be considered as the major 4G

technology competing with LTE-advanced [20].

In light of the above, the emphasis and the contributions of this thesis are on mechanisms to be

applied on the latest enhancement of LTE standard (LTE-advanced). In particular, this thesis

focuses on the key physical layer technologies to improved spectrum utilization promised by

LTE-advanced, as is detailed in the subsequent chapters.

The remainder of this chapter is organized as follows: Section 1.3 formulates the targeted

problems and the motivation of the proposed solutions. Also, it gives the specific contributions

associated with each objective of this thesis. The thesis assumptions and the overall thesis

layout are given in section 1.4 and section 1.5, respectively.
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1.3 Motivation and contributions

LTE-advanced systems are faced with a number of distinctive attributes and challenges which

include limited radio resources, increased user demand for higher data rates, asymmetric traffic,

and interference-limited transmission. Driven by the ever-growing demand for higher data rates

to effectively use the mobile Internet, future applications are expected to generate a significant

amount of both downlink (DL) and uplink (UL) traffic which requires continuous connectivity

with quite diverse quality of service (QoS) requirements. Given limited radio resources and

various propagation environments, voice over IP (VOIP) applications, such as Skype, and self-

generated multimedia content platforms, such as YouTube, Facebook, and Flickr, are popular

examples that impose major challenge on the design of LTE-advanced wireless systems. One of

the latest studies from ABI Research, a market intelligence company specializing in global con-

nectivity and emerging technology, shows that in 2008 the mobile data traffic around the world

reached 1.3 Exabytes (1018). By 2014, the study expected the amount to reach 19.2 Exabytes.

Furthermore, it has been shown that video streaming is one of the dominating application areas

which will grow splendidly [21].

In order to meet such diverse requirements, especially, the ever-growing demand for mobile

data, a number of different technologies have been adopted by LTE-advanced. These include

advanced multiple access schemes such as SDMA, and efficient modulation techniques such as

OFDM-based modulation technologies ( e.g. single carrier frequency division multiple access

(SC-FDMA) which can be viewed as a linearly pre-coded OFDM scheme) [22, 23]. Therefore,

there is a broad agreement recently among LTE standardization groups that closed-loop multi-

carrier opportunistic SDMA will be the key to achieve the promised data rates of 1 Gbps and

more [24].

It is well known that CCI, caused by frequency reuse, is considered as one of the major impair-

ments that limits the performance of current and 4G wireless systems [25]. To outmaneuver

such obstacle, various techniques such as joint detection, interference cancelation, and inter-

ference management have been proposed. One of the most promising technologies is to utilize

the adaptability of SAs (also known as directional antennas or antenna arrays). Spatial signal

pre-processing along with SAs can provide much more efficient reuse of the available spectrum

and, hence, an improvement in the overall system capacity. This gain is achievable by adap-

tively utilizing directional transmission and reception at the BS in order to enhance coverage

and/or mitigate CCI.
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Recently, MIMO communication is widely recognized as the key technology for achieving high

data rates and for providing significant capacity improvements [26, 27]. Unlike the traditional

resource allocation in single-input single-output (SISO) fading channels, which is performed in

time and frequency domains, the resources in MIMO systems are usually allocated among the

antennas (the spatial domain). From closed-loop MIMO point of view, channel aware adaptive

resource allocation has been shown to maintain higher system capacity compared to fixed re-

source allocation [28–30]. In particular, adaptive resource allocation is becoming more critical

with scarce resources and ever-increased demand for high data rates.

It has been presented in closed-loop MIMO literature that the optimal power allocation among

multiple transmit antennas is water-filling algorithm [26]. However, to enable optimal power

allocation, perfect channel state information (CSI) at the transmitter is required. Some other

work focused on transmit beamforming and precoding with limited feedback [31–35], where

the transmitter uses a quantized CSI feedback to adjust the power and phases of the transmitted

signals.

To further reduce the amount of feedback and complexity, per-antenna rate and power control

strategies have been proposed [36–40]. By adapting the rate and power for each antenna sepa-

rately, the performance (error probability [41] or throughput [42–45]) can be improved greatly

at a slight cost of complexity. Additionally, antenna selection is proposed to reduce the number

of the spatial streams and the receiver complexity as well. Various criteria for receive antenna

selection or transmit antenna selection are presented, aiming at minimizing the error probabil-

ity [42, 43, 46–49] or maximizing the capacity bounds [38, 46]. It has been shown that only a

small performance loss is experienced when the transmitter/receiver selects a good subset of

the available antennas based on the instantaneous CSI. However, it has been found that in spa-

tially correlated scenarios, proper transmit antenna selection cannot just be used to decrease the

number of spatial streams, but as an effective means to achieve performance gains by exploit-

ing multiple antenna diversity [47]. When the channel links exhibit spatial correlation (due to

the lack of spacing between antennas or the existence of small angular spread), the degrees of

freedom (DoF) of the channel are usually less than the number of transmit antennas. Therefore,

by the use of transmit antenna selection, the resources are allocated only to the uncorrelated

spatial streams so that an enhanced capacity gain can be achieved.

Most of the above work focused on the point-to-point (P2P) link in single user scenario. In a

multiuser MIMO (MU-MIMO) context, MIMO communication can offer enormous capacity
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growth by exploiting spatial multiplexing and multiuser scheduling. Therefore, opportunis-

tic approaches have recently attracted considerable attention [50, 51]. So far, opportunistic

resource allocation in a MU-MIMO scenario is still an open issue. Wong et al. and Dai et

al. [52, 53] consider a multiuser MIMO system and focused on multiuser precoding and turbo

space-time multiuser detection, respectively. More recent work has addressed the issue of cross-

layer resource allocation in DL MU-MIMO systems [54]. In broadcast MU-MIMO channels,

dirty-paper coding (DPC) [55] can achieve the maximum throughput (the capacity region) [56–

58]. In particular, DPC can accomplish this by using successive interference precancelation

through employing complex encoding and decoding. Unfortunately, DPC is classified as a non-

linear technique that has very high complexity and is impractical to implement. Due to the

fact that DPC is computationally expensive for practical implementations, its contribution is

primarily to determine the achievable capacity region of MU-MIMO channel under a per-cell

equal power constraint. Therefore, many alternative practical precoding approaches have been

proposed to offer a trade-off between complexity and performance [59–64]. These alterna-

tives considered different criteria and methods such as minimum mean squared error (MMSE)

[65, 66], channel decomposition, and zero forcing (ZF) [52, 67–69].

One of the most attractive approaches is the BD algorithm which supports orthogonal multiple

spatial stream transmission. In BD algorithm, the precoding matrix of each user is designed

to lie in the null space of all remaining channels of other in-cell users, and hence the intracell

multiuser CCI is pre-eliminated [63, 68, 69]. In particular, SA-based SDMA, implementing

BD algorithm, can multiplex users in the same radio frequency spectrum (i.e. same time-

frequency resource) within a cell by allocating the channel to spatially separable users. This

can be done while maintaining tolerable, almost negligible, intracell CCI enabled by BD signal

pre-processing capabilities. Moreover, channel aware adaptive SDMA scheme can be achieved

through joint exploitation of the spatial DoF represented by the excess number of SAs at the BS

along with multiuser diversity. Generally, the radio channel encountered by an array of antenna

elements is referred to as beam. In other words, SA technology along with BD algorithm can

enable the BS to adaptively steer multiple orthogonal beams to a group of spatially dispersed

MSs [51], as depicted in Fig. 1.1.

The joint beam selection and user scheduling for orthogonal SDMA-TDD system is a key prob-

lem addressed in the fourth chapter of this thesis. As mentioned earlier, the availability of CSI

of all in-cell users at the BS is crucial in MU-MIMO communication scenario to optimally
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Joint beam 
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Figure 1.1: A block diagram of SA-based MU-MIMO transmission implementing BD beam-
forming

incorporate different precoding techniques such as BD, adaptive beamforming, or antenna se-

lection, in order to increase the overall system spectral efficiency. Basically, there are two

methods for providing a BS with CSI of all associated MSs, namely limited (quantized) feed-

back and analog feedback. Limited feedback (also know as direct feedback) involves the MS

to measure the DL channel and to transmit a feedback messages of quantized CSI reports to the

BS during the UL transmission. Alternatively, the second method, referred to as UL channel

sounding according to LTE terminology, involves the BS to estimate the DL channel based on

channel response estimates obtained from reference signals (pilots) received from the MS dur-

ing UL transmission. Channel sounding offers advantages in terms of overhead, complexity,

estimation reliability, and delay. Clearly, TDD systems offer a straightforward way for the BS

to acquire the CSI enabled through channel reciprocity [70, 71]. The advantages of UL chan-

nel sounding are discussed in the next chapter and a more detailed treatment can be found, for

instance, in the technical documents of the evolved universal terrestrial radio access (EUTRA)

study item launched in the LTE concept, and particularly in [71, 72].

In light of the above, the benchmark system considered in this thesis for the system level anal-

ysis of the feedback methodology is a closed-loop SDMA TDD system. In the benchmark

system, a BD technique is utilized to optimize the MU-MIMO spatial resources allocation prob-

lem based on perfect instantaneous CSI of each in-cell active user obtained from UL channel

sounding pilots. The main goal of the benchmark system is to adaptively communicate with a

group of users over disjoint spatial streams while optimizing the gains of the MU-MIMO chan-

nels. The optimization aims at enhancing the overall system capacity using fixed and uniformly

distributed transmit power.
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Most of the ZF-based precoding algorithms (e.g. BD) have been designed to only mitigate intra-

cell CCI from different users in the same cell without considering CCI coming from transmitters

in other cells. In a cellular environment, especially when full frequency reuse is considered, in-

tercell (also known as other-cell) CCI becomes a key challenge which cannot be eliminated by

BD-like algorithms. Moreover, it has been shown that intercell CCI can significantly degrade

the performance of SDMA systems [73]. More specifically, if the BS schedules a group of

users only based on the available CSI, the scheduling decision might be optimum for a noise

limited system, but high intercell CCI at the respective MSs might render the scheduling deci-

sion greatly suboptimum. Therefore, the signal-to-interference-plus-noise ratio (SINR) would

be a more appropriate metric in multicell interference limited scenarios, but this metric cannot

directly be obtained from conventional channel sounding (CCS). Thus, the key challenge here

is to provide knowledge of intercell CCI observed by each user to the BS in addition to CSI. If,

furthermore, intercell CCI observed by each SA at the BS itself is taken into account, the beam

selection and user scheduling process can be jointly improved for both DL and UL [74].

The contribution associated with the feedback-based interference management for SDMA can

be split into three key items:

• A novel interference feedback mechanism is proposed. The proposed mechanism im-

plicitly provides the BS with knowledge about the level of intercell CCI received by each

active MS. It is proposed to weight the UL channel sounding pilots by the level of the

received intercell CCI at each MS. The weighted uplink channel sounding pilots act as a

bandwidth-efficient and delay-efficient means for the instantaneous provision of knowl-

edge of both CSI and intercell CCI level experienced at each active user to the BS. Such

modification will compensate for the missing interference knowledge at the BS when UL

channel sounding is used. In other words, the interference-weighted channel sounding

(IWCS) pilots can be used to timely and implicitly signal the level of other-cell intercell

CCI experienced at each MS to the BS.

• A novel procedure is developed to make the IWCS pilots usable for UL optimization.

It is proposed to divide the metric obtained from the IWCS pilots by the intercell CCI

experienced at the BS. The resultant new metric, which is implicitly dependent on down-

link (DL) and UL intercell CCI, provides link-protection awareness and is used to jointly

improve spectral efficiency in UL as well in DL. Particularly, the optimization metric

enabled by this enhancement provides the scheduler with knowledge of the potential in-
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terference caused by a candidate in-cell transmitters to already established links in the

neighboring cells.

• Finally, in order to facilitate a practical implementation, a heuristic algorithm (HA) has

been proposed to reduce the computational complexity involved in the addressed opti-

mization problem.

In the context of research aimed at finding new degrees of freedom for better spectral effi-

ciency, many techniques such as spatial modulation (SM), and space shift keying (SSK) [75–

78] have been recently developed to meet the continuous demand for increased data rates. Such

ever-growing demand has been the main motivation for developing an efficient OFDM-based

modulation technique in this thesis (the second major contribution of this thesis).

Among the many transmitter and receiver concepts proposed so far in MIMO literature, SM

[75] is a new and recently proposed wireless transmission technique for single user MIMO (SU-

MIMO) wireless systems. SM has been shown to be a promising low-complexity alternative to

several popular MIMO schemes which can be integrated with OFDM [79]. The fundamental

and distinguishable property that makes SM different from other MIMO techniques is the uti-

lization of the spatial constellation pattern of the transmit-antennas as a source of information.

In other words, SM can be considered as a multiple antenna transmission technique where the

information bits are mapped into a constellation point in the 2-D signal domain, and a constella-

tion point in the spatial domain such that the antenna index is employed to convey information.

More specifically, at each transmission instant, only one transmit antenna is activated while the

other antennas transmit zero power. At the receiver side, maximum receive ratio combining is

used to estimate the active antenna index, and then the transmitted symbol is estimated [75].

Inspired by the underlying idea of SM, this thesis exploits the subcarrier orthogonality of SU-

SISO OFDM wireless systems in an innovative fashion to add a new dimension to the complex

2-D signal plan. The new dimension devised in this thesis is referred to as subcarrier-index

dimension.

It is well known that OFDM is a multicarrier modulation method in which a number of or-

thogonal subcarriers is transmitted simultaneously [80]. Recent years have witnessed real time

deployment of OFDM for wireless communication systems such as digital audio broadcasting

(DAB) [81], digital video broadcasting (DVB) [82], and wireless local area network (WLAN)

[80]. Such deployment has provided an experimental proof for some of the key benefits of
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OFDM, which include:

• Compared to frequency division multiplexing (FDM), OFDM is capable of converting a

wideband frequency selective channel into multiple flat fading channels in a more effi-

cient way in terms of spectral utilization [83].

• Unlike single carrier transmission, OFDM exploits the robustness of multicarrier trans-

mission against time dispersive channels to mitigate inter-symbol interference (ISI) by

inserting a guard interval at the beginning of each symbol [84].

• Simple receiver structure is enabled by frequency domain equalizers [84].

As with all benefits, however, there is a price to pay. One of the key disadvantages of OFDM

is that the peak to average power ratio (PAPR) of an OFDM signal is relatively high. Conse-

quently, a highly linear radio frequency (RF) power amplifier is needed, resulting in increasing

the cost of the transmitter of OFDM [85]. However, this problem is minor for the DL since BS

can implement expensive power amplifiers. By contrast, solving this problem at the MS side is

infeasible due to power consumption and manufacturing cost limitations. Therefore, LTE has

adopted SC-FDMA for UL due to its significantly lower PAPR. Also, OFDM systems use mul-

tiple subcarriers of different frequencies. The subcarriers are packed tightly into an operating

channel, and small shifts in subcarrier frequency may cause interference between subcarriers,

a phenomenon called inter-carrier interference (ICI). Frequency shifts may occur because of

the Doppler effect or because there is slight difference between the transmitter and the receiver

clock frequencies (synchronization problem).

In conventional OFDM systems, modulation techniques such as BPSK (binary phase shift key-

ing), and multilevel quadrature amplitude modulation (M-QAM) map a fixed number of in-

formation bits into signal constellation symbol. Each signal constellation symbol represents a

point in the two-dimensional (2-D) baseband signal space [86, 87].

The SIM transmission technique proposed in this thesis employs the subcarrier-index to convey

information in an on-off keying (OOK) fashion. SIM OFDM aims at providing either BER

performance enhancement or power-efficiency improvement over conventional OFDM by in-

corporating different power allocation policies.

The contribution associated with the SIM OFDM technique can be summarized as follows:
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• The SIM is proposed as a novel power-efficient and spectral-efficient modulation scheme

which exploits the orthogonality of OFDM subcarriers in a different approach for infor-

mation transmission. In particular, this technique always provides error probability per-

formance improvement, but power efficiency can be traded-off against error probability

performance compared to conventional OFDM. Moreover, the subcarrier-index detection

involves negligible complexity at the receiver.

• The simplicity of extending the subcarrier-index concept as a potential source of infor-

mation to other dimensions such as time and space opens an entirely new way to enhance

spectral and/or power efficiency at negligible implementation cost.

• Finally, in order to support the link level simulation results, a closed form expression of

the error probability of SIM OFDM using different power allocation policies is derived.

1.4 Thesis assumptions

On the one hand, the key assumptions associated with system level analysis of the IWCS pilots

performance can be summarized as follows:

• The considered closed-loop SDMA system enjoys a perfect knowledge of the MIMO

channel coefficients of each active user. Hence, channel-dependent matrix transforma-

tions at both BS and MS is exploited to decompose the channel matrix into a collection

of uncoupled parallel SISO channels.

• The considered problem of jointly adapting the MU-MIMO link parameters for a set

of flat fading co-channel interfering MIMO links exploits two Dofs: transmit antenna

selection, and user selection in cross-layer fashion.

• The time and frequency DoFs (e.g. frequency channel dependent scheduling and fre-

quency domain link adaptation) are not considered in this study.

• This thesis assumes that BD algorithm completely eliminates intracell CCI and, hence,

the system is limited by intercell CCI only which also dominates thermal noise.

• According to the definition of UL channel sounding mechanism adopted by LTE, chan-

nel sounding pilots are different from the demodulation pilots dedicated for coherent data

detection. This implies that modifying the UL channel sounding pilots does not hinder
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channel estimation processes related to coherent data detection. In particular, the only

purpose of the proposed modification on the UL channel sounding pilots is to add in-

terference awareness to the channel sounding methodology. Also according to the LTE

technical documents related to the UL channel sounding pilots, the predetermined sound-

ing waveforms are transmitted using orthogonal signals among all active users in all cells

using the same frequency band. In particular, the sounding pilot sequences are chosen

to be orthogonal in frequency domain among all of the users’ antennas [88, 89]. In sum-

mary, the above properties enable the BS to estimate the UL wideband channel for each

antenna of each active user without any intracell or intercell CCI between the channel

sounding pilots. Moreover, error in channel estimation due to the presence of noise is be-

yond the scope of this thesis, hence, perfect channel estimation is considered as outlined

in the first assumption.

On the other hand, the key assumptions associated with link level analysis of the SIM OFDM

performance can be summarized as follows:

• The considered conventional OFDM system is assumed to be perfectly synchronized in

time and frequency domains.

• To simplify the analytical derivation of the error probability of SIM OFDM, the two

associated estimation processes are assumed to be independent.

1.5 Organization of the thesis

The rest of this thesis is organized as follows:

• Chapter 2 provides the required background for this thesis. This includes the cellular

concept and related preliminaries such as frequency reuse and duplexing, the character-

istics of the wireless channel and the resultant different types of diversities, and a brief

overview of feedback methodologies.

• Chapter 3 presents an overview of the definition of a MIMO channel, the MIMO ca-

pacity, and MU-MIMO beamforming algorithms, particularly, the BD algorithm. It also

describes the basic concept of cross-layer approach for multiuser scheduling in SDMA

systems.

13
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• Chapter 4 starts with brief signal model of CCS transmission followed by the introduc-

tion of the first major contribution of this thesis which is the novel interference-weighting

method that enables UL CCS pilots to convey an implicit knowledge of the experienced

interference at the user side to the BS along with CSI. Then, it discusses the chan-

nel diagonalization-based optimization methodology employing the interference-aware-

metric provided by IWCS pilots. In order to extend the usability of IWCS mechanism

to UL optimization, another contribution is presented in which the IWCS estimated met-

rics are further modified by accounting for the experienced interference at the BS. The

resultant metric adds a link-protection awareness to the scheduler so the potential caused

interference towards already exiting links in adjacent cells is mitigated. A summary of all

optimization metrics provided by both CCS and IWCS is presented to lead to the com-

parative analysis results. Moreover, the involved computational complexity with such

optimization problem is mathematically modeled and two HAs are proposed to reduce it

at the cost of negligible loss in overall performance.

Chapter 4 also outlines the simulation platform and discusses the results obtained via sys-

tem level Monte Carlo simulations. In this chapter, a comparison is performed between

the achievable cell and user capacities for different optimization metrics. The results have

been obtained using both exhaustive search and HA approaches. Finally, different forms

of fairness related results are analyzed and discussed.

• Chapter 5 briefly reviews conventional OFDM transmission and proposes the SIM con-

cept to be integrated with conventional OFDM. Also it presents some of SIM OFDM

attributes such as signalling, spectral efficiency, and power control. A closed form of

error probability of SIM OFDM under different power control schemes is derived in this

chapter. Finally, SIM concept is generalized via examples associated with other dimen-

sions such as time and space.

Furthermore, Chapter 5 describes the link level simulation model used to assess the per-

formance of SIM OFDM. It specifically presents a comparative analysis of SIM OFDM

and conventional OFDM in terms of bit error probability performance for coded and un-

coded data under different power allocation policies. The obtained results are verified by

aid of the closed form analytical model derived in this chapter.

• Finally, Chapter 6 draws conclusions of this thesis and poses relevant future questions

for research.
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Chapter 2
Key principles of multiple access and

feedback methodologies

In this chapter, fundamental concepts related to wireless communications, multiple access

schemes, and feedback methodologies are presented.

2.1 Cellular preliminaries

2.1.1 Cellular concept

Cellular systems are a type of infrastructure-based network where a given region is divided into

cells to efficiently use the available spectrum. The fundamental assumption behind the cellu-

lar concept is frequency reuse, which relies on the power drop-off with propagation distance.

Hence, the same frequency spectrum can be reused at spatially-separated locations (cells).

Specifically, the available spectrum of the cellular network is divided into radio channels using

one of the multiple access schemes discussed in section 2.1.6.

Unfortunately, reusing all radio channels (frequency reuse of 1) in each cell will give rise to

excessive intercell interference (e.g. CCI). In order to maintain tolerable intercell interference

among adjacent cells, a frequency reuse factor greater than 1 is used in 2G cellular systems. As

is shown in Fig. 2.1, the cells are grouped into clusters (7 cell/cluster all of the same borderline

style as in this example). The available bandwidth is divided into smaller bands (as many bands
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as cells in a cluster) of non-overlapping adjacent frequency channels (represented in Fig. 2.1

by different numbers). The bands are then allocated to the cells of a cluster in such a way that

cells using the same chunk of channels are sufficiently spaced so that the level of intercell CCI

is tolerable.
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Figure 2.1: Typical cellular network with frequency reuse factor of 7

Having a frequency reuse factor greater than 1 apparently limits the overall network capacity in

terms of channels/cell which dictates the number of served users per coverage area. Therefore,

different versions of the fractional/soft frequency reuse (FFR) concept are recently proposed to

improve the overall network capacity [90–93]. According to [90] and [91], the FFR concept

suggests that the available bandwidth is partitioned into two parts. The first part serves the users

located in the cell-center, while the second part is allocated to the cell-edge users. Afterwards,

the cell-edge bandwidth is divided into three bands and the cell-edge area is divided into three

sectors. These three sectors are allocated orthogonal frequency bands, hence, the cell-edge

region uses a frequency reuse factor of three. Meanwhile the cell-centre region benefits from a

frequency reuse of one, see Fig. 2.2. It should be noted that the FFR concept is not limited to
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OFDMA networks but it is also applicable to GSM and CDMA networks.
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Figure 2.2: Fractional/soft frequency reuse concept with a frequency reuse factor of 3 at the
cell-edge

In any cellular network, there are two types of radio channels: control channels that convey

control messages, and data channels to carry information. The outgoing transmission from a

BS to a MS is typically referred to as downlink, while the incoming transmission from a MS

to a BS is correspondingly referred to as uplink. Basically, DL and UL transmissions are sep-

arated using duplexing techniques, see Fig. 2.3. Unlike unidirectional communication which

is referred to as ’simplex’, ’duplex’ refers to bidirectional communication between two entities.

Simultaneous bidirectional transmission is referred to as full duplex such as normal telephone

conversation. In contrast, bidirectional transmission occurring at mutually exclusive times is

known as half duplex such as walkie-talkie systems. There are two prevalent duplexing tech-

niques, namely TDD and frequency division duplex (FDD). Inherently, TDD is a half duplex

scheme while FDD can support both full duplex and half duplex e.g. GSM, see Fig. 2.4.

In TDD, DL and UL transmissions share the same frequency band but occupy two transmit time

intervals (TTI) separated by guard time interval to switch the communication mode from recep-

tion to transmission or vice versa. Conversely, FDD allocates DL and UL two non-overlapping

frequency bands. A guard frequency band is used for the separation to mitigate self-interference
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UplinkDownlink

BS
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Figure 2.3: Duplexing in cellular systems

or inter-band leakage during simultaneous transmission on both DL and UL. These bands are

usually of the same width, which is advantageous for symmetric traffic such as voice services.

Therefore, FDD has been primarily used in 2G systems to meet the requirements of traditional

voice services, i.e. GSM.
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Figure 2.4: FDD vs. TDD
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2.1.2 Radio channel characteristics

One basic feature of radio channels is that the transmitted signal is attenuated between a trans-

mit and a receive antenna as a function of the propagation distance. This distance-dependent

attenuation is known as free space path loss.

Path loss: is the attenuation in the signal power caused by the distance between the transmitter

and the receiver. In line-of-sight (LOS) free space propagation scenario, the power of received

signal is inversely proportional to the second power of the distance. However, in practical

scenarios with the presence of obstructions, the attenuation power exponent may vary with

typical values in the order of between 3 to 5. The path loss is usually modeled as follows:

Pr = Pt

(
d0

d

)μ

(2.1)

where Pr and Pt are the received and the transmitted signal, respectively, d is the distance

between the transmitter and the receiver, d0 denotes a reference distance, and μ is the path loss

exponent.

Another important feature of radio channels is that outgoing signal propagates over a variety of

paths towards the receiver. These paths arise mainly from three physical mechanisms [94]:

• Reflection: propagating signals impinge on objects with smooth surface larger than its

wavelength such as ceiling, buildings, and walls.

• Scattering: scattering occurs when the propagation environment has many objects with

dimensions smaller than the signal wavelength such as rough surfaces, foliage, and lamp

posts.

• Diffraction: sharp edges obstructing the propagation environment cause the traveling

signal to bend.

These phenomena cause multiple replicas of the signal arriving along a number of different

paths at the receiver. Such complex interaction with the environment is known as multipath

propagation. Multipath propagation can add attenuation, distortion, and delays to the received

signal. A simplified illustration of the multipath environment is depicted in Fig. 2.5.

For mobile receivers, the coherent summation of the multipath received signals can be construc-

tive or destructive. Since the multipath versions of the signal experience different delays, the
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amplitude and the phase of the coherent summation of the received signals are time-varying.

For the case when the power of the resulting signal is significantly reduced, this phenomenon is

called multipath fading. Consequently, the radio channel exhibits multipath fading in the time

domain which severely affect the reception quality.

Generally, fading can be attributed and broadly classified into two main classes:

• Long-term fading: or slow fading, caused by blocking results from terrain contours such

as mountains, hills, and buildings. Such blocking is also known as shadowing which is

slowly time-varying and can be modeled with log-normal distribution.

The path loss along with the shadowing effect can be mathematically expressed in deci-

bels as follows:

g = A+ 10μ log10(d/d0) + ξ, (2.2)

where A is an antenna-dependent constant; and ξ is a zero mean Gaussian distributed

random variable with standard deviation σS in dB.

• Short-term fading: also known as small-scale fading which is due to the different mul-

tipath signals being added up with random phases, constructively or destructively, at the

receiver. This causes a rapid fluctuations in the received signal level. The multipath chan-

nel, as a time-variant finite impulse response system, can be modeled using the simplified

tapped delay line multipath channel model described in [95–97]. An arbitrary power de-

lay profile with maximum propagation delay Tdelay, the total time interval during which

reflections with significant energy arrive, is assumed. The number of temporal taps is

L =
(

Tdelay

τ

)
+ 1, where τ is the tap-delay. For a particular link, the impulse response

of the channel between receive antenna ν and transmit antenna κ at time t to an impulse

input applied at t− τ can be written as

hν,κ(t, τ) =
L∑
l

ρl(t) exp(−j 2π fcτl(t))δ(τ − τl(t)) (2.3)

where l refers to the lth temporal tap of the channel, and δ(t) is the Dirac delta function.

Since the total number of the multipaths is usually large, hν,κ(t, τ) can be modeled as a

complex-valued Gaussian random process according to the central limit theorem [86]. In

the case of flat fading, all frequency components of the transmitted signal undergo almost

the same random attenuation and phase shift, the channel impulse response is expressed
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as

hν,κ(t, τ) = α(t) exp(jψ(t))δ(τ) (2.4)

On the other hand, when the propagation delay is larger than the symbol duration, the

frequency components of the trasmitted signal will go through different attenuations and

phases. This is called frequency-selective fading and the channel can be expressed as

hν,κ(t, τ) =
L∑
l

αl(t) exp(jψl(t))δ(τ − τl(t)) (2.5)

where αl(t) is the channel gain and ψl(t) is the channel phase shift. The channel gain

αl(t) can be statistically modeled with a Rayleigh distribution for non-line-of-sight (NLOS)

propagation, and with a Rician distribution for the LOS case.

BS

MS

Figure 2.5: Multipath propagation caused by various natural and man-made objects located
between and around the transmitter and the receiver

2.1.3 Radio channel diversity

Multipath fading can be combated by combining two or more versions of the received sig-

nal to enhance the reception. The basic idea is that while some of the received copies of the
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transmitted signal may suffer fading, others may not. This basic effect is known as diversity

which results from the spreading of the signal in different dimensions, i.e. time, frequency,

and space. Generally, combining techniques can be classified into three categories: selection

diversity, equal gain combining (EGC), and maximum ratio combining (MRC) [98]. In selec-

tion diversity, the signal with the highest received level is selected by the receiver. In EGC,

all received copies are coherently added with equal amplitude and phase. In MRC, the ampli-

tudes are weighted proportionally to the received signal-to-noise ratio (SNR) prior to summing

the signals, while the phases are kept equal. The improvement in system performance due to

implementing diversity techniques is termed as diversity gain.

Generally, multipath propagation and movement of the MS creates dispersion in the channel

across a number of domains. Such channel dispersion is a result of the received signal energy

being spread in the frequency, time, and space. These three primary types of diversity are

briefly described as follows:

Frequency diversity: delay spread

Multipath propagation results in delay differences among the received versions of the trans-

mitted symbol over different paths. The span of these differences in delay is known as delay

spread, which causes inter-symbol interference (ISI). For the case of short symbol duration

compared to the channel propagation delay, the amplitude of the channel frequency response

will vary over the duration of the symbol resulting in frequency selective fading.

Coherence bandwidth and delay spread are parameters which describe the time dispersive na-

ture of the channel and can be considered as a Fourier transform pair. The coherence bandwidth

Bc can be defined as the bandwidth over which the frequency correlation function is above 0.9.

For such definition the coherence bandwidth is

Bc ≈ 1
50σrms

(2.6)

where the σrms is root mean squared delay spread and can be defined as the second central

moment of the power delay profile as follows

σrms =

√√√√∑L
l α

2
l τ

2
l∑L

l α
2
l

−
(∑L

l α
2
l τl∑L

l α
2
l

)2

(2.7)
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In summary, frequency selectivity can be characterized in terms of coherence bandwidth, which

represents the maximum frequency interval over which the channel frequency response remains

approximately of a constant gain and linear phase (flat fading channel).

When the signal bandwidth is wider than the coherence bandwidth the channel becomes frequency-

selective [99].

Time diversity: Doppler spread

The movement of the MS or surrounding scatterers gives rise to Doppler spread, which shifts

the frequency of the received signal from the transmitted frequency due to its relative motion.

Multipath propagation of the signal causes the relative speed of the MS with respect to different

copies of the received signal to differ, which results in different Doppler shifts. The width of

these shifts is referred to as the maximum Doppler spread, which is inversely proportional to

the coherence time of the channel. That is

Tc ≈ 1
fd

(2.8)

where fd is the maximum Doppler spread, and the coherence time Tc represents the time inter-

val over which the channel does not change significantly. The channels with short coherence

time are considered as fast fading channels (time selective fading) [86]. Fig. 2.6 illustrates a

simple classification of small-scale fading according to both delay spread and Doppler spread.

Space diversity: angular spread

Angular spread refers to the spread of the arrival and departure angles of multipath communi-

cation link. Specifically, the amplitude of the signal received over multiple paths depends on

the spatial position of the antenna, which results in spacial selective fading. Spacial selective

fading can be characterized by the coherence distance, which represents the maximum distance

between two adjacent antennas for which the channel response is strongly correlated. Accord-

ing to the central limit theorem, each elements of the MIMO channel matrix associated with

two MIMO transceivers located in rich scattering environment can be modeled as a complex

Gaussian random variable. Moreover, the MIMO channel is considered as spatially uncorre-

lated if the antenna spacing is greater than half the wavelength of the transmitted signal [86].

This MIMO channel can be modeled as a Rayleigh MIMO fading channel, which has been

23



Key principles of multiple access and feedback methodologies

Small-Scale Fading
(Based on multipath time delay spread)

Flat Fading
1. BW of signal < BW of channel
2. Delay spread < symbol period

Freauency Selective Fading
1. BW of signal > BW of channel
2. Delay spread > symbol period

Small-Scale Fading
(Based on Doppler spread)

Fast Fading
1. High Doppler spread
2. Coherence time < symbol period
3. Channel variations faster than 

baseband signal variations

Slow Fading
1. Low Doppler spread
2. Coherence time > symbol period
3. Channel variations slower than 

baseband signal variations

Figure 2.6: Types of small-scale fading based on delay spread and Doppler spread [10]

intensively used for link level and system level evaluation in the MIMO related research and,

hence, it is adopted in feedback-based interference management objective of this thesis. The

interested reader can refer to [100] for other physical and statistical models.

In summary, frequency diversity implies that the signal is modulated using several carrier fre-

quencies (multicarrier transmission) separated by at least the coherence bandwidth of the fading

channel, so that each signal will fade almost independently of the others. With time diversity,

the signal is transmitted during different time slots separated by at least the coherence time of

the fading channel. Finally, space diversity involves either transmitting the signal from several

antennas or receiving it using several antennas or both. Specifically, each antenna is separated

in space so that signals departing/reaching different antennas will independently fade. This can

offer a DoF for selection or can be combined to improve the received power.
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2.1.4 TDD vs. FDD

This section compares these two duplexing schemes with respect to their bandwidth efficiency,

experienced interference, suitability for data applications and delay.

• Bandwidth efficiency: An FDD system uses different bands for the UL and the DL

and therefore a guard frequency band is needed to mitigate inter band interference. The

size of the guard frequency band scales with the system bandwidth. Consequently, for

wideband systems a significant amount of the available bandwidth is consumed by the

guard frequency band. In contrast to FDD, TDD does not require a guard frequency band

since it uses a single band for transmission in both DL and UL separated by a switching

time interval. The duration of the switching time interval is independent of the system

bandwidth and is only dictated by the hardware circuitry of the communicating entities.

Therefore, TDD is the more bandwidth-efficient scheme.

• Feedback mechanism: In TDD, DL and UL share the same frequency band and, there-

fore, they are reciprocal. Hence, on the one hand, TDD has the advantage of using

knowledge gained at the BS about the channel during UL mode to infer the channel of

the subsequent DL TTI (UL CCS). On the other hand, FDD uses different bands for DL

and UL and therefore generally cannot use UL information for DL. Clearly, FDD re-

quires an explicit transmission (direct feedback) of the DL channel state information CSI

on UL.

• Latency: In FDD, direct feedback tends to have much higher latency between the time

of the channel estimation and the time of the subsequent DL transmission. The resulting

outdated CSI can have serious consequences on the performance of closed-loop trans-

mission algorithms in fast time-varying channels.

• Hardware complexity: Since FDD facilitates continuous and simultaneous transmission

in UL and DL, special filters (duplexers) along with mechanical and electrical shielding

are required to mitigate the inter-band interference. In TDD, duplexers and isolation tech-

nology are unnecessary since UL and DL transmission are never simultaneous. Conse-

quently, FDD involves higher complexity and expensive hardware as compared to TDD.

• Flexibility: Unlike symmetric voice traffic, data traffic is inherently asymmetric, where

DL traffic surpasses UL traffic by an approximate ratio of 4:1 in business applications
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and even higher in residential scenarios [13]. Due to the fact that FDD utilizes fre-

quency bands with equal fixed bandwidth, FDD is inadequate for packet-based services.

Furthermore, these bandwidths are regulated by authorities like federal communications

commission (FCC) or limited by the hardware functionality. In contrast, TDD can adap-

tively allocate resources to support symmetric and asymmetric traffic or even a mix of

both. This can be maintained by adjusting the location of the guard time interval within

the frame according to the traffic asymmetry ratio. In other words, TDD can borrow time

from UL to increase DL as necessary, or vice versa.

• Induced CCI: Both FDD and TDD experience other-entity interference (BS-to-MS and

MS-to-BS interference). However, TDD also suffers from same-entity interference (BS-

to-BS and MS-to-MS interference), as depicted in Fig. 2.7.

Desired link Other-entity 
interference

Same-entity
interference

Figure 2.7: Intercell CCI scenarios in TDD cellular network

In summary, TDD is a more desirable duplexing technology that allows 4G system to cope

with the convergence of voice, video and data services, while maintaining the needs of each
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individual user. From closed-loop system point of view, due to the TDD channel reciprocity,

TDD can support more advanced pre-transmission signal processing techniques than FDD. To

be specific, TDD avoids the feedback limitation resulting from quantized CSI as in the FDD

case.

2.1.5 Reciprocity of TDD radio channel

In a TDD system, the UL and DL share the same frequency band, and therefore the two links

can be modeled as reciprocals and consequently simple transposes of each other. Hence, the

TDD system has the advantage of using knowledge gained about the channel on the UL to infer

the channel on the DL [25]. Hence, channel estimation can be performed in arbitrary direction

of the link, and it gives the same results without regard to estimation errors. For example in

the case of UL CCS, the MS transmits orthogonal pilots during UL to be used by the BS to

estimate the channel coefficients in order to decode the UL data. Due to reciprocity, the same

information on the channel coefficients can be used by the BS to accordingly adapt the DL

traffic to enhance the MS reception. Later in section 2.2, the UL CCS feedback method is

discussed in more detail.

2.1.6 Spectrum sharing schemes

The wireless system capacity, which determines the upper bound for the system throughput,

is often most limited by the frequency spectrum. Capacity improvements generally focus on

efficient bandwidth utilization through resource reuse [101]. As outlined earlier, reuse refers

to the ability to use some system resources to increase the number of physical channels that

occupy the same spectrum [102]. System capacity can be increased if the number of channels

per BS is increased provided that CCI is tolerable. As illustrated in Fig. 2.7, CCI occurs when

two transmitters simultaneously transmit on the same frequency channel. If the desired and the

interference signal levels at a receiver are approximately similar, the receiver cannot distinguish

between the two signals, giving arise to CCI. On the other hand, CCI is negligible if the inter-

ference signal level is significantly lower than the desired one. In multiuser communication

systems, the way of coordinating the transmission associated with multiple users sharing the

same cell resources is referred to as multiple access strategies. In particular, these strategies

discipline how a group of users is awarded access to shared system resources. There are four

common multiple access strategies: FDMA, time division multiple access (TDMA), SDMA,
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Figure 2.8: Multiple access schemes: (A) FDMA, (B) TDMA, (C) SDMA, and (D) CDMA.

and CDMA, which are summarized below. Fig. 2.8 illustrates how the resources are allocated

across multiple users according to each multiple access strategy.

Time division multiple access

According to TDMA, multiple users who require access to the network can transmit on the

same frequency band if their transmissions are non-overlapping in time as shown in Fig. 2.8.

More specifically, a single user is permitted to transmit during a particular time-slot while all

other active users are assigned to different slots. One of the key advantages of TDMA is the

possibility of allocating time-slots based on demand. However, TDMA has some drawbacks

such as synchronization [103].

Frequency division multiple access

In contrast to TDMA, FDMA divides the available spectrum into several smaller frequency

bands that can be simultaneously allocated to different users. Basically, each user is assigned

a particular frequency band and may therefore transmit continuously. Consequently, time syn-
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chronization is avoided but, however, frequency synchronization is needed.

An OFDM-based multiple access scheme known as OFDMA is a bandwidth-efficient special

case of FDMA where the bandwidth is divided into multiple narrowband channels of orthogonal

subcarriers [11].

Code division multiple access

The motivation of proposing CDMA is to award network access to all active users simultane-

ously over the whole available bandwidth. This is achieved by coding transmission of each

active user in such away that it becomes orthogonal to other transmissions belonging to the

other users. The basic principle of CDMA is illustrated in Fig. 2.8. Basically, the coding can

be considered as modulation with a relatively high bandwidth sequence known as the spread-

ing signal. In order to create orthogonality among the active users, CDMA allocates a pseudo

noise sequence to each active user that is approximately orthogonal to the spreading sequences

of different users, or to time-shifts of its own [104]. Therefore, the multiuser interference that

each user experiences will be similar to Gaussian noise, which makes CDMA an interference-

limited system [105]. Thus, power control is needed to keep the received power level constant

over the users, which is known as the near-far effect [106, 107].

Space division multiple access

In SDMA, frequencies can also be reused within the same cell by using SAs or beamforming.

In this case, to avoid intra cell CCI the antennas should have low side-lobe levels and low front-

to-back ratios [108]. By exploiting the properties of SAs, which will be discussed later in this

chapter, transmit beamforming can be used to focus the transmit power in some directions over

others. This property is exploited in SDMA systems to directionally transmit several simulta-

neous transmissions in different directions. In order to do this, a knowledge of the directions

of each user, also known as angel of arrival (AoA) needs to be available at the transmitter. This

knowledge may be estimated from the channel covariance matrix of each user, especially, for

small angular spread transmission.

In summary, SDMA divides the cell into sectors and only a single user is granted the same

time-frequency resource in each sector. From implementation point of view, the beam formed

with transmit beamforming will never be completely concentrated in the direction of the desired
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receiver. There will always be some energy leakage that creates interference to users within the

same cell. It is important to remind that this thesis assumes that this kind of SDMA-specific

intracell CCI is complectly eliminated by means of BD-algorithm as outlined in the previous

chapter.

Within the 3GPP evolution track, these multiple access schemes have been used by successive

generations. 2G GSM family was based on a hybridization of TDMA and FDMA [109–111].

3G UMTS family marked the adoption of CDMA by the 3GPP evolution track, which is known

as WCDMA [112–115]. Finally, LTE-advanced (classified as 4G) has adopted a combined

version of OFDMA-SDMA for DL and SC-FDMA-SDMA for UL [116–118].

2.2 Overview of feedback methodologies

Basically, there are two methods for providing a BS with the CSI of all MSs, namely direct

feedback and UL channel sounding. This section highlights the motivation behind choosing

UL channel sounding in this thesis for the case of TDD by conducting a brief comparison

between both feedback methods.

2.2.1 Direct feedback

According to LTE terminology this feedback method is termed as codebook-based feedback.

In this method, the MS determines the best entry in a predefined codebook of precoding (beam-

forming) vectors/matrices and transmits a feedback indication to the BS conveying the index

value. In codebook feedback, the MS uses downlink channel estimates to determine the best

codebook weight or weights for BS to use as a precoding vector/matrix. The MS creates a

feedback indication that includes the codebook index and then sends the feedback indication to

BS. This method can be considered as a candidate option for FDD systems which require an

explicit transfer of the DL CSI during the UL transmission due to the absence of the channel

reciprocity feature.

2.2.2 Uplink channel sounding

In UL channel sounding, the MS transmits a sounding waveform on the UL and the BS esti-

mates the UL channel of the MS from the received sounding waveform. The sounding pilot
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sequences are chosen to be orthogonal between all of the users’ antennas and also are designed

to have a low peak to average power ratio (PAPR) in the time domain, [88, 89]. The details of

UL channel sounding are given in 3GPP technical documents such as [71, 119]. However, a

brief treatment of the uplink channel sounding signal model is given below.

According to LTE technical documents related to uplink channel sounding, the BS instructs the

MS where and how to sound (i.e., send a known pilot sequence) on the uplink. The information

obtained from uplink channel sounding at the BS is used for determining downlink beamform-

ing weights, for MIMO channel dependent scheduling on the uplink, as well as for MIMO

channel dependent scheduling on the downlink [119]. According to the structure discussed in

[71, 119], channel sounding pilots enable the BS to estimate the UL wideband channel for each

antenna of each active user without any intracell or intercell CCI between the channel sounding

pilots. Moreover, error in channel estimation due to the presence of noise is beyond the scope

of this thesis, hence, perfect channel estimation has been considered as one of the assumptions

of this thesis.

2.2.3 Comparison of feedback methodologies

In a TDD system, there are several compelling reasons for employing UL channel sounding

rather than codebook-based feedback:

• First, channel sounding has the ability to leverage UL data transmissions without addi-

tional overhead provided that the occupied frequency bandwidth of the UL transmissions

encompasses the occupied bandwidth of the subsequent downlink transmission.

• Second, any codebook-based feedback scheme must account for the number of SAs at

the BS. In a codebook-based feedback scheme, the MS must be able to estimate the DL

channel no matter how many SAs are at the BS. Thus, the complexity of the MS, and the

information to be fed back increase with the number of antennas at BS. In contrast, chan-

nel sounding schemes are independent of the number of BS antennas. In other words,

the problem of channel estimation is much more difficult in a codebook-based feedback

scheme than in a channel sounding scheme. More specifically, in codebook-based feed-

back, the air-interface must enable the MS to estimate the channel between its antennas

and a relatively larger number of SAs at the BS. Such estimation imposes a heavy pro-

cessing load on a MS in a direct feedback scheme, while in a channel sounding scheme
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the estimation process takes place at the BS side [120]. For instant, consider the case

where the BS has eight transmit antennas and the MS has a two receive antennas. In a

channel sounding scheme, the BS must estimate the channel between its eight antennas

and the two transmit antennas. In contrast, in a codebook-based feedback scheme, the

air interface must enable the MS to estimate the channel between its two antennas and

the eight transmit antennas (an eight-source channel estimation problem, which is much

more difficult).

• Third, in TDD systems, codebook-based feedback schemes tend to have much higher

latency between the time of the channel estimation and the time of the subsequent DL

transmission. The resulting outdated CSI can have serious consequences on the perfor-

mance of closed-loop transmission schemes in mobile time-varying channels. In partic-

ular, the delay caused by the quantization and coding of the CSI may cause the CSI to

become invalid for use at the transmitter especially in fast variant channel propagation

scenarios.

By contrast, channel sounding reference signals can be transmitted at the end of the UL,

then be used by the transmission algorithm in the subsequent DL. In other words, the

CSI of UL can be used by the transmission algorithm in the first few symbol intervals

of the subsequent DL. In contrast, in a codebook-based feedback scheme, the channel

is measured in a DL portion and then feedback information is quantized to be fed back

on the next UL through some dedicated physical feedback channel for use on the next

DL. It is worth mentioning that the physical feedback channel needs to consist of some

reference signals to facilitate the coherent detection of the feedback information at the

BS.

2.3 Summary

This chapter has briefly reviewed the fundamentals of cellular networks such as cellular con-

cept, frequency reuse, and duplexing. The characteristics of SISO wireless channel and the

associated DoFs were introduced. A comparison between TDD and FDD was presented with

special focus on TDD reciprocity. Also, the basic principles of the common multiple access

schemes were reviewed. It was emphasized that SDMA is a suitable candidate for 4G systems

due to its robustness to intracell CCI, ability to enhance coverage, as well as because SDMA

multiplies the system capacity. Furthermore, two basic feedback methodologies, namely code-
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book based feedback and UL channel sounding, were discussed. It was pointed out that UL

channel sounding is superior compared to codebook-based feedback in terms of overhead, la-

tency, and complexity.

The next chapter will concentrate on the characteristics of MIMO channel, MIMO capacity,

and the basic concepts of SA-based SDMA systems implementing precoding techniques.
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Chapter 3
Overview of multiuser MIMO systems

3.1 MIMO fundamentals

For a long time in wireless systems, multiple antenna systems was acknowledged for their

potential to enhance communications [121]. In the last two decades, most of the scientific

research was conducted in attempt to comprehend their fundamental capabilities. Historically,

the invention of so-called MIMO systems was recognized as a key milestone in the mid 1990s

[122].

3.1.1 Multiple antenna configuration modes

Depending on the availability of multiple antennas at the transmitter and/or the receiver, mul-

tiple antennas communication can be classified into three basic modes in addition to the SISO

mode, see Fig. 3.1. Implementing multiple antennas at only one side of the communication

link forms two types of space diversity: receive and transmit diversity which are referred to as

SIMO (single-input multiple-output) and MISO (multiple-input single-output) modes, respec-

tively. For the SIMO mode, having NR antennas at the receiver provides fundamentally two

different gains: power gain and diversity gain. Power gain is obtained from the increment in

the total received signal power due to multiple antennas at the receiver. Generally, power gain

scales linearly with NR. Diversity gain is achievable due to the fact that the probability of hav-

ing unfavorable channel conditions decreases by averaging over multiple independent spatial

streams. For the MISO mode, transmit antenna selection or precoding techniques can be used
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to enhance the reception based on having the CSI at the transmitter. Additionally, some tech-

niques such as space-time coding make it possible to achieve both power gain and full diversity

gain [99]. Finally, having both multiple transmit and receive antennas creates a full MIMO link

which also includes SIMO and MISO as special cases.

SISO MIMO

MISO SIMO

Rx Rx

Rx Rx

Tx Tx

Tx Tx

Figure 3.1: Multiple antennas communication modes

3.1.2 Multiple antenna benefits

MIMO deployment can significantly increase data rates through spatial multiplexing where par-

allel data streams are transmitted over the MIMO channel. Therefore, MIMO communication

provides another gain, in addition to power and diversity gains, known as multiplexing gain as

in diagonal Bell labs layered space time (D-BLAST) systems. In summary, the different modes

of MIMO communication can improve the reliability of the system and/or the system capacity.

Beamforming

Beamforming enables adaptive steering of a directional antenna gain by concentrating the trans-

mission into a desirable direction or pattern. This increases the power of the received signal and

reduces interference towards other coexisting links. Hence, the potential improvement in the

SINR can facilitate wider transmission range or higher order modulation and coding schemes
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(MCS). Furthermore, beamforming is the key enabling technology for SDMA that provides

simultaneous access to several users to use the same frequency within the same cell and, thus,

the overall system capacity is multiplied [123, 124].

Diversity

Spatial diversity provided by the multiple antennas, such as the Alamouti scheme [125], can

be used to increase the robustness of a transmission against channel impairments and multipath

fading. Therefore, the coverage can be extended and/or the error probability can be reduced.

Multiplexing

Simultaneous multiple data streams can be transmitted over full rank MIMO channel, provided

that the number of receiving antennas is at least equal to the number of transmit antennas.

Therefore, spatial multiplexing multiplies the capacity of a SISO link.

Hybrid

Combining some or all of the above benefits results in hybrid scheme as SA-based SDMA sys-

tems implementing vertical Bell labs layered space time (V-BLAST) algorithm where beam-

forming and multiplexing gains are combined. Another example is D-BLAST which achieves

multiplexing gain while exploiting the spatial diversity.

3.2 MIMO single user system model

Fig. 3.2 shows a single users MIMO system with NT transmit antennas and NR receive an-

tennas, hence, NR × NT transmission links. At the transmitter side, let x be the (NT × 1)-

dimensional transmitted signal vector at time instant t. At the receiver side, let y and n be the

(NR × 1)-dimensional received signal and the received noise vectors at time instant t, respec-

tively. The input-output representation of this MIMO system is given by

y(t) = Hx(t) + n(t) (3.1)
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Figure 3.2: Schematic illustration of basic MIMO system

where H is a time-invariant channel matrix of size NR × NT . The received signal at each

receive antenna can be represented as the summation of the signals transmitted by all antennas

multiplied by the channel response of the respective link and added to the noise at the receiving

antenna as follows:

yν =
NT∑
κ=1

hν,κxκ + nν (3.2)

For the case of uniform power allocation among all transmit antennas, the signal power from

each transmit antenna is generally fixed to Pt/NT , where Pt =
∑NT

κ=1 ‖xκ‖2. The compo-

nents of the received noise vector n are statistically independent zero-mean complex Gaussian

variables with variance σ2.

3.3 MIMO channel model

According to the maximum propagation delay compared to the transmitted symbol duration,

MIMO channel can be modeled as flat fading channel or frequency selective fading channel,

see Fig. 3.3

3.3.1 Flat fading MIMO channel

A flat fading channel forces all frequency components of the transmitted signal to be similarly

attenuated. Since all the multipath versions of the signal arrive within a symbol duration at the
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Figure 3.3: Frequency flat fading vs. frequency selective fading

receiver, the channel matrix is modeled as NR ×NT matrix with single channel component for

each link.⎡
⎢⎢⎢⎢⎢⎢⎣

y1(t)

y2(t)
...

yNR
(t)

⎤
⎥⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

h11 h12 . . . h1NT

h21 h22 . . . h2NT

...
...

...
...

hNR1 hNR2 . . . hNRNT

⎤
⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
flat fading channel

⎡
⎢⎢⎢⎢⎢⎢⎣

x1(t)

x2(t)
...

xNT
(t)

⎤
⎥⎥⎥⎥⎥⎥⎦ +

⎡
⎢⎢⎢⎢⎢⎢⎣

n1(t)

n2(t)
...

nNR
(t)

⎤
⎥⎥⎥⎥⎥⎥⎦ (3.3)

3.3.2 Frequency selective fading MIMO channel

As the name suggests, different frequency components of a signal transmitted over frequency

selective fading channel are differently attenuated and phase-shifted. Due to the fact that the

multipath delay is longer than the transmitted symbol duration, the channel of any link is mod-

eled as an impulse response h(τ) whose length is equal to L, where L is the number of multi-
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paths.

⎡
⎢⎢⎢⎢⎢⎢⎣

y1(t)

y2(t)
...

yNR
(t)

⎤
⎥⎥⎥⎥⎥⎥⎦ =

L−1∑
l=0

⎡
⎢⎢⎢⎢⎢⎢⎣

h1,1(τl) . . . h1,NT
(τl)

h2,1(τl) . . . h2,NT

...
...

...

hNR,1(τl) . . . hNR,NT
(τl)

⎤
⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
frequency selective fading channel

⎡
⎢⎢⎢⎢⎢⎢⎣

x1(t− τl)

x2(t− τl)
...

xNT
(t− τl)

⎤
⎥⎥⎥⎥⎥⎥⎦ +

⎡
⎢⎢⎢⎢⎢⎢⎣

n1(t)

n2(t)
...

nNR
(t)

⎤
⎥⎥⎥⎥⎥⎥⎦

(3.4)

the signal received by νth receive antenna is obtained as

yν(t) =
NT∑
κ=1

xκ(t) ∗ hν,κ(τ) + nν(t) (3.5)

where ∗ donates convolution

xκ(t) = [xκ(t− τ0) xκ(t− τ1) . . . xκ(t− τL−1)]

hν,κ(τ) = [hν,κ(τ0) hν,κ(τ1) . . . hν,κ(τL−1)]

and ∗ donates convolution.

3.4 MIMO channel capacity

The channel capacity is defined as the maximum data rate that can be transmitted over the

channel with an arbitrary small error probability [121]. Channel capacity is an important metric

for channel characterization which depends on what is known about CSI at the transmitter

and/or receiver. In this section, expressions for channel capacities depending on the frequency

selectivity of the channel are given for deterministic and stochastic channel models. Since the

focus of this thesis is on flat fading MIMO channels, the capacity is discussed in details for

frequency flat fading and very briefly for frequency selective fading.
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3.4.1 Frequency flat MIMO channel

Deterministic channel with CSI at the receiver

The input-output relationship for a MIMO system in flat fading channel is expressed as

y =
√

Pt

NT
Hx + n (3.6)

where y is the (NR × 1)-dimensional received signal vector and x is the NT × 1 transmit-

ted signal vector. The AWGN has noise power spectral density N0 with covariance matrix

E
[
nnH

]
= σ2INR

. The covariance matrix of x is Rxx = E
[
xxH

]
, and Pt is the total aver-

age power available at the transmitter over a symbol period. The signals have equal power at

all transmit antennas. Assuming x to have zero mean, Rxx must satisfy tr(E
[
xxH

]
) = NT

in order to constrain the total average transmit power (The total transmit power is given by

tr(E
[
xxH

]
) which is equal to NT and the transmitted signals are multiplied by a factor√

Pt/NT . Thus the total transmit power Pt is kept fixed.

It is assumed that the channel matrix H is fixed and deterministic. From [99], the capacity of

the MIMO channel is given as

C = max
tr(Rxx)=NT

log2 det
(
INR

+
Pt

NTN0
HRxxHH

)
bps/Hz (3.7)

where the capacity C is the maximum achievable data rate per unit bandwidth.

When the transmitted signal vector x is assumed to have zero mean and is statistically indepen-

dent and identical i.e., Rxx = INT
and the channel knowledge (e.g. CSI) is unavailable at the

transmitter. Using singular value decomposition (SVD), the channel matrix can be diagonalized

as in this form

HHH = UΛVH (3.8)

where U and V are unitary matrices. Λ is a NR ×NT diagonal matrix of the eigenvalues λi of

HHH with λi ≥ 0 and λi ≥ λi+1. By substituting (3.8) in (3.7), (3.7) can be reformulated as

follows

C = log2 det(INR
+

Pt

NTN0
HHH) = log2 det(INR

+
Pt

NTN0
UΛVH) (3.9)
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or equivalently

C =
r∑

i=1

log2(1 +
Pt

NTN0
λi) =

r∑
i=1

log2(1 +
ρλi

NT
); where ρ =

Pt

N0
(3.10)

where r is the rank of the channel. From this expression, the capacity of a MIMO channel is

also interpreted as the sum of capacities of r SISO channels each weighted with power gain λi

(i = 1 . . . r). Transmission using multiple antennas virtually creates a multiple scalar spatial

data pipes (spatial streams) between the transmitter and receiver.

From a linear algebra point of view, the number of eigenvalues which is also the rank of matrix

H cannot exceed the number of columns or rows of the matrix [99]. Therefore, the rank of

matrix is constrained by r≤min(NR, NT ) with equality if the matrix is full rank (which is re-

ferred to as a rich scattering environment) and, hence, all rows and columns are independent. In

summary, the MIMO channel capacity depends on two factors: the rank of the MIMO channel

and the covariance of the transmitted signal.

Deterministic channel with CSI at both transmitter and receiver

It is well known that the single user MIMO capacity is maximized when the channel is diago-

nalized by the SVD procedure and the power is distributed by the water-filling algorithm [99].

As previously highlighted, the MIMO channel provides a multiplexing gain which results from

the fact that the MIMO channel can be decomposed into a number of r parallel independent

channels. By multiplexing independent data onto these independent channels, an r-fold incre-

ment in data rate is obtained compared to SISO transmission. Assuming a perfect knowledge

of the MIMO channel H at both the transmitter and receiver, an SVD-based transmit precoding

and receiver shaping can be used to linearly transform the input and the output of the channels

as follows:

x̃ = VHx (3.11)

ỹ = UHy

ñ = UHn

Note that U and V are unitary matrices so the transformation does not change neither the

distribution of n nor the energy content of x.
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The input-output relationship of the channel can be formulated as follows

ỹ = Λx̃ + ñ (3.12)

or as a parallel SISO scalar channels:

ỹi =
√
λix̃i + ñi, i = 1, 2, ..., r (3.13)

where λi is the ith singular value of HHH . This SVD-based procedure is shown in Fig.3.4

Now, the availability of CSI at the transmitter allows for optimal power allocation across the

1
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Figure 3.4: Converting a MIMO channel into a parallel channels using SVD

independent spatial channels and, hence the capacity in (3.10) can be rewritten as follows:

C =
r∑

i=1

log2(1 + ρiλi); where ρ =
Pi

N0
(3.14)

where
∑r

i=1 Pi = Pt, and Pi is the optimal power allocation of the ith spatial stream.

3.4.2 Ergodic capacity of flat MIMO random channel

The previous treatment of MIMO channel capacity applies for the case of a deterministic chan-

nel realization. However, in reality, the MIMO channel changes randomly over time, hence,

ergodic capacity is used for the purpose of temporal capacity characterization. This section

defines and discusses the ergodic capacity of random MIMO channels.
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The elements of H, hν,κ (ν = 1 . . . NR, κ = 1 . . . NT ) are random variable and are normalized

so that E
[|hν,κ|2

]
= 1. Since the channel is random for each realizations of H, the capacity

is random for every realizations and can be computed from (3.10). Thus for random MIMO

channels, there is a need for an expression to quantify the capacity. The average capacity of such

random channel, defined as average of capacities associated with each realization of the channel

H, is refereed to as ergodic capacity C . The ergodic capacity C, when CSI is unavailable at the

transmitter can be formulated as

C = E

[
r∑

i=1

log2(1 +
ρ

NT
λi)

]
(3.15)

3.4.3 Ergodic capacity of frequency selective MIMO channel

Frequency selectivity arises from multipath fading. When the channel is wideband, different

frequencies undergo different amount of fading. This results in selective fading in different

frequencies. One common technique to handle this wideband channel is to divide it into number

of narrowband sub-channels, such that each sub-channel undergoes flat fading. The capacity of

the wideband channel is calculated as the average of the capacities of the flat fading narrowband

sub-channels.

The input-output relationship of the kth flat fading narrowband sub-channels is

yk =
√

Pt

NT
Hkxk + nk (3.16)

For the case of full rank MIMO where channel knowledge is available only at the receiver, the

ergodic capacity of the random frequency selective channel CFS is calculated over the average

of the capacities of all individual flat fading sub-channels and can be formulated as follows [99]

CFS = E

[
1
Ns

Ns∑
k=1

log2 det(INR
+

ρ

NT
HkHH

k )

]
(3.17)
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3.5 Multiuser SA-based SDMA with BD adaptive beamforming

3.5.1 Overview of SA technology

Originally, SA pre-processing techniques were proposed for military communications. Due

to the significant advancement in microelectronics over the past two decades, SA-based tech-

nologies become a cost-efficient solution for commercial communication systems to overcome

some of the major challenges such as multipath fading, CCI, and capacity limitations espe-

cially for the cell-edge users. By exploiting the spatial diversity and the spatial processing of

SA, an efficient utilization of available bandwidth and, hence, an increased system capacity is

facilitated. In particular, this gain is mainly enabled by two factors:

• Spatial signal preprocessing algorithms which depend on the availability of a variety of

feedback metrics and the computational power at the BS.

• Directional transmission and reception at the BS where each scheduled MS is tracked

by a narrow beam for both UL and DL. The resolution of such adaptive directionality

depends on the level of the centralized complexity of SA hardware technology at the BS.

It will not be possible to provide a thorough overview of SA applications to wireless systems.

Therefore, this section highlights the major features of SA-based SDMA systems related to this

thesis. More specifically, the provided review is aimed at the benchmark SDMA system consid-

ered in this thesis. Also, this section briefly describes the generalized BD beamforming method

for multiuser SDMA system [62], where the BS directionally transmits multiple spatially multi-

plexed independent data streams to a group of users selected according to a scheduling criterion.

Due to physical size constraints at the user side, the MSs are assumed to be equipped with lim-

ited number of multiple OAs (2 throughout this thesis). This assumption is also convenient

in order to maintain affordable cost and reduced complexity at the user side. As depicted in

Fig. 3.5, each SA is consisting of an array of antenna elements and is dedicated to directionally

transmit/recieve a single independent spatial stream, hence, it is referred to as effective antenna

according to LTE terminology.

3.5.2 Multiuser MIMO BD system model

Consider a single-cell downlink MU-MIMO system where the BS is equipped NT transmit

SAs, and communicates over multiple MIMO channels with K users. It is assumed that all
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Smart antenna

Figure 3.5: A schematic illustration of SA-based beamforming SDMA system

users are equipped with the same number of receiving OAs and denoted asNR. To simplify the

following analysis, it is assumed that NR < NT and NT is a multiplier of NR in order to serve

all users, hence, the number of served users is a natural number. Fig. 3.6 illustrates an example

of the considered SDMA system where NR = 2.

The flat fading MIMO channel matrix for user k is denoted as Hk where h(j,i)
k is the fading

coefficient between the jth transmit antenna and the ith receive antenna of user k. For an-

alytical simplicity, the rank rk of Hk is assumed to be equal to min(NR, NT ) for all users.

Again, channel estimation errors caused by various reasons such as feedback delay, and feed-

back quantization error, etc. are beyond the scope of this thesis, hence, it is assumed that the BS

has perfect CSI for all users. By assuming that the number of data streams sk intended to user

k is equal to NR, the transmitted data streams to user k can be donated as a NR-dimensional

vector xk where
∑K

k=1 sk ≤ NT . Since CSI is available at both sides of the MIMO link, it is

assumed that the MIMO transmission includes linear pre-processing and post-processing per-

formed at both BS and MS, respectively. Prior to transmission, xu is multiplied by a NT ×NR

precoding matrix Tk. In this thesis, it is assumed that Tk is generated using the block diagonal-

ization beamforming algorithm which is a member of the zero-forcing (ZF) type of multiuser

precoding algorithms [68]. At the BS, the transmitted vectors of the K users are linearly su-

perimposed and propagated over the channel from all NT antennas simultaneously. It is also

assumed that the elements of xk are independent and identically distributed (i.i.d.) with zero
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Figure 3.6: SDMA system model with multiple MIMO users each equipped with 2 OAs

mean and unit variance. The signal vector received at user k is

yk = Hk

K∑
ι=1

Tιxι + nk (3.18)

Equation (3.18) can be rewritten in the form of summation of the desired signal, the interference

signal, and the noise signal as follows

yk = Hkxk + Hk

∑
ι=k

Tιxι + nk (3.19)

where the first term right-hand-side of (3.19) is the desired signal, the second term denotes the

intracell CCI experienced by user k, and the last term nk is the AWGN vector received by user

k. According to the key idea of BD algorithm, T is designed such that HkTι = 0 for ∀ι �= k

and , hence, the intracell CCI is completely eliminated (nulled). The block matrices HS and

TS can be defined as the system channel matrix and the system precoding matrix, respectively,

as follows:

HS =
[
HH

1 HH
2 . . .HH

K

]H
(3.20)

TS = [T1T2 . . .TK ] (3.21)

Under the constraint of zero intracell CCI among users within the same cell, the optimal solu-
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tion can be obtained by diagonalizing the product of (3.20) and (3.21) HS TS. Now, H̃k can be

defined as the block matrix of the MIMO links interfering with user k as follows

H̃S =
[
H̃H

1 . . . H̃H
k−1H̃

H
k+1 . . . H̃

H
K

]H
(3.22)

In light of the above, the intracell CCI free constraint requires that Tk is selected to lie in

the null space of H̃k. The details of designing the BD precoding matrices and the associated

constraints can be found in [62, 68, 69].

3.6 Summary

This chapter has briefly introduced the characteristics of MIMO channel and its capacity. Also,

the basic concepts of SA-based SDMA systems implementing precoding techniques were de-

scribed. It was pointed out that the availability of CSI at the BS facilitates utilizing BD al-

gorithm to eliminate intracell CCI among same-cell users. Also, it was indicated that oppor-

tunistic SA-based SDMA beamforming can be performed in cross-layer fashion. In multiuser

SDMA scenario, cross-layer optimization consists of the user selection procedure and the spa-

tial resource allocation procedure. Using UL channel sounding is of particular importance for

opportunistic SA-based SDMA beamforming technologies to meet 4G requirement.

The next chapter concentrates on the cross-layer optimization problem related to SA-based

SDMA system which is considered to be limited by intercell CCI. It is important to note that

intercell CCI cannot be eliminated by BD algorithm because the BS in the cell of interest

(CoI) has no knowledge about CSI of transmitters in adjacent cells. Therefore, Chapter 4

proposes a modified version of UL CCS, namely IWCS, to implicitly convey such knowledge

of the experienced intercell CCI to the BS of CoI in order to enhance the achievable capacity

associated with such optimization problem.
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Chapter 4
Interference-weighted channel sounding

4.1 Introduction

This Chapter motivates the proposed modification to CCS pilots used in cellular SDMA-TDD

systems. A brief overview of the signal model of CCS pilots is given and followed by a de-

tailed mathematical model of the IWCS pilots. Moreover, the involved computational complex-

ity with the considered MU-MIMO optimization problem is mathematically modeled and two

heuristic algorithms (HAs) are proposed to reduce it. Using Monte Carlo simulations, a com-

parison between the performance of the different optimization metrics enabled by both CCS

and IWCS is presented for both UL and DL. Finally, different forms of fairness related results

are analyzed and discussed.

4.2 Problem statement

The notion of multiuser diversity opens up the following set of questions. In a spatial multi-

plexing opportunistic SDMA system with an excess number of SAs at the BS, how should the

optimal set of spatially separable users be chosen? What is the appropriate allocation of the

transmit/receive antennas (spatial beams) targeting the selected users? Since CCS pilots only

provide sub-optimal metric (i.e. CSI), how can a better metric be provided (e.g. instantaneous

SINR) for such optimization problem while maintaining the same inherent feedback bandwidth

and delay efficiency? For practical reasons such as cost and physical size, the number of SAs at

48



Interference-weighted channel sounding

the BS is greater than the number of OAs at the MS, as is the case in EUTRA. Algorithms that

achieve spatial multiplexing gains such as V-BLAST receivers [126], however, require that the

number of antennas at the receiver is greater than or equal to the number of transmit antennas.

Consequently, the number of DL spatial beams which can be exploited is limited by the number

of OAs at the MS side . Such circumstance resembles a spatial DoF for the selection of a subset

of transmit SAs for DL transmission, which can be jointly optimized in a cross-layer fashion.

It is worth mentioning that the time and frequency DoFs (e.g. frequency channel dependent

scheduling and frequency domain link adaptation) are not considered in this thesis.

Note that according to the fourth assumption in section 1.4, it is assumed that BD algorithm can

only and completely eliminate intracell CCI (interference caused by the same-cell transmitters).

However, the system is still limited by intercell CCI (interference caused by the other-cell

transmitters). Also, it is assumed that the intercell CCI dominates thermal noise. Therefore,

throughout this chapter, wherever the term interference is mentioned, it refers to intercell CCI

originated from transmitters in the adjacent cells.

4.3 Interference-aware metric for downlink optimization

In order to address the previously mentioned questions, it is suggested to exploit the channel

reciprocity in TDD to jointly utilize the available DoFs for maximizing system throughput. In

light of the above, the novel interference-weighted feedback concept is proposed to be applied

on the UL CCS pilots. The first major contribution of this thesis is the development of the

modified pilots, termed as UL IWCS pilots, which are proposed to replace the UL CCS pilots.

In particular, the CCS pilots are modified to become IWCS pilots by weighting (dividing) the

UL CCS pilots by the magnitude of the intercell CCI received at each MS. Afterwards, the

UL IWCS pilots are utilized at the BS to extract the CSI plus the level of the intercell CCI

experienced by all active MSs. Thereby, the DL SINR at each active MS is implicitly signalled

to the respective BS. The key idea of applying the interference-weighting concept on the CCS

pilots for a SISO case is depicted in Fig. 4.1.

Consider an UL CCS transmission of a SDMA cellular interference-limited scenario with a BS

equipped with NBS SAs and NU active users, each equipped with NMS OAs. A narrowband

flat fading channel is assumed, i.e., a frequency subcarrier if OFDMA or SC-SDMA is used

as envisaged for in LTE-advanced. The channel transfer matrix from the uth MS is given by
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Figure 4.1: Interference-weighting concept applied on pilot signal for a SISO case

a complex matrix Hu ∈ C
NBS×NMS , where h(j,i)

u denotes the channel fading coefficient from

the ith transmit OA of the uth MS to the jth receiving SA at the BS. We assume that both the

BS and MSs experience sufficient local scattering. Therefore, both real and imaginary parts of

the entries of Hu are samples of a zero-mean Gaussian distribution. Hence, the conventional

channel sounding MS-to-BS pilots transmission can be modeled as follows:

yu(t) = Hu(t)xu(t) + n(t) (4.1)

where t is the time index. The predetermined pilot signal xu(t) is NMS-dimensional vector;

the received signal yu(t) is NBS-dimensional vector; n(t) is the noise vector whose elements

are the i.i.d. complex Gaussian noise random variables. conventional channel sounding pilots

can be used to estimate two metrics: distance-dependent link gain (link budget), and the mul-

tipath fading channel coefficients (small-scale fading). By weighting (4.1) by the intercell CCI

experienced by user u in the downlink, the IWCS transmission can be written as follows:

yu(t) =
Hu(t)xu(t)
‖IDL

u (t− 1)‖ + n(t) (4.2)

where ‖IDL
u (t−1)‖ is the amplitude of the intercell CCI experienced by uth MS at (t−1) time

interval. Consequently, the interference-weighting concept enables the sounding pilots to be

used by the BS to obtain the DL interference-aware-metric ODL−IAM
u (t) ∈ C

NBS×NMS which
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can be formulated as follows

ODL−IAM
u (t) =

Hu(t)
‖IDL

u (t− 1)‖ (4.3)

From information theory point of view, this metric (which can be considered as the square root

of the instantaneous MIMO DL SINR) provides better feedback information compared to the

CCS case. Hence, the DL joint user scheduling and transmit SA selection can be improved;

as the DL interference-aware-metric can simply be used to obtain the SINR at the user side.

Alternatively, quantized SINR can be fed back via the direct feedback method, but this requires

transmission resources and longer time (potentially causing outdated feedback).

4.3.1 Interference estimation

From practical point of view, the CCI experienced by an entity can be estimated by allowing

the entity to sense the channel when no intended transmission is taking place. For instance, the

CCI sensing period can be set for an active MS to be between the end of the DL period and the

beginning of the switching time (DL to UL). Then, the MS can quantize the sensed CCI during

the switching time period. After that, a pilot weighted by the quantized CCI can be transmitted

during the subsequent UL period. Optimizing the duration and insertion of the CCI sensing

period and the quantization details of the sensed CCI are subject to future investigation.

4.3.2 Optimization methodology

The general approach used in this thesis to find the optimal solution is the brute-force search.

As in the example illustrated in Fig. 4.2, each BS equipped with 4 SAs will select 2 MSs each

equipped with 2 OAs to access its spatial resources. Clearly, each MS experiences independent

levels of intercell CCI, and is subject to independent channel conditions on the desired link.

For instance, the BS in cell 1 can schedule 2 users out of 3 possible candidates. For any active

user, a BS can assign 2 out of 4 SAs to establish communication links. Using combinatorial

basics, the BS has
(3
2

) (4
2

)
= 18 possible options to select antennas and user pairs in the given

example.

The procedure followed to extract the optimization metrics provided by IWCS pilots is illus-

trated in the example depicted in Fig. 4.3 which is based on the example of Fig. 4.2. Basically,
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Figure 4.2: Interference-limited multiuser MIMO system where each BS is equipped with 4
antennas, each MS is equipped with 2 antennas.
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Figure 4.3: Interference-limited virtual MU-MIMO matrix for the example illustrated in Fig.
4.2.
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each way in which the BS can distribute the 4 SAs among 2 out of 3 users forms a possible

solution. From Fig. 4.3, two arbitrary solutions are highlighted by shading them with squares

of different colors and different styles for the borderline. By considering the solution shaded

by blue squares of solid borderline, it can be seen that MS1 is allocated the first two SAs, while

MS3 is allocated the last two antennas. Clearly, it can be seen that each SA allocation forms a

(2 × 2) square matrix containing the coefficients of the optimization metric.

The next step is to obtain the eigenvalues of each square matrix via SVD. Afterwards, the eigen-

values of each group of selected users are summed. Finally, the summation of eigenvalues will

be used to find the optimum solution among all possible solutions according to the different

scheduling criteria. To examine all possible solutions, two approaches are considered: exhaus-

tive search (ES) and HA. The details of the two searching approaches are discussed later in this

chapter.

4.4 Link-protection-aware metric for uplink and downlink opti-

mization

The main purpose of this section is to propose a method to accommodate the IWCS pilots to

suit UL optimization. Since the amplitude of CCI experienced at the BS ‖IUL
j (t−1)‖ (referred

to as UL interference) where (j ∈ 1, ..., NBS) is different from the CCI experienced at the MS

‖IDL
u (t− 1)‖, the DL interference-aware-metric in (4.3) is not suitable for UL optimization. In

order to use the IWCS pilots for UL optimization, it is proposed that the BS weights each row of

the metric defined in (4.3) by the received interference at the associated SA ‖IUL
j (t−1)‖ at the

BS, which is assumed to be known at the BS side. Thus, the new optimization metric, referred

to as link-protection-aware-metric, OLPAM
u (t) ∈ C

NBS×NMS can be formulated as follows:

OLPAM
u (t) =

H(j)
u (t)

‖IDL
u (t− 1)‖‖IUL

j (t− 1)‖ (4.4)

where H(j)
u (t) is the jth vector in Hu(t).

Basically, this metric allows the BS to decide which subset of receiving antennas to use, and

which users can beneficially be grouped together. In particular, the BS can use this metric to

jointly select a subset of SAs experiencing favorable channel conditions and low intercell CCI

to receive from a subset of users causing low intercell CCI to the neighboring cells. Since
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the link-protection-aware-metric is inversely proportional to ‖IDL
u (t− 1)‖, a MS experiencing

low interference level has higher chances to be selected. Due to channel reciprocity, a user

that receives little interference from a set of users (in Tx mode) in a particular time slot only

causes little interference to the same set of users (now in Rx mode) at a different time slot.

Therefore, the link-protection-aware-metric decreases the probability of scheduling users that

are potential strong interferers. Consequently, this forms an inherent link-protection for the

already established links in the neighboring cells, which results in an enhancement in the overall

system performance. Similarly, this metric can be used for DL optimization to jointly select

a subset of users experiencing favorable channel conditions and low intercell CCI to receive

from a subset of SAs causing low intercell CCI to the neighboring cells. Note that the link-

protection-aware-metric is simultaneously used to optimize both UL and DL. Hence, the cross-

layer scheduling for UL has to be the same as for DL, which reduces the scheduling time.

According to the MIMO literature [26, 27] and as discussed in the previous chapter, if the

channel matrix Hu is known at the BS, then the instantaneous DL MIMO channel capacity of

user u using fixed transmit power Pt
NMS

per antenna can be expressed as the sum of capacities

of r SISO channels each weighted with power gain λui where (i ∈ 1...r), r is the rank of the

channel, and λui are the eigenvalues of HuHH
u . Assuming interference-limited system, the

instantaneous MIMO capacity of user u in (3.10) can be rewritten as follows:

Cu =
r∑

i=1

log2(1 +
Pt

NMS × ‖IDL
u ‖2

λui) (4.5)

By using the system model introduced above and (4.5), the primary objective is to find the

optimum way, according to the scheduling criterion in use, in which the BS distribute NBS

antennas among NBS
NMS

spatially separable users out of user population of size NU, where a

selected user communicates with exactly NMS SAs at the BS. For instance, in the case of

capacity-based scheduling criterion, the optimum solution maximizes the capacity of multiuser

MIMO channel at the expense of fairness.

The sample-space population (SP) (the size of the pool containing all possible solutions) of

such problem is formulated later in this chapter. Thus, the resulting optimization problem can

be written as follows:

Cmax = arg max
v∈SP

NBS
NMS∑
u=1

Cv
u (4.6)
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where SP is all possible choices of allocating the beams to the members of v, while v represents

a possible choice of grouping the scheduled users.

4.4.1 Summary of the optimization metrics

In DL simulations with interference awareness, three cases are compared according to the con-

sidered scheduling criteria. In the first case, the scheduler uses only perfect instantaneous mea-

surements of the MIMO multipath fading channel coefficients (ignoring the distance-dependent

link-gain). This optimization metric is fair by nature due to the uniform distribution of the users

and the i.i.d. distributed fading, and it is referred to as DL blind-metric ODL−BM
u (t). In the

second case, the scheduler uses instantaneous measurements of the distance-dependent link-

gain. In contrast, this metric is greedy by nature because it tends, in most of the cases, to

select those users which are closer to the BS, and it is referred to as DL link-gain-aware-metric

ODL−LGAM
u (t). These two metrics can be obtained by the conventional channel sounding pi-

lots and they provide the BS with no information about DL interference ‖IDL
u (t − 1)‖. The

third case is the DL interference-aware-metric ODL−IAM
u (t) defined in (4.3). This metric can

only be provided by the IWCS pilots or by explicit signalling.

In DL simulations with link-protection awareness, two cases are compared according to the

considered scheduling criteria (section IV summarizes them). Particularly, the DL interference-

aware-metric ODL−IAM
u (t) is compared against the link-protection-aware-metric OLPAM

u (t)

defined in (4.4). These two metrics can only be provided by the IWCS pilots or via explicit

signalling. Similarly, two cases are examined in UL simulations with link-protection awareness.

In the first case, the scheduler uses instantaneous measurements of the CSI of each spatial

stream (each row of Hu) divided by the interference level experienced by the associated SA

at the BS. This optimization metric, referred as UL interference-aware-metric, OUL−IAM
u (t) ∈

C
NBS×NMS can be written as follows:

OUL−IAM
u (t) =

H(j)
u (t)

‖IUL
j (t− 1)‖ (4.7)

where j is the SA index. It is important to mention that this metric can be obtained using UL

CCS pilots; since UL interference ‖IUL
j (t − 1)‖ is available at the BS side without feedback.

The second case is the link-protection-aware-metric defined in (4.4).
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4.4.2 Numerical example
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Figure 4.4: Example of interference-limited 2-cell scenario with which the basic working prin-
ciple of the link-protection-aware-metric is illustrated.

To show the link-protection feature of the new metric defined in (4.4), a simple example is

presented in Fig. 4.4. In this example, the arbitrary numbers quantifying the gain of each link

and the interference experienced by each entity are used to estimate the achievable capacity

using (4.5). It is assumed that cell 2 has an established DL transmission with MS3 and the

argument of the current achievable DL capacity is HMS3
IMS3

= 9
3 . Meanwhile, the BS in cell 1

attempts to select between MS1 and MS2 for UL transmission. If BS1 uses the UL interference-

aware-metric, MS1 is scheduled for UL; HMS1
IBS1

= 6
2 >

HMS2
IBS1

= 5
2 . Hence, the argument of the

achievable UL capacity is HMS1
IBS1

= 6
2 . As a result, it is assumed that the interference at MS3

increases to IMS3 = 4.5 due to the low shadowing conditions between MS3 and MS1. This

reduces the argument of the current achievable DL capacity in cell 2 to 9
4.5 . Thus, the arguments

of the achievable system capacity are 6
2 and 9

4.5 .

On the other hand, if BS1 uses the link-protection-aware-metric, MS2 is scheduled for UL;
HMS1

IMS1×IBS1
= 6

3×2 <
HMS2

IMS2×IBS1
= 5

0.5×2 . Hence, the argument of the achievable UL capacity is
HMS1
IBS1

= 5
2 . Consequently, the interference at MS3 does not change (due to the high shadowing
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between MS2 and MS3), and therefore, the arguments of the achievable cell capacity are5
2 and

9
3 for cell 1 and cell 2, respectively. As a summary, in the first case the sum of the arguments

of the cell capacity is 5 whereas in the second case the sum is 5.5. Clearly, it can be seen from

this example that the link-protection-aware-metric used in the second case improves the overall

spectral efficiency.

It is important to note that the usability of the optimization metrics enabled by the IWCS pilots

is not limited to this numerical example. Generally, The IWCS concept is applicable for any

closed-loop TDD propagation scenario where the performance is limited by the other-cell CCI.

4.5 Heuristic algorithms for computational complexity reduction

4.5.1 Introduction

In the results section, the first set of DL simulation results (Fig. 4.8 and Fig. 4.9) are obtained

using the ES approach, where the scheduler broadly searches over all possible solutions, which

is extremely costly from a practical standpoint. Therefore, in this section two heuristic algo-

rithms are proposed to reduce the involved complexity in obtaining the rest of the simulation

results.

4.5.2 Exhaustive search mathematical model

The complexity of exhaustive search approach for scheduling optimization of SDMA system

depends on the total number of users NU, the number of SAs at the BS NBS, and the number

of antennas at each MS NMS. The search burden for the scheduler is equivalent to the SP size.

Using combinatorial fundamentals, (4.8) and (4.9) can be obtained. It can be seen from (4.9)

that the multiuser diversity plays significant role when NU > NBS
NMS

; due the fact that not all

users can be scheduled.

If NU ≤ NBS
NMS

SP =
NBS!(

(NMS!)
NU (NBS −NUNMS)!

)
︸ ︷︷ ︸

SDMA DoF

; (4.8)
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if NU > NBS
NMS

SP =
NU!((

NBS
NMS

)
!
(
NU−NBS

NMS

)
!
)

︸ ︷︷ ︸
Multiuser DoF

NBS!

(NMS!)
(

NBS
NMS

)
︸ ︷︷ ︸
SDMA DoF

. (4.9)

It is important to mention that (4.8) and (4.9) are applicable only for scenarios in which NBS is

multiple of NMS. To gain insight into the influence of each dimension of the DoFs on the SP,

Fig. 4.5, Fig. 4.6(a), and Fig. 4.6(b) are obtained while setting NMS to 2. By comparing Fig.
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Figure 4.5: The search complexity versus the number of SAs at the BS and the number of users,
assuming 2 and 4 antennas at each MS

4.6(a) with Fig. 4.6(b), it can be seen that SP grows polynomially with the number of users,

and exponentially with the number of antennas at the BS [127]. Clearly, the ES approach is

computationally expensive for large number of users and antennas, which prevents finding the

optimum solution within reasonable time.

4.5.3 Proposed heuristic algorithms

In order to maintain practical optimization, two approaches are devised to significantly reduce

the computational complexity of finding a solution approaching the optimum solution. The

first is referred to as the interference-based user elimination approach while the second is AoA-

based sectorization approach. The former aims to reduce SP by suppressing those users exposed
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to an interference level greater than a predetermined interference threshold. The latter converts

the CoI optimization problem into smaller optimization problems, which can be optimized si-

multaneously. This can be done by sectorizing the cell based on the AoA of the uplink sounding

channel into several sectors. Then the antennas at the BS are distributed among these sectors

according to the user density of each sector. Therefore, by sectorizing the coverage space of the

CoI into multiple sectors, the original SP of the CoI will be reduced significantly into smaller

SPs of parallel per-sector optimization problems.

Numerical examples

To show the mechanism of the HA approach, let us consider a cell with 28 users, each equipped

with 4 antennas, and the BS equipped with 16 antennas. According to (4.9), the scheduler has to

broadly search through approximately 3.027×109 cases to find the optimum case. By applying

the interference based user elimination approach, let us assume that 8 users have been found to

be exposed to severe interference levels. Similarly, assume that the cell can be equally divided

into four sectors with the same user density. According to the proposed HAs, the original

optimization problem becomes four identical sector optimization problems. Hence, each sector

has 4 associated antennas at the BS, and 28−8
4 = 5 admissible users, each equipped with 4

antennas. Since only one user can be supported per sector, the scheduler has to search through

5 cases per sector, which can be done in parallel for all sectors.

To show the effect of the sectorization and the number of antennas at the MS, another example

is illustrated. In this example, a cell with 6 users, each equipped with 2 antennas, and the BS

equipped with 12 antennas, is considered. Following the same procedure as in the previous ex-

ample, assume that all users are admissible, and that the cell can be equally sectorized into only

2 sectors with the same user density. Thus, each sector has 6 associated antennas at the BS, and

3 users, each equipped with 2 antennas. According to (4.8), the original SP, that approximately

equals 3.992 × 107, will be converted into 2 identical sector optimization problems, each with

SP equals 120. It is worth noting in this example that the multiuser diversity has not been

exploited, and a simple sectorization has been applied. However, the scheduler search burden

is significantly reduced, and thus the practicability of the proposed interference-aware antenna

selection and scheduling algorithm is greatly enhanced.
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4.6 Scheduling criteria

Scheduling criteria can be generally classified into two groups: greedy and fair. In this thesis,

the considered optimization metrics are tested using three scheduling criteria. Specifically,

one greedy criterion, named maximum capacity (MC) [29, 128], and two fair criteria, named

proportional-fair (PF) [50, 129] and score-based (SB) [130] approach are considered.

4.6.1 Maximum capacity scheduling criterion

MC criteria always assigns the antennas to those users with the highest eigenvalue sum, hence, it

is efficient in terms of overall throughput but may look oppressive for low SINR users, typically

located far from the BS (cell-edge users).

The achievable capacity according to MC scheduling criterion can be formulated as follows:

CMC = arg max
v⊂SP

{Cv} (4.10)

Where CMC is the achievable capacity using MC criterion, Cv is the instantaneous capacity of

the vth option.

4.6.2 Proportional fair scheduling criterion

PF criterion seeks to assign the antennas to those users with highest eigenvalue sum relative

to their current mean eigenvalue sum, which makes PF scheduler realize a reasonable trade-off

between throughput efficiency and fairness.

The achievable capacity according to PF scheduling criterion can be formulated as follows:

CPF = arg max
v⊂SP

{
Cv

Cv

}
(4.11)

Where CPF is the achievable capacity using PF criterion, Cv and Cv are the instantaneous and

average capacity of the vth option, respectively.
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4.6.3 Score-based scheduling criterion

SB scheduler assigns the antennas to those users with the best scores. In the SB scheduling

case, the score corresponds to the rank of the current eigenvalue sum among the past values

observed over a window of a particular size [130].

The achievable capacity according to SB scheduling criterion can be formulated as follows:

CSB = arg min
v⊂SP

{Sv} (4.12)

WhereCSB is the achievable capacity using SB criterion, and Sv is the rank of the instantaneous

capacity of the vth option among the past values observed over a window in time of size W.

The motivation behind selecting the SB scheduling criterion is because it offers a reasonable

trade-off between efficiency and fairness. This feature is also customizable by changing the

window size W. More specifically, setting the window size equal to 1 makes the SB criterion

similar to MC criterion in terms of efficiency. Having large size for the window makes the SB

criterion approaches the PF criterion in terms of fairness.

Due to the large size of the SP and the inherent integer nature of the rank in the SB criterion,

several solutions can score the best rank (the first position). Therefore, out of those solutions

satisfying the best rank condition, only one solution should be selected. In order to find a

unique solution, MC criterion is chosen to be applied on the subset of solutions satisfying the

best rank condition. More specifically, whenever the SB criterion is used in this research, the

MC criterion is applied on those solutions with the first rank to select single solution. For

example, consider a scenario where the SP size is 60, and assume that the current capacity

values of 3 solutions are in the first position. Hence, according to the SB policy 3 solutions

are qualified. Assume that the current capacity values for these solutions are 4, 7, 9 bps/HZ.

By applying the MC policy on this subset of solutions, the one achieves 9 bps/Hz is selected.

Throughout this thesis, wherever the SB criterion is mentioned, it means that a hybrid version

of both SB and MC criteria is applied. Due to the inherent greediness of MC criterion, the

hybrid version of the SB policy tends to show greedy behavior. This greedy behavior increases

as the SP size is increased while keeping the window size W constant, as will be shown in the

simulation results of the fairness assessment.
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4.6.4 Fairness of scheduling criteria

Fairness is an important consideration in most of performance studies associated with resources

sharing. In multiuser scheduling literature, typical indices of fairness such as variance, coef-

ficient of variation (CoV), max-min ratio, and Jains fairness index [131], are used to compare

the fairness of the considered scheduling criteria. According to [131], it has been shown that

variance can not provide properties such as metric independence and boundedness (the index

should be bounded). The max-min ratio also is unable to provide continuity, which says the

index should be continuous. The difference between CoV and Jains fairness index is that the

amount of CoV is between 0 and infinity while the amount of Jains fairness index is between

0 and 1. In this thesis, the CoV of the served user distance is used for a comparison. CoV is

defined as the ratio of the standard deviation to a mean [132, 133], where a low CoV indicates

a better fairness performance. Let dserved be a random variable represents the served user dis-

tance with mean value μserved and standard deviation σserved . Then the CoV fairness index

considered in this thesis can be formulated as follows:

CoV(d served) =
σserved

μserved
(4.13)
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4.7 Simulation results and discussion

In this section, the performance of the different optimization metrics is assessed using the cu-

mulative distribution function (cdf) of per-user capacity and cell capacity for both UL and DL.

The per-user capacity, in the simulations of this work, is the 2 × 2 spatial multiplexing MIMO

capacity which can be calculated using (4.5). The cell capacity is the sum capacity of the group

of scheduled users. In order to shed some light on fairness of the considered optimization met-

rics, the cdf of the scheduled (served) user distance to the BS is obtained for all considered

scheduling criteria. Finally, the relationship between the scheduling criteria and the considered

optimization metrics is explored by examining the CoV of the served user distance formulated

in 4.13.

A two-tier cellular platform consisting of hexagonal cells is used in the simulation. In each cell,

the BS and MSs are equipped with (6 or 8) and 2 antennas, respectively. Using the parameters

given in Table 4.1, the 19-cell cellular TDD system with uniform user distribution, as shown

in Fig. 4.7, is simulated via Monte Carlo method. The channel matrix of uth user Hu is a

zero-mean i.i.d. complex Gaussian random matrix. The system level performance evaluation

is based on both central cell and wrap-around techniques. The DL and UL performances are

Figure 4.7: Interference-limited multiuser MIMO system implementing orthogonal space divi-
sion multiple access

analyzed for asynchronous cells, where the two possible link-directions (UL or DL) occur with
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equal probability and independently from each other. All entities (BSs and MSs) in the system

use fixed transmit power of 30 dBm.

Channel propagation
environment Suburban micro cell [72]
BS-to-BS distance 300-500 m
Number of interfering tiers 2
Pilot Tx power 30 dBm
Number of users 300-1000
Carrier frequency 2 GHz
Minimum distance between
MS and BS 35 m
Number of antennas at BS 6-8
Number of antennas at MS 2
log-normal shadowing
variance, σ2

S 8 dB
Correlation distance
of shadowing 50 m (as in UMTS 30.03)
Path loss model (dB) 31.5 + 35 log 10(d) [72]

Table 4.1: Simulation parameters

In the wrap-around technique, the multicell layout is folded such that cells on the right side of

the network are connected with cells on the left side and, similarly, cells in the upper part of the

network get connected to cells in the lower part. The created area may be seen as borderless,

but with a finite surface, and it may be visualized as a torus. The wrap-around technique is

suitable for both downlink and uplink simulations. One of the main advantages of wrap-around

technique is that the decision taken by a scheduler in a particular cell influences the scheduling

behavior in the adjacent cells. Such an observation cannot be collected using the central cell

technique. Another advantage compared to the central cell technique is that simulation data can

be collected from all cells, which may reduce the required simulation time to collect sufficient

statistics.
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4.7.1 Downlink performance with interference awareness

The results in this subsection are only obtained for the CoI (central cell simulation technique)

via ES approach. In order to avoid huge SP size, the BS is assumed to be equipped with 6 SAs,

hence only 3 users are scheduled over the same time-frequency resource. The results in Fig.
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Figure 4.8: Downlink performance comparison among the DL interference-aware and both
blind and link-gain-aware metrics using ES approach

4.8(a) show that the cell throughput can be significantly enhanced if knowledge of interference

is taken into account in the antenna selection and MIMO user scheduling process. For example

it can be seen from Fig. 4.8(a), for the MC criterion (unmarked curves), that the median of
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the DL capacity using the DL interference-aware-metric is 10 bps/Hz while it is 7.5 and 4

bps/Hz for the link-gain-aware-metric and the blind-metric, respectively. As expected from

the greedy characteristics of the link-gain-aware-metric, it can be seen that it outperforms the

blind-metric. The greediness of these metrics will be further discussed later when discussing

fairness. Similarly, the per-user capacity in the case of the DL interference-aware-metric is

substantially improved for all scheduling criteria. From Fig. 4.8(b), for the SB criterion (circle-

marked curves), it can be seen that the median of the per-user capacity resulting from the DL

interference-aware-metric is 2 bps/Hz while it is 1 and 0.5 bps/Hz for link-gain-aware-metric

and the blind-metric, respectively. A summary of the downlink performance with interference

awareness using MC, SB, and PF criteria can be found in Table 4.2, Table 4.3, and Table 4.4,

respectively.

Optimization metric Blind Link-gain-aware Interference-aware
Median of per-user capacity 0.7 2.5 2.8
The 10th percentile of per-user capacity 0.1 0.35 0.6
Median of cell capacity 4 7.5 10
The 10th percentile of cell capacity 0.5 1.8 2.3

Table 4.2: Summary of the downlink performance with interference awareness using MC cri-
terion [bps/Hz]

Optimization metric Blind Link-gain-aware Interference-aware
Median of per-user capacity 0.5 1 2
The 10th percentile of per-user capacity 0.15 0.2 0.3
Median of cell capacity 3.5 4.9 7.5
The 10th percentile of cell capacity 0.8 1 2

Table 4.3: Summary of the downlink performance with interference awareness using SB crite-
rion [bps/Hz]

Optimization metric Blind Link-gain-aware Interference-aware
Median of per-user capacity 0.45 0.8 1
The 10th percentile of per-user capacity 0.1 0.11 0.12
Median of cell capacity 4.2 5 6.5
The 10th percentile of cell capacity 0.85 1 1.95

Table 4.4: Summary of the downlink performance with interference awareness using PF crite-
rion [bps/Hz]

The results in Fig. 4.9 are obtained for the case of cell radius of 300 m. It is shown that both
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DL interference-aware-metric and link-gain-aware-metric prioritize the users closer to the BS

when MC criterion is used. For instance, Fig. 4.9, for the MC criterion (unmarked curves),

shows that the median of the served user distance to the BS of the DL interference-aware-

metric and the link-gain-aware-metric are 160 m and 140 m, respectively, while it is 190 m for

the blind-metric case. Alternatively, when the PF criterion (diamond-marked curves) is used

the DL interference-aware-metric shows high level of fairness (its median is 220 m) compared

to both blind-metric (its median is 175 m) and link-gain-aware-metric (its median is 210 m).
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Figure 4.9: Fairness comparison among the three considered scheduling criteria in terms of
the distance between the BS and the scheduled user.

It is worth noting that the distance associated with the blind-metric is slightly affected by using

the SB and the PF criteria. This is expected due to the inherent fairness of this metric which is

a consequence of the i.i.d. distributed feature of small-scale fading and the random distribution

of the users.
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4.7.2 Heuristic algorithms performance

In order to address the efficiency of the HAs, a DL study case has been simulated under the

following assumptions: 8 SAs at the BS, 2 antennas at each MS, fixed sectorization is used

to equally divide the cell into two sectors, only the best 8 users in terms of the experienced

intercell CCI are considered in each cell, and MC is the scheduling criterion. It has been found

using simulations that the SP has been reduced from 176400 to 80 on average (depending on the

user density per sector). This is achieved at the cost that the median of the achievable capacity

using DL interference-aware-metric through the HA approach converges to approximately 90%

of the median of the optimum capacity under the ES approach, as seen in Fig. 4.10.
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Figure 4.10: Throughput comparison among the considered metrics in the previous section for
the MC criterion via both ES and HA approaches

Since the ES approach is computationally too expensive, simulation results for larger SP sizes

cannot be obtained within reasonable time. Therefore, all the subsequent results are obtained

via the HA approach due to its practicability demonstrated in Fig. 4.10. Furthermore, in order

to increase the spatial SDMA DoF, the BS is assumed to be equipped with 8 SAs, hence 4 users

are scheduled.

4.7.3 Uplink performance with link-protection awareness

From Fig. 4.11(a), for the MC criterion (square-marked curves), it can be seen that the UL

median cell capacity using the link-protection-aware-metric is 27 bps/Hz which corresponds
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to an enhancement of 12.5% of the UL median cell capacity using the UL interference-aware-

metric (24 bps/Hz).
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Figure 4.11: Uplink performance comparison between the UL interference-aware-metric and
the link-protection-aware-metric

This gain can be attributed to the available knowledge at the scheduler about the users poten-

tially causing high interference to the already established links in the neighboring cells. Hence,

the link-protection-aware-metric enables the scheduler to select a group of users experienc-

ing favorable shadowing conditions on the links that contribute to interference, i.e., this effec-
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tively results in interference mitigation. The previous observation can be affirmed by noting

that the results of the per-user capacity of the link-protection-aware-metric, which outperforms

the UL interference-aware-metric for all scheduling criteria considered. For instance, from

Fig. 4.11(b), for the SB criterion (circle-marked curves), it can be seen that the median of

the per-user capacity resulting from the link-protection-aware-metric is 2.9 bps/Hz while it is

2.5 bps/Hz for the UL interference-aware-metric. However, the PF criterion (triangle-marked

curves) does not provide a noticeable improvement due to the inherent fair nature which does

not prevent strong interferers from being scheduled.

A summary of the uplink performance with link-protection awareness using MC, SB, and PF

criteria can be found in Table 4.5, Table 4.6, and Table 4.7, respectively.

Optimization metric Interference-aware Link-protection-aware
Median of per-user capacity 5.7 6.2
The 10th percentile of per-user capacity 2 2.1
Median of cell capacity 24 26
The 10th percentile of cell capacity 14.5 16

Table 4.5: Summary of the uplink performance with link-protection awareness using MC crite-
rion [bps/Hz]

Optimization metric Interference-aware Link-protection-aware
Median of per-user capacity 2.5 3
The 10th percentile of per-user capacity 0.18 0.21
Median of cell capacity 12.9 14.3
The 10th percentile of cell capacity 4.9 5.6

Table 4.6: Summary of the uplink performance with link-protection awareness using SB crite-
rion [bps/Hz]

Optimization metric Interference-aware Link-protection-aware
Median of per-user capacity 0.5 0.8
The 10th percentile of per-user capacity 0.05 0.05
Median of cell capacity 5 5
The 10th percentile of cell capacity 1 1

Table 4.7: Summary of the uplink performance with link-protection awareness using PF crite-
rion [bps/Hz]
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4.7.4 Downlink performance with link-protection awareness

The same analysis carried out in the previous subsection discussing the UL performance is

applied for the DL case. From Fig. 4.12(a), for the MC criterion (square-marked curves), it can

be seen that the median of the DL capacity using the link-protection-aware-metric is 19 bps/Hz

while it is 15 bps/Hz for the DL interference-aware-metric. Similarly, the per-user capacity

in the case of the link-protection-aware-metric is improved for all scheduling criteria. From

Fig. 4.12(b), for the SB criterion (circle-marked curves), it can be seen that the median of the

per-user capacity resulting from the link-protection-aware-metric is 3.5 bps/Hz while it is 1.9

bps/Hz for the DL interference-aware-metric.

Irrespective of the nature of the employed scheduling criterion, the results show that the gain in

the UL case is lower compared to the DL. This is due to the fact that the detrimental effect of

line-of-sight conditions among BSs degrades the link-protection selectivity in UL. Moreover,

in SDMA a user located in a cell causes interference to all beams (and groups of antennas

correspondingly) other than the served one. Given that all antenna groups at the BS site are in

close proximity, the large-scale fading (log-normal shadowing) on the interference links can,

thus, be considered the same. Therefore, the variations among the interference links depend

only on the small-scale fading.

On the other hand, the greedy nature of the hybrid SB criterion, explained in section 4.6, allows

for the multiuser diversity, offered by the high user density, to be effectively exploited in DL.

Furthermore, due to the relatively high variance of the statistics of DL interference, a marginal

improvement is achieved using the PF criterion, as it can be seen in Fig. 4.12. However, this

gain can only be seen at the high percentiles due to the fair nature of the PF criterion (triangle-

marked curves).

A summary of the downlink performance with link-protection awareness using MC, SB, and

PF criteria can be found in Table 4.8, Table 4.9, and Table 4.10, respectively.
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Figure 4.12: Downlink performance comparison between the DL interference-aware-metric
and the link-protection-aware-metric.
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Optimization metric Interference-aware Link-protection-aware
Median of per-user capacity 3.6 4.5
The 10th percentile of per-user capacity 0.6 0.8
Median of cell capacity 16 19
The 10th percentile of cell capacity 7 9

Table 4.8: Summary of the downlink performance with link-protection awareness using MC
criterion [bps/Hz]

Optimization metric Interference-aware Link-protection-aware
Median of per-user capacity 1.8 3.3
The 10th percentile of per-user capacity 0.1 0.5
Median of cell capacity 8 16
The 10th percentile of cell capacity 2 6

Table 4.9: Summary of the downlink performance with link-protection awareness using SB cri-
terion [bps/Hz]

Optimization metric Interference-aware Link-protection-aware
Median of per-user capacity 0.15 0.15
The 10th percentile of per-user capacity 0.05 0.05
Median of cell capacity 3.5 3.5
The 10th percentile of cell capacity 0.5 0.5

Table 4.10: Summary of the downlink performance with link-protection awareness using PF
criterion [bps/Hz]
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4.7.5 Fairness assessment for uplink and downlink

The fairness performance of the optimization metrics for all scheduling criterion considered are

evaluated by the CoV of the served user distance. Particularly, both Fig. 4.13 and Fig. 4.14

depict the CoV of the served user distance versus the user density per cell for both UL and DL,

respectively. For each user density 3 groups of bars are obtained according to MC, PF, and SB

scheduling criteria, respectively. Each group of bars is composed of 4 bars, which represent the

CoV values of the 4 optimization metrics. Both Fig. 4.13 and Fig. 4.14 show that the blind-
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Figure 4.13: Downlink comparison of the CoV fairness index of the served user distance
among all metrics for MC, PF, and SB scheduling criteria

metric always has low CoV values (the 1st of each group of bars), while link-gain-aware-metric

always has high CoV values (the 2nd of each group of bars) regardless the scheduling criterion

in use.

On the one hand, it can be seen from both Fig. 4.13 and Fig. 4.14 that using both link-

gain-aware-metric and UL/DL interference-aware-metrics (the 3rd and 4th of each group of

bars) results in a better fairness performance compared to link-gain-aware-metric case for all
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considered scheduling criteria. On the other hand, their CoV values are higher than those

associated with the blind-metric for MC and SB scheduling policies. Meanwhile, their fairness

indices are lower compared to the blind-metric case when PF criterion is used. According to
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Figure 4.14: Uplink comparison of the CoV fairness index of the served user distance among
all metrics for MC, PF, and SB scheduling criteria

[130], it was demonstrated that the PF criterion is fair and indeed opportunistic in the ideal

case, however, it becomes unfair and unable to fully exploit multiuser diversity in the realistic

cases with asymmetric fading statistics and data rate constraints. From the results presented

in Fig. 4.13 and Fig. 4.14, such behavior can be observed. In particular, it can be noticed

that by increasing the active user density, the PF criterion tends to show higher greediness

compared to both MC and SB criteria when the link-gain-aware-metric is used. This behavior

can be attributed to the fact that the link-gain-aware-metric accounts for the distance-dependent

fading component of the channel, hence, the supported transmission rate of users far from the

BS is generally less than that of close users. Therefore, it can be concluded that for high user

density, the PF criterion favors close users and therefore tends to show high greediness when

the optimization metric accounts for the distance-dependent fading component as in the case of
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the link-gain-aware-metric.

In summary, it can be concluded from both Fig. 4.13 and Fig. 4.14 that when MC and SB

criteria are used with the link-protection-aware-metric and UL/DL interference-aware-metric

(the IWCS-enabled metrics), a slight degradation in the fairness performance is noted compared

to the blind-metric case only. For the case of PF scheduling policy, using the IWCS-enabled

metrics results in an enhanced fairness performance compared to all CCS-enabled metrics.

4.8 Summary

This chapter briefly discussed the signal model of CCS transmission. Then, the details of the

new IWCS-specific modification proposed to be applied on UL CCS was presented (the first

major contribution of this thesis). In particular, the novel interference-weighting method en-

ables UL CCS pilots to convey an implicit knowledge of the experienced intercell CCI at the

user side to the BS along with CSI. Afterwards, the channel diagonalization-based optimization

methodology employing the interference-aware-metric provided by IWCS pilots was discussed.

Also, In order to extend the usability of IWCS mechanism to UL optimization, a novel proce-

dure was presented in which the IWCS estimated metrics are further divided by the level of

the intercell CCI experienced by each SA at the BS. The resultant metric adds a link-protection

awareness to the BS so the probability of selecting users causing harmful intercell CCI towards

already exiting links in adjacent cells is reduced.

In order to prepare the reader to the comparative analysis results, a summary of all optimization

metrics, enabled by both CCS and IWCS, was presented. Furthermore, the involved computa-

tional complexity with such optimization problem was mathematically modeled and two HAs

are proposed to reduce it at the cost of negligible loss in overall performance. Additionally, the

considered scheduling criteria were reviewed.

Furthermore, this chapter demonstrated that interference-limited SDMA systems with implicit

signalling of intercell CCI at both transmit and receive entities, enabled by IWCS, can achieve

higher throughput than SDMA systems utilizing CCS pilots. It was shown that a gain at the

10th percentile cell capacity of 150% and 35% has been achieved compared to both blind-

metric and link-gain-aware-metric, respectively, for the case of DL interference-aware-metric

under maximum capacity criterion. Under score-based criterion, it is shown that using the link-

protection-aware-metric maintains a gain at the 10th percentile user capacity of 230% and 15%
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compared to both downlink and uplink interference-aware-metric, respectively. Furthermore,

for the case of maximum capacity, it has been found that the respective gains are 30% and 15%,

respectively. However, marginal capacity gains have been obtained for the proportional fair

policy which ensures fairness at the expense of throughput efficiency.

Also this chapter highlighted that utilizing the proposed HA significantly reduces the computa-

tional complexity to approximately 0.05% of the complexity of the ES approach. This reduction

in complexity is achieved at the cost of 8% loss at the 10th percentile cell capacity.

Moreover, the impact of the link-protection-aware-metric and the downlink interference-aware-

metric on the fairness of the scheduling criteria has been investigated. The simulation results

have shown that the behavior of the scheduling criteria are not affected. On the one hand, using

the IWCS enabled optimization metrics results in an enhanced system performance in terms

of system throughput at the cost of a slight degradation in the fairness performance compared

to the blind-metric for MC and SP criteria. On the other hand, a better fairness performance

compared to all CCS enabled optimization metrics is exhibited when PF policy is used.

Finally, note that the study of this chapter is carried out using system level analysis focused

on multiuser and spatial diversity techniques for closed-loop SDMA without considering the

frequency domain DoF, i.e. the diversity offered by the orthogonality of the OFDM subcarriers.

Considered as the second major contribution of this thesis, the next chapter will conduct a com-

parative study between conventional OFDM and a novel OFDM-based modulation technique

that exploits the orthogonality of the OFDM subcarriers in a totally radical fashion. Unlike the

system level analysis used in this chapter, the next chapter will use link level analysis focused

on open-loop single user SISO OFDM. Integrating the analysis of both chapters has not been

considered in this thesis and is subject to future work.
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Chapter 5
Subcarrier-index modulation OFDM

5.1 Introduction

Generally, OFDM is a method for dividing wideband channel into independent narrowband

sub-channels. Then, the sub-channels (subcarriers) are used in parallel to form what so called

multicarrier communication, see Fig. 5.1. Multicarrier communication is not a new transmis-

Sub-channel

Frequency

M
ag

ni
tu

de

SubcarrierWideband channel

Figure 5.1: Basic concept of OFDM

sion method. Most of the fundamental work was done in the 1960s. OFDM is a special case

of multicarrier schemes which was firstly patented at Bell Labs in 1966 [134]. Initially only

analogue design was proposed, using banks of sinusoidal signal modulators and demodulators

(synthesizers) to process the signal for the parallel sub-channels as depicted in Fig. 5.2.

By proposing the discrete Fourier transform (DFT) in 1971 [135] and the fast Fourier transform
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Figure 5.2: OFDM using synthesizers

(FFT) in 1980 [136], OFDM implementation become more cost-effective and less complex.

Recent standardization bodies have rekindled interest in OFDM [80, 83, 137], especially now

FFTmapping De-
mapping

wireless
channelIFFT

Bit
Input

Bit
Output

Figure 5.3: OFDM using FFT

that better signal processing techniques make it more practical. For example, OFDM has been

adopted in several wireless standards such as WIMAX and LTE [19]. OFDM is closely related

to plain FDM. It is well known that the key drawback of traditional FDM is that the guard bands

waste bandwidth and thus reduce spectral efficiency. In contrast, OFDM selects channel that

overlap but do not interfere with each other. Overlapping subcarriers are allowed because the

subcarriers are designed so that they are easily distinguished from one another at the receiver

side. The ability to separate the subcarrier hinges on a complex mathematical relationship

called orthogonality.

OFDM differs from other state-of-the-art encoding techniques such as code division multi-

plexing (CDM) in its approach. CDM uses complex mathematical transforms to put multiple

transmissions onto a single carrier; OFDM encodes a single transmission into multiple subcar-

riers. The mathematics underlying the code division in CDM is far more complicated than that

governing OFDM [84]. When compared with the single carrier modulation techniques, OFDM

is known to possess the features of high spectral efficiency and robustness against channel

impairments such as impulse noise, ISI, and multipath fading [80]. In summary, OFDM is

a multicarrier modulation method in which a number of orthogonal subcarriers is transmitted
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simultaneously [80].

In conventional OFDM systems, modulation techniques such as BPSK and M-QAM map a

fixed number of information bits into signal constellation symbol [87, 138]. Each signal con-

stellation symbol represents a point in the 2-D baseband signal space [86]. The ever-increasing

demand for increased data transmissions has driven several technologies that exploit new de-

grees of freedom such as the position of a transmit antenna in order to enhance the spectral

efficiency [75, 76].

As outlined in the introduction of this thesis, the work in this chapter exploits the orthogonality

of the subcarriers in a radically new way in order to add a new dimension to the complex 2-D

signal plan, which is referred to as subcarrier-index dimension. The proposed SIM transmission

technique employs the subcarrier-index to convey information in an OOK fashion.

5.2 Conventional OFDM signal model

This section begins with a qualitative outline to the basis of OFDM transmission. As mentioned

above, OFDM system can be efficiently implemented in discrete time using inverse fast Fourier

transform (IFFT) to act as a modulator and FFT to act as a demodulator [135].

Let [B0, B1, ..., BNFFT−1] denote data symbols corresponding to the NFFT sub-channels in the

OFDM system, where Bi = si(t) for i ∈ 0, ..., NFFT. IFFT as a linear transformation maps

complex data symbols [B0, B1, ..., BNFFT−1] to OFDM symbols [b0, b1, ..., bNFFT−1] such that

bk =
NFFT−1∑

n=0

Bne
j2πn k

NFFT (5.1)

The linear mapping can be represented in a matrix form as:

b̄ = W · B̄ (5.2)
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where

W =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 ... 1 1

1 W ... WNFFT−1

1 W 2 ... W 2(NFFT−1)

. . . .

1 WN−1 ... WNFFT(NFFT−1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.3)

and

W = e
j 2π

NFFT (5.4)

where j =
√

1 and W is a symmetric and orthogonal matrix. After the IFFT, a cyclic prefix

of length kcp is added to each OFDM symbol block. The value of kcp × Ts is assumed to be

equal to or greater than the maximum delay spread of the multipath channel, where Ts is the

sampling duration. The output of this block is fed into a digital-to-analogue (D/A) converter at

the rate of fs and low-pass filtered. A basic representation of the equivalent complex baseband

transmitted signal is

x(t) =
NFFT−1∑

n=0

{Bne
j2π n

NFFT
fst} for − kcp

fs
< t <

NFFT

fs
(5.5)

The transmitted OFDM signal x(t) including the windowing effect is given by

x(t) =
∞∑

l=−∞

NFFT∑
k=−kcp

NFFT−1∑
n=0

{Bn,le
j2π n

NFFT
k}w(t− k

fs
− lT ) (5.6)

Bn,l represents the nth data symbol transmitted during the lth OFDM symbol, T = (NFFT +

k cp)/fs is the OFDM block duration and w(t) is the window or the pulse shaping function.

The received signal for time-varying random channel is

r(t) =
∫ ∞

0
x(t− τ)h(t, τ)dτ + n(t) (5.7)

where n(t) is AWGN with a diagonal covariance matrix of E(nnH) = σ2I where the noise

components in the different sub-channels are uncorrelated. The received signal is sampled at

t = k
fS

for k = −kcp, ..., NFFT − 1. With no inter-symbol interference, the output of the FFT

block at the receiver is

B̃m =
1

NFFT

NFFT−1∑
k=0

rke
−j2πm k

2NFFT (5.8)
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where

rk =
NFFT−1∑

n=0

HnBne
j2π n

2NFFT
k + n(k) (5.9)

Hn is a complex number and is the frequency response of the time-variant channel h(t− τ) at

frequency n/T . So,

B̃m =

⎧⎨
⎩ HnBn +N(n), n = m

N(n), n �= m
(5.10)

Fig. 5.4 shows the typical setup of a OFDM system with digital processing techniques using

FFT and IFFT transformation blocks which generates the orthogonal sub-channels.

Figure 5.4: Conventional OFDM multicarrier transmission system
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5.3 Subcarrier-index modulation OFDM

The main concept of SIM OFDM is explained using the system depicted in Fig. 5.5. Accord-

ing to the basic OFDM system illustrated in Fig. 5.5(a), an arbitrary binary bit-stream B of

length (NFFT × log2(M)) bits is transmitted using all NFFT subcarriers, where NFFT and M

represent the FFT size and the signal constellation size, respectively. In the example, a square

4-QAM technique is used, NFFT = 16, and the block size is 32. Please note that all the avail-

able subcarriers are active and the indices of the modulated subcarriers are labeled using italic

numbers in Fig. 5.5(a).

Unlike traditional OFDM depicted in Fig. 5.5(a), the SIM OFDM technique splits the serial

bit-stream B into two bit-substreams of the same length as in this example. As depicted in Fig.

5.5(b), the first bit-substream BOOK is on the right side of the splitting point while the second

bit-substream BQAM is on the left side. In general, the number of bits in the first bit-substream

BOOK is equal to the FFT size. Also, it is assumed that all subcarriers are dedicated for data

transmission. Compared to the conventional OFDM system in Fig. 5.5(a), SIM OFDM has an

additional module named subcarrier-index modulator.

The functionality of this module can be summarized in two main functions. Firstly, based on

the bit-value of each bit in , the subcarrier-index modulator forms two subsets from BOOK

(ones and zeroes). By comparing the cardinality of these subsets, the type of the majority bit-

value can be determined. For instance, consider the case in Fig. 5.5(b) where BOOK is in the

following form (1111010101101001). In this example, the subcarrier-index modulator logically

forms two subsets namely B0
OOK and B1

OOK. The subset of the zero bit-values B0
OOK will be in

the form (000000) and according to the location of each zero withinBOOK, the associated set of

indices will be {5,7,9,12,14,15}. Similarly, the subset B1
OOK will be in the form (1111111111),

while the associated set of indices will be {1,2,3,4,6,8,10,11,13,16}. Since the the size ofB1
OOK

is greater than the size of B0
OOK, the majority bit value is 1 for this example.

Secondly, the location of each bit in BOOK is associated with the index of each subcarrier.

Then, the group of subcarriers associated with the subset of the majority bit-value (ones in this

example) are selected to be modulated by the second bit-substream BQAM while the remain-

ing subcarriers are turned-off (suppressed before the signal modulation). In other words, the

bit-substream BOOK is used in an OOK fashion to activate those subcarriers whose indices

correspond to the majority bit-value. The type of the majority bit-value (one or zero) can be
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Figure 5.5: OFDM sytem with the following parameters: FFT size: 16 subcarriers, modula-
tion type: 4QAM (each subcarrier is loaded by 2 bits), and symbol transmit power:
1 W
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estimated using the Hamming weight of BOOK (the Hamming weight of a binary bit stream is

the number of ones). The number of bits of the majority bit-value Nmaj can be formulated as

follows:

Nmaj = max{NBOOK
ones , (NFFT −NBOOK

ones )} (5.11)

where NBOOK
ones is Hamming weight of BOOK. Clearly, if NBOOK

ones ≥ NFFT/2 then ones are

majority, otherwise zeroes are majority. In the serial-to-parallel (S/P) module, the bit-substream

BQAM is multiplexed to modulate the activate subcarriers whose indices are labeled using italic

magnified-numbers in Fig. 5.5(b).

5.3.1 Majority bit-value signalling

As in the example illustrated in Fig. 5.5, the size of BQAM is equal to NFFT/2 < Nmaj, hence,

the number of excess subcarriers can be formulated as follows:

Nex = Nmaj − NFFT

2
(5.12)

In this example, Nex = 2 subcarriers are used as control subcarriers to explicitly signal the type

of the majority bit-value to the receiver, see Fig. 5.5(b). This approach is followed throughout

this work to signal the type of the majority bit-value in order to de-map BOOK at the receiver

side. A flowchart illustration of this algorithm is depicted in Fig. 5.6. According to Fig. 5.6,

the bit-value of the majority bit-value is equal to one when Nex = 0. Therefore, no signalling

is needed since this case is assumed to be predefined in the system. Alternatively, signalling the

type of the majority bit-value can be avoided, and all excess subcarriers can be used for data

transmission which results in better spectral efficiency. In order to estimate the status of each

received subcarrier, a coherent OOK detector is used at the receiver side [86]. However, the

receiver can only detect the combination of Nmaj active subcarriers and NFFT −Nmaj inactive

subcarriers. Afterwards, the receiver uses the two possibilities of the majority bit-value (1 or 0)

to construct two possible hypotheses of BOOK. Then, each of the two hypotheses is attached

to the estimated BQAM to form two different versions of the original bit-stream B. Finally, the

version with less errors is selected.
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Figure 5.6: Exemplary algorithm for the majority bit-value signalling

5.3.2 Power allocation policies

There are two possible policies to deal with the power originally allocated to the inactive sub-

carriers, namely the power reallocation policy (PRP) and the power saving policy (PSP). In

PRP, the power originally allocated to the inactive subcarriers is equally redistributed among

the active ones. Thus, the power allocated to each active subcarrier is increased compared to

conventional OFDM. This results in a better BER performance as will be shown later in the

results section.

On the one hand, the average SNR of an active subcarrier, assuming unity channel gain, under

PRP γPRP
sc can be written as follows:

γPRP
sc = 10 log10

(
PTx

E[Nmaj]

)
− 10 log10(nsc), dB (5.13)

where PTx is the total transmit power allocated to the OFDM symbol, E[Nmaj] is the average

number of majority bit-value, and nsc is the per-subcarrier average AWGN. It is important to

note that for an uncoded bits-stream, i.e. a sequence of independent bits, the number of the

majority bits is binomially distributed random variable, and E[Nmaj] ≈ NFFT
2 for the case of
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Figure 5.7: Comparison of the Euclidean distance of conventional OFDM against SIM OFDM
for different power allocation policies

equiprobable bits. As it can be seen from the example in Fig. 5.5, the power of each active

subcarrier is increased by 1
10 − 1

16 = 3
80 W. Moreover, a gain of 4 bits per OFDM symbols

(Nex = 2 multiplied by log2(M = 4) = 2) can be achieved according to the example. This

gain in the symbol throughput is further discussed in section 5.3.3. It is important to remember

that, in this work, the excess subcarriers are used to explicitly signal the bit-value of the majority

bits to the receiver.

On the other hand, PSP completely suppresses the power originally allocated to the inactive

subcarriers, which results in a better power efficiency. Hence, the average SNR of an active

subcarrier under PSP γPSP
sc can be written as follows:

γPSP
sc = 10 log10

(
PTx

NFFT

)
− 10 log10(nsc), dB (5.14)

Assuming that Nex = 0, Fig. 5.7 shows the influence of both PRP and PSP on the Euclidian

distance compared to the case when conventional OFDM is used.

In Fig. 5.7 dPSP
QAM, d

PSP
OOK, d

PRP
QAM, d

PRP
OOK and dOFDM

QAM denote the Euclidean distance between two

adjacent symbols of the following: SIM OFDM QAM with PSP, SIM OFDM OOK with PSP,
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SIM OFDM QAM with PRP, SIM OFDM OOK with PRP, and conventional OFDM QAM,

respectively.

5.3.3 Spectral efficiency

Assuming all active subcarriers are used for data transmission, the error-free spectral efficiency

of SIM OFDM and conventional OFDM can be formulated as follows, respectively:

T SIMOFDM = 1 +
E[Nmaj]
NFFT

log2(M) [bps/Hz] (5.15)

TOFDM = log2(M) [bps/Hz] (5.16)

As for the case of uncoded data with 4-QAM, E[Nmaj] is approximately equal to NFFT
2 for

equiprobable bits (as highlighted in section 5.3.2). Consequently, TSIMOFDM ≈ TOFDM since

1+ E[Nmaj]
NFFT

log2(M) ≈ log2(M) whenM = 4. Therefore, a marginal improvement in the spec-

tral efficiency over 4-QAM conventional OFDM is anticipated. However, the average Nmaj can

be increased by manipulating the bit probabilities, which is subject to future investigation. Fig.
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Figure 5.8: Average spectral efficiency of both SIM OFDM and OFDM for different constella-
tion size, and different bit probability within a finite codeword. Pr(1): probability
of the logical bit-value one within a finite codeword.

5.8 has been obtained using (5.15) to provide insight about the influence of the bit probability

on the average spectral efficiency using SIM OFDM technique for higher modulation orders.
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This motivates the importance of studying the effect of adding an interleaver and/or channel

coder before the subcarrier-index modulator which has not been considered in this thesis.

5.4 Generalization of SIM

From a generalization point of view, using OOK to map the first bit-substream [139] can be

considered as a spacial case of using two different constellation sizes (i.e. high-order QAM and

low-order QAM) for modulation. In this generic case, the original bit-stream is divided into

three portions: a first bit-substream, a second bit-substream, and a third bit-substream as in Fig.

5.9. Then, the subcarrier-index modulator encodes the first bit-substream by associating each
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Figure 5.9: Generic implementation of SIM OFDM where two different modulation types are
used instead of OOK modulation.

indexed subcarrier with the index of each bit in the first bit-substream. Afterwards, two subsets

of bit-values (ones and zeros) are identified within the first bit-substream. The next step is to

select two different modulation alphabets MH and ML (i.e. 4-QAM and BPSK) to be assigned

to the first and the second subsets of the first bit-substream. For spectrally-efficient implemen-

tation, the majority subset of the first bit-substream is allocated the high-order modulation (e.g.
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4-QAM), while the minority subset is allocated the low-order modulation (e.g. BPSK). Finally,

the second bit-substream is mapped by modulating the subcarriers belonging to the majority

subset according to the constellation size of MH, and the third bit-substream is mapped by

modulating the subcarriers belonging to the minority subset according to the constellation size

of ML. Fig. 5.9 illustrates an example on SIM using two different modulation instead of OOK

modulation.

While the above implementation of the subcarrier-index have been carried out for the frequency

domain, the underlaying concept can easily be generalized towards other dimensions such as

time, space, or even combination of them. Accordingly, the generic version of the subcarrier-

index modulation can be referred to as the domain-specific resource-index modulation. For in-

stance, the index-modulation concept can be referred to as time-slot-index modulation (TSIM)

in the time domain. Similarly, for the spatial domain case, it can be referred to as antenna-index

modulation (AIM). Therefore, different domain resources may be used in addition to or as an

alternative to the frequency domain resource. The next subsections provide examples about

extending the generalized concept of SIM into different domains.
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5.4.1 Time domain scenario: TSIM scheme

In the time domain, a transmission frame is subdivided into smaller time units of equivalent

(however, not necessarily) length (time-slots). The time-slot can be indexed to be associated

with the first portion of the bit-stream. Then, the time-slots are assigned different modulation

types to encode the second and the third portions. Fig. 5.10 illustrates a simple example where

the first portion, consisting of the information bits (110110), is only associated with the indices

of the time-slots. Not that in this example the index-modulation concept is not utilized in the

frequency domain, hence, at any time-slot all subcarriers use the same constellation size, i.e.

MH is used for all subcarriers at the second time-slot.

Time domain

8

F4

F3

F2

F1

T6 T1T2T5 T4 T3

Fr
eq

ue
nc

y
do

m
ai

n

MH : ML :

Figure 5.10: An example on TSIM scheme where the first bit-substream (110110) is only
mapped into the time domain
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5.4.2 Spatial domain scenario: AIM scheme

In the spatial domain, in spatial multiplexing MIMO systems with independent spatial streams,

multiple antenna locations can be indexed to be associated with the information bits of the first

bit-substream. Alternatively, in smart antenna based MIMO systems such as grid-of-beams

(GoB), multiple beams can be indexed and used to convey information as depicted in Fig. 5.11.

According to the example in Fig. 5.11, the first portion, consisting of the information bits

(0011), is associated with the indices of four beams. The first two beams transmit the second

bit-substream using ML, while the MH is used by the last two beams to transmit the third

bit-substream.

#4

#3

#2

#1

MH : ML :

Relay station

Base station

Figure 5.11: An example on AIM scheme where the first bit-substream (1100) is mapped into
the spatial domain (grid-of-beams).

5.4.3 Combined domains scenario: SIM/TSIM schemes

Finally, it is possible to simultaneously apply the index-modulation concept to two or more

domains. For example, consider a scenario of 4 subcarriers associated with the binary word

(1110) and 4 time-slots associated with the binary word (0110). For the frequency domain two

groups of modulation levels, each of size 2, are formed GL, and GH. In the example illustrated
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in Fig. 5.12, the members of each modulation group are defined as follows: GL : {ML ≡
off, MH ≡ 8-QAM}, and GH : {ML ≡ BPSK, MH ≡ 4-QAM}. Now, the binary word 1110

can be mapped to the frequency domain as follows: (GH GH GH GL). Similarly, the binary

1  F4

1  F3

1  F2

0  F1

T1 T2 T3 T4

0 1 1 0

8-QAMoff off8-QAM

4-QAMBPSK BPSK4-QAM

Mapping key : in frequency domain:   1 : GH , 0 : GL ,  in time domain:   1 : MH , 0 : ML

4-QAMBPSK BPSK4-QAM

4-QAMBPSK BPSK4-QAM

Figure 5.12: An example on a combination of SIM and TSIM schemes where the index-
modulation concept is applied to both frequency and time domains.

word 0110 can be mapped to the time domain as follows: (ML MH MH ML). The resultant

mapping of the time-frequency block (chunk) can be found in the Fig. 5.12.

5.5 Analytical BER calculation for SIM OFDM

The computation of the analytical bit error performance of SIM OFDM involves analyzing two

consecutive estimation processes. The first process is to estimate the status of allNFFT subcar-

riers (active or inactive) in order to estimate the first bit-substream BOOK using coherent OOK

detector. The second estimation process is related to the conventional OFDM-based system,

which transmits the second bit-substream BQAM using M-ary amplitude/phase modulation (M-

APM) symbols only using the active subcarriers. As explained in 5.3.2, the power allocation

policy has an impact on the average SNR of each active subcarrier. In what follows, BOOK and

BQAM are assumed to be of equal lengths, and the excess subcarriers (if any) are used to signal

the bit-value of the majority bit-value as highlighted earlier. In this work, the excess subcarriers

are not used for data transmission in order to maintain the same OFDM symbol throughput
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compared to conventional OFDM which makes the BER comparison fair.

Throughout the computations, the two estimation processes are assumed to be independent to

simplify the calculations. The considered APM for the second process is a square 4-QAM.

The bit-stream B is correctly estimated if and only if both estimation processes are correct.

Let A1 and A2 represent the first and the second estimation processes, respectively. Since

BOOK and BQAM are of equal length, the respective probabilities are P (A1) = P (A2) = 1
2 .

Now, let Psc(E) be the error probability for A1 (the subcarrier activity) and Pq(E) be the error

probability for A2 (the 4-QAM symbol recovery) at the receiver side. The overall probability

Pe(E) can be formulated using the law of total probability as follows:

Pe(E) = Pe(E | A1)P (A1) + Pe(E | A2)P (A2)

=
1
2
Psc(E) +

1
2
Pq(E) (5.17)

In what follows, the error probability of each estimation process is considered separately using

both PRP and PSP.

5.5.1 Analytical BER of estimating BOOK (Psc)

The estimation process of the subcarrier activity using coherent OOK detector (A1) is similar

to M-ary ASK (M-ASK) detection [86]. For the binary case (on or off) the symbol error ratio

(SER) expression over a Rayleigh fading channel can be written as follows [140]:

Ps =
1
2

(
1 −

√
γs

1 + γs

)
(5.18)

where γs � α2 Es
Nsc

o
denotes the average SNR per symbol, and α, Es, and N sc

o are the amplitude

of fading coefficient, the average symbol energy, and the average symbol noise power, respec-

tively. Es can be calculated by dividing the total transmit power allocated to the OFDM symbol

PTx by the number of the subcarriers associated with the OOK estimation process. The power

reallocation policy results in having Es unchanged. Particularly, this is because all the subcar-

riers are associated with the OOK estimation process, and PTx is still the same compared to the

case where all subcarriers are active. In other words, the effective average SNR during the OOK

detection using PRP γOOK−PRP
s is equal to γs. Meanwhile, the power saving policy suppresses

the power originally allocated to the (NFFT −Nmaj) inactive subcarriers. By defining ε as the
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ratio of the active subcarriers Nmaj

NFFT
, the used OFDM symbol power is ε × PTx. Also, note

that the OOK estimation process considers both active and inactive subcarriers. Therefore, the

average symbol energy is ε×Es. Hence, the effective average SNR during the OOK detection

using PSP γOOK−PSP
s is equal to ε×γs. Note that for binary ASK, the BER Pb and SER Ps are

equal [86], hence, two versions of Psc can be formulated for both PRP and PSP, respectively.

PPRP
sc =

1
2

(
1 −

√
γs

1 + γs

)
(5.19)

PPSP
sc =

1
2

(
1 −

√
ε× γs

1 + ε× γs

)
(5.20)

By letting φPRP
s =

√
γs

1+γs
and φPSP

s =
√

ε×γs
1+ε×γs

(5.19) and (5.20) can be simplified to (5.21)

and (5.22), respectively, as follows:

PPRP
sc =

1 − φPRP
s

2
(5.21)

PPSP
sc =

1 − φPSP
s

2
(5.22)

5.5.2 Analytical BER of estimating BQAM (Pq)

According to [140], SER expression for M-ary QAM over a Rayleigh fading channel is:

Ps = 2
(√

M−1√
M

)(
1 −

√
1.5γs

M−1+1.5γs

)
−

(√
M−1√

M

)2
(5.23)

×
[
1 −

√
1.5γs

M−1+1.5γs

(
4
π tan−1

√
M−1+1.5γs

1.5γs

)]

Note that γs � γ log2(M), where γ denotes the average SNR per bit. Also, note that for

uncoded data the average BER can be approximated as Pb = Ps
log2 M [140], which becomes

Pb = Ps
2 for M = 4. Hence, Pq for square 4-QAM can be written as follows:

Pq = −1
8
− 1

2

√
γs

2 + γs

+
1
2π

√
γs

2 + γs

tan−1

√
2 + γs

γs

(5.24)
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which can be simplified to

Pq = −1
8
− θs

2
+
θs

2π
tan−1

(
1
θs

)
(5.25)

where θs =
√

γs
2+γs

. The impact of both PRP and PSP on Es can be analyzed in the same way

as in 5.5.1. Since 0.5 ≤ ε ≤ 1, using PSP enhances the average symbol energy which is equal to
Es
ε . This is due to the fact that the 4-QAM estimator considers only the active subcarrier, where

PTx is equally redistributed among them at the transmitter. Therefore, the effective average

SNR during the 4-QAM detection using PRP γQAM−PRP
s is equal to γs

ε .

For the power saving policy, ε×PTx is redistributed among the active subcarriers, which leaves

Es unchanged compared to the case when all the subcarriers are active. Hence, the effective

average SNR during the 4-QAM detection using PSP γQAM−PSP
s is equal to γs. The influence

of both PRP and PSP on Es can be inferred from the variation in the Euclidean distance as

depicted in Fig. 5.7. The two versions of Pq associated with PRP and PSP can be written as

follows, respectively:

PPRP
q = −1

8
− 1

2

√
γs

2ε+ γs

+
1
2π

√
γs

2ε+ γs

tan−1

√
2ε+ γs

γs

(5.26)

PPSP
q = −1

8
− 1

2

√
γs

2 + γs

+
1
2π

√
γs

2 + γs

tan−1

√
2 + γs

γs

(5.27)

By letting θPRP
s =

√
γs

2ε+γs
and θPSP

s =
√

γs
2+γs

, (5.26) and (5.27) can be simplified to (5.28)

and (5.29), respectively, as follows:

PPRP
q = −1

8
− θPRP

s

2
+
θPRP
s

2π
tan−1

(
1

θPRP
s

)
(5.28)

PPSP
q = −1

8
− θPSP

s

2
+
θPSP
s

2π
tan−1

(
1

θPSP
s

)
(5.29)
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5.5.3 Analytical BER of estimating B (Pe)

By substituting (5.21), (5.22), (5.28), and (5.29) into (5.17), the overall bit error probability

using both PRP and PSP can be formulated as in (5.30) and (5.31), respectively.

PPRP
e =

1
2

[
1 − φPRP

s

2

]
+

1
2

[
−1

8
− θPRP

s

2
+
θPRP
s

2π
tan−1

(
1

θPRP
s

)]
(5.30)

PPSP
e =

1
2

[
1 − φPSP

s

2

]
+

1
2

[
−1

8
− θPSP

s

2
+
θPSP
s

2π
tan−1

(
1

θPSP
s

)]
(5.31)

5.6 Simulation results and discussion

In the simulation, a single cell scenario with 500 m radius is assumed and the users are uni-

formly distributed in the cell. Table 5.1. shows the system parameters considered for the

simulation.

Parameters Values
Carrier frequency 5 GHz
System Bandwidth 100 MHz
Sampling Interval 10 ns
FFT length 1024
Constellation size 4
Speed 60 km/h

Table 5.1: Simulation parameters

5.6.1 Link level simulation model

The distance dependent path loss model is described in (5.32)

g = A+ 10μ log10(d/d0) + ξ, (5.32)

where A = 20 log10(4πd0/λ) with d0=100 m, and λ is the wavelength. The quantity μ is the

pathloss exponent. The log-normally distributed random variable ξ models shadowing effects

and with a standard deviation of 8 dB.

The multipath frequency-selective time-varying channel is modeled using the deterministic
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channel model or Monte Carlo model approach described in [96, 97]. According to [96], the

scattering components are assumed to be laying in confocal elliptical scattering zones where

the transmitter and receiver at the common focal points. Each elliptical zone represents the set

of paths for which distance between the transmitter and receiver remains same i.e., all the waves

have the same propagation delay time. Every elliptical scattering zone undergoes a propagation

delay τ	 = τ0 + �Δτ, � = 0, 1, ..., L − 1, where τ0 is the propagation delay of the LOS

component, Δτ defines the difference in path delays between adjacent elliptical zones and L

defines the number of multipath components.

The multipath channel at time t is modelled as a finite impulse response (FIR) filter with tap de-

lay equal to Δτ and the tap coefficients given by h(t, τ) = [h(t, τ0) h(t, τ1) . . . h(t, τL−1)].

The received signal y(t) is the convolution of transmitted time-domain OFDM signal x(t) and

the time-variant multipath channel h(t, τ) and is given as

y(t) = x(t) ∗ h(t, τ) =
L−1∑
	=0

x(t− τ	) × h(t, τ	) (5.33)

where y(t) is the received signal at time t, x(t− τ	) is the OFDM signal transmitted at t− τ	

and h(t, τ	) is the channel coefficient corresponding to the �th path at time t.

The frequency-selective time-variant multipath channel h(t, τ) with a discrete multipath chan-

nel power delay profile (PDP) ρ[�] given in Table 5.2 is simulated.

Path index Propagation delay Path power
� τ	 (ns) ρ[�]
1 0 1.0
2 50 0.6095
3 100 0.4945
4 150 0.3940
5 200 0.2371
6 250 0.1900
7 300 0.1159
8 350 0.0699
9 400 0.0462

Table 5.2: Multipath channel power delay profile
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The simulated channel can be mathematically modeled as follows [97].

h(t, τ) =
1√
Nh

L∑
	=1

ρ[�]︸︷︷︸
PDP

Nh∑
m=1

[
cos(2πf	,mt+ θ	,m) + j sin(2πf	,mt+ θ	,m)

]
︸ ︷︷ ︸

Dopplerweighted signal

× δ(τ − τ	)︸ ︷︷ ︸
path delay

(5.34)

where fd,max is the maximum Doppler frequency, f	,m = fd,maxsin(2πu	,m) is the discrete

Doppler frequency, θ = 2πu�,m is the discrete Doppler phase, u�,m is an independent and

uniform distributed random variable in the range [0,1] for all � and m, Nh is the number of

harmonic functions, and L is the number of the multipath channel taps.

A sample realization of the simulated channel is presented in Fig. 5.13. The channel is assumed

to be slow time-varying such that it is assumed to be constant for one OFDM symbol duration.

Figure 5.13: Sample of channel realization for 500 OFDM symbols.
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5.6.2 Uncoded data with power reallocation policy

Compared to conventional OFDM, Fig. 5.14 shows that using SIM OFDM approximately

results in a SNR gain of 26-22=4 dB for a BER of 10−3. Also, it can be noticed that this gain

is almost the same with increasing SNR. The reasons are twofold: First, the increment in the

activated subcarrier power, quantified in (5.13), improves the detection quality of the signal

constellation symbols. Second, the inherent high error rate performance of the coherent OOK

detector, used to estimate the subcarrier activity, enhances the overall BER performance.
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Figure 5.14: Comparison of bit error ratio between SIM OFDM and OFDM for uncoded data
under power reallocation policy

5.6.3 Uncoded data with power saving policy

In contrast to conventional OFDM, a SNR gain of approximately 26-25=1 dB is achieved using

SIM OFDM for a BER of 10−3, see Fig. 5.15. Since the power originally allocated to the

inactive subcarriers is totally suppressed, there is no increment in the activated subcarrier SNR

as illustrated in (5.14). Hence, this marginal gain can be attributed to the inherent good BER

performance of the coherent OOK detector used to estimate the first bit-substream. Most impor-

tantly, however, there is a 3-dB enhancement in the power efficiency compared to conventional

OFDM since only half transmit power is used.
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Figure 5.15: Comparison of bit error ratio between SIM OFDM and OFDM for uncoded data
under power saving policy

5.6.4 Coded data with power reallocation policy

Fig. 5.16 shows the results for coded data using a convolutional encoder with 3
4 coding rate

where the constraint length vector is [1 2 3] and the code-generator matrix is [1 1 1 1; 0 3 1 2; 0 2 5 5].

Channel coding and interleaving are applied to each OFDM symbol. Channel coding is applied

to the bits before splitting the incoming bit-stream into two bit-substreams. The bits received

after OFDM demodulation and detection are block de-interleaved and then decoded using hard

Viterbi decoder. For sake of brevity, the details of channel coding and decoding techniques are

not considered in this thesis. The interested reader can refer to [93, 141] for detailed description.

By comparing the BER of SIM OFDM against conventional OFDM, it can be seen that the

SNR gain is about 36-32=4 dB for a BER of 10−6 and it slightly decreases with increasing

SNR. Note that this gain is similar to the gain achieved in the uncoded case. This observation

affirms the results obtained in Fig. 5.14, while the significant enhancement in the BER curves

compared to the uncoded data case is solely due to the channel coding gain.
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Figure 5.16: Comparison of bit error ratio between SIM OFDM and OFDM for coded data

5.7 Summary

In this chapter the key advantages of SIM OFDM were presented and can be summarized as

follows:

• Exploit a new dimension for information transmission.

• Per subcarrier allocated transmit power increases when PRP is used, which results in

improved error rate performance compared to conventional OFDM.

• PSP makes SIM OFDM a potential candidate for power efficient systems and green radio

applications.

• Reduction in the inter-subcarrier-interference and more robustness in frequency selective

fading channels Note that this feature is subject to future assessment since ideal synchro-

nization is assumed throughout this work.

• Extra-subcarriers provide potential gain in the spectral efficiency.

• Simple subcarrier status detection using existing technology (coherent OOK detection).

• According to the second algorithm for detecting the type of the majority bit-value,which

subject to further study in the future, additional overhead can be completely avoided.
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Furthermore, an analytical model of BER of SIM OFDM was derived in this chapter. Also, a

generalization of the SIM concept was presented with aid of examples which demonstrated the

simplicity of extending the SIM concept to other dimensions such as time, and space. Finally,

this chapter demonstrated via simulations that SIM OFDM always increases system reliability

and/or spectral efficiency. However, power efficiency can be traded of against BER perfor-

mance compared to conventional OFDM. In all the results presented in this chapter, it was

clearly shown that both analytical and simulation results match closely. However, since the

current analytical BER assumes that the two consecutive estimation process of SIM OFDM are

independent and does not consider the error probability of estimating the type of the majority

bit-value, a mismatch in the results can be noticed at the low SNR regime.
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Chapter 6
Conclusions and future developments

6.1 Conclusions

In chapter 4, it has been shown that interference-limited systems with implicit signalling of the

interference at both transmit and receive entities, enabled by the interference-weighted channel

sounding, can achieve higher throughput than systems which utilize the conventional channel

sounding pilots.

Compared to both blind-metric and link-gain-aware-metric, simulations results show that a gain

at the 10th percentile cell capacity of 150% and 35%, respectively, has been achieved when

downlink interference-aware-metric is used with maximum capacity criterion. By considering

the score-based policy, simulations show that using the link-protection-aware-metric results in

a gain at the 10th percentile user capacity of 230% and 15% compared to both downlink and

uplink interference-aware-metric, respectively. Moreover, for the case of maximum capacity,

it has been found that the respective gains are 30% and 15%, respectively. However, marginal

capacity gains have been obtained for the proportional fair policy which ensures fairness at the

expense of throughput efficiency.

Utilizing the proposed heuristic algorithm significantly reduces the computational complexity

to approximately 0.05% of the complexity of the exhaustive search approach. This reduction in

complexity is achieved at the cost of 8% loss at the 10th percentile cell capacity.

Furthermore, the impact of the link-protection-aware-metric and the downlink interference-
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aware-metric on the fairness of the scheduling criteria has been investigated. The simulation

results have shown that the behavior of the scheduling criteria are not affected. On the one

hand, using the IWCS enabled optimization metrics results in an enhanced system performance

in terms of system throughput at the cost of a slight degradation in the fairness performance

compared to the blind-metric for MC and SP criteria. On the other hand, a better fairness

performance compared to all CCS enabled optimization metrics is exhibited when PF policy is

used.

In the context of research aimed at finding new degrees of freedom for better spectral efficiency

such as spatial modulation (SM), and space shift keying (SSK) [75, 78], and in order to meet the

continuous demand for increased data rates, an efficient OFDM-based modulation technique is

developed in this thesis, specifically in chapter 5, and can be considered as the second major

contribution of this thesis.

The underlying idea of SM was a main source of inspiration for the thesis to exploit the subcar-

rier orthogonality of SU-SISO OFDM wireless systems in an innovative fashion to add a new

dimension to the complex 2-D signal plan. The resultant new dimension devised in this thesis

is referred to as subcarrier-index dimension.

A novel spectral efficient multi-carrier modulation scheme has been developed to utilize the

subcarrier-index dimension. The new SIM scheme maps a stream of bits into the indices of the

available subcarriers in an on-off keying fashion. In this context, the subcarrier-index modulator

activates a subset of subcarriers whose indices are associated with those bits of the majority bit-

value to guarantee no degradation in the throughput compared to 4-QAM OFDM. Moreover,

the subcarrier-index detection involves negligible complexity at the receiver.

In order to support the simulation results, a closed form expression of the error probability of

SIM OFDM using different power allocation policies is derived. The analytical and simulation

results of the error probability match closely for different power allocation policies. Further-

more, simulation results show error probability performance gain of 4 dB over 4-QAM OFDM

systems for both coded and uncoded data without power saving policy. Alternatively, power

saving policy maintains an average gain of 1 dB while only using half OFDM symbol transmit

power.

Two algorithms are proposed to detect the type of the majority bit-value at the receiver. The

first detection algorithm relies on explicit signalling where the excess-subcarriers are used to
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convey this control information. The second detection algorithm can be classified as a non-

coherent detection approach since signalling is no longer required. The details of the second

algorithm are subject to further study. SIM OFDM always increases system reliability and/or

spectral efficiency, but power efficiency can be traded of against BER performance compared

to pure OFDM.

One of the powerful features of the SIM concept is its extendability to other dimensions such

as time and space. This feature makes the generalized version of SIM, referred to as domain-

specific resource-index modulation, a promising technique to enhance throughput and/or power

efficiency.

6.2 Limitations and future work

Throughout this thesis a perfect channel estimation is assumed. Therefore, investigating the

effect of realistic channel estimation on the system performance merits more work to be con-

ducted in the future.

Also, A full buffer scenario has been used by the system level simulator. However, In real

MU-MIMO scenarios, different Internet-based services are expected in future wireless com-

munication applications. Hence, a realistic traffic model has to be integrated with the simu-

lator. Consequently, different traffic models have to be investigated in order to assess their

compatibility with the considered optimization problem.

Furthermore, after implementing an appropriate traffic model, the fairness measurements can

be extended to use different fairness analysis approaches such as the Jain’s fairness index [131,

142].

Moreover, since a hybridization of OFDMA/SDMA is envisaged for LTE-advanced systems,

involving the frequency domain diversity techniques will be a very relevant topic to study in

such optimization problem. However, the involved computational complicity will increase

rapidly. Therefore, further complexity reduction algorithms could be investigated.

The analytical model derived in Chapter 5 assumed that SIM OFDM detection consist of two in-

dependent estimation processes. However, this is not generally correct. For instance, erroneous

detection of the subcarrier activity results in estimation errors in the second estimation process

(e.g. 4-QAM detection). Therefore, by considering that the two estimation processes are de-
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pendent, the derivation of the analytical BER performance will be more correct. Consequently,

the gap between the analytical and simulation results in the low SNR regime is expected to be

diminished significantly.

In the future, one of the main goals is to study the influence of different interleaving and/or

channel coding methods on the distribution of the excess-subcarriers, and to investigate the

involved trade-off between spectral efficiency and BER performance. Also, since only hard

decoding is considered in this work, the performance of the proposed SIM OFDM technique

with soft decoder is subject to future investigation.

In an attempt to further exploit the gain in the subcarrier SNR, future research directions will

involve adaptive power/modulation techniques as potential candidates to be integrated with the

SIM concept.

Note that the study associated with IWCS concept was carried out using system level analysis

and focused on multiuser and spatial diversity techniques for closed-loop SDMA without con-

sidering the frequency domain DoF. In contrast, the comparative study between conventional

OFDM and SIM OFDM used link level analysis and focused on open-loop single user SISO

OFDM without considering the DoFs of the study associated with the IWCS concept. Hence,

both of the studies were conducted separately from each other. Therefore, an interesting fu-

ture direction of this work could be the integration of both concepts within the framework of

cross-layer optimization in wireless networks.

A possible framework that combines both concepts can be a smart antenna-aided multicarrier

transmission system where the available DoFs (space, frequency, and multiuser) can be jointly

optimized. In such system, the generalized form of the SIM concept can be implemented on a

per-link basis.
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Appendix A
Channel estimation example:

MIMO-OFDM scenario

The channel frequency response (CFR) at the receiver can be estimated by training sequence

based method, also known as pilot aided channel estimation (PACE). Training based methods

use pilot signals in specific sub-channels to estimate the channel and interpolate the values to

the remaining sub-channels. The disadvantage of this method is that it consumes fixed amount

of bandwidth for channel estimation. But offers the advantage of decoupling data detection

and channel estimation, thereby reducing the receiver complexity [88]. A simple extension of

channel estimation techniques used in SISO OFDM system to MIMO OFDM system is not

favorable, since the received signal is a sum of signals from multiple transmit antennas and

the pilot signals from the transmit antennas need to be perfectly de-correlated to estimate the

multiple channels between transmit and receive arrays. In order to achieve this, one pilot-

subcarrier is allocated to only one antenna at a time. This approach has certain drawbacks such

as high PAPR and reduced pilot sub-channels for each antenna. Fig. A.1 and Fig. A.2 show

the MIMO OFDM setup with pilot based channel estimation at both transmitter and receiver.

The system has NFFT sub-channels, NT transmit and NR receive antennas. The total number

of pilot and data sub-channels areNP and NFFT−NP respectively. In the simple least squares

channel estimation, the pilot sub-channels are uniformly distributed among the NT transmit

antennas allowing NP /NT pilot sub-channels per transmit antenna. Let us assume that there

are NP pilot sub-channels and NT transmit antennas. In this method, the total number of the

pilot sub-channels should be a multiple of NT ; to allow a uniform distribution among the NT
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Figure A.1: Example on MIMO-OFDM transmitter using PACE for channel estimation
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transmit antennas. Hence, the pilot sub-channels are divided into NT groups. The pilot sub-

channel arrangement is such that only one transmit antenna uses that sub-channel and no pilot

signal is transmitted in the same sub-channel by other antennas. LetKκ where κ = 1, 2, . . . NT

be the set of pilot sub-channels used by κth transmit antenna to transmit pilot tones.

Kκ =
NFFT

NP
(mNT + 0.5) + κ− 2 (A.1)

m = 0, 1, . . . NP/NT − 1; κ = 1, 2, . . . NT

In frequency-selective channels, the pilot tones are equi-spaced on the FFT grid as in (A.1). In

the sub-channels kκ ∈ Kκ each receive antenna receives pilot signal only from the κth transmit

antenna and no signal from the other transmit antennas. For example, let NFFT = 64, NP =

16, and, NT = 4, which means each antenna has 4 pilot sub-channels. Using (A.1), the first

antenna will transmit its pilots on those subcarriers with indices 1, 21, 33, and 49, while the

second antenna transmits on 2, 22, 34, and 50. Accordingly, the same goes for the rest of an-

tennas.

The receive antenna ν estimates the channel transfer function in the pilot sub-channels corre-

sponding to each transmit antenna.

Ĥν,κ =
Yν(kκ)
X(kκ)

= Hν,κ(kκ) +
Iν(kκ) + nν(kκ)

X(kκ)
(A.2)

kκ ∈ Kκ; κ = 1, 2, . . . NT ; ν = 1, 2, . . . NR (A.3)

where Yν(kκ) is the received signal at the νth receive antenna in the pilot sub-channel kκ,

X(kκ) is the known transmit pilot signal at the sub-channel kκ from the κth transmit antenna,

Hν,κ(kκ) is the channel transfer function (CTF) between κth transmit and νth receive antenna

at the kth
κ sub-channel, Iν(kκ) and nν(kκ) are the interference and noise component at the νth

receive antenna in the kth
κ sub-channel.
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Abstract—In closed-loop future time division duplex (TDD)
wireless systems, where channel reciprocity is maintained, uplink
(UL) channel sounding method is considered as one of the most
promising feedback methods due to its bandwidth and delay
efficiency. However, in TDD interference-limited systems, conven-
tional channel sounding pilots only provide instantaneous channel
state information at the transmitter (CSIT), but knowledge about
the level of the interference at the receiver cannot be obtained.
Therefore, a scheduler cannot optimally exploit the available
degree of freedom (DoF) in order to maximize the system capacity
(e.g. the downlink (DL) sum capacity). In this paper, a novel
interference feedback scheme is proposed to provide the base
station (BS) with implicit knowledge about the interference level
received by each mobile station (MS). It is proposed to weight
the uplink channel sounding pilots by the level of the received
interference at each MS. The weighted uplink channel sounding
pilots act as a bandwidth-efficient and delay-efficient means for
providing the BS with both, CSIT and the level of interference
received by each active user. The performance of a system using
weighted sounding pilots is compared against a system using non-
weighted sounding pilots for both greedy (maximum capacity) as
well as fair scheduling criteria such as proportional fair and
score based scheduling policies. It is shown that the throughput
is increased while fairness is not compromised.

I. INTRODUCTION

Multiple input multiple output (MIMO) communication is
widely acknowledged as the key technology for achieving high
data rates in future wireless systems (e.g. the evolved universal
terrestrial radio access (EUTRA) study item launched in the
3rd generation partnership project (3GPP) long term evolution
(LTE) concept [1], [2]). The availability of CSIT by the BS
is a key enabler in multiuser communications to optimally
incorporate elements from various spatial technologies such as
adaptive beamforming, antenna selection, spatial multiplexing,
and spatial division multiple access (SDMA) in order to in-
crease the overall system capacity. For instance, in 3GPP LTE
framework, link performance can be improved by adapting the
characteristics of the transmitted MIMO signal to the current
channel conditions [3]–[5]. Such techniques are sometimes
referred to as closed-loop transmission methods.

According to the 3GPP Release 8 specification documents
[1], the BS is equipped with a number of smart antennas
(effective antennas) which is greater than the number of the
antennas at the MS. If this is combined with the adaptive
directionality feature of the antennas at the BS adopted in
the 3GPP LTE framework, a group of users can be dynam-
ically scheduled to receive simultaneously on a particular
time-frequency resource over different spatial channels (in
SDMA fashion) [6], [7]. In other words, a directional antenna
assignment based on the channel quality of the different
spatial channels can be performed leading to MIMO channel-
dependent scheduling. While initial interest was focused on

single-user links, more recently there have been a number of
investigations in multiuser MIMO communication [7], [8].

In general, there are two methods for providing a BS
with instantaneous knowledge of the fading channel condi-
tions between the BS and MS [4], [9]. The first method is
called direct feedback and involves the MS measuring the
DL channel and transmitting a feedback message to the BS
over the uplink, e.g. short-term signal-to-interference-plus-
noise-ratio (SINR) reports. In addition, this feedback message
must contain enough information to enable the BS to perform
the closed-loop transmission on the DL (e.g., a quantized
channel response). In systems where the BSs are equipped
with large number of transmit antennas, the amount of feed-
back information needed to accurately specify the DL channel
response of all possible spatial channels can be significant.
The second method is called channel sounding and involves
the BS estimating the DL channel based on channel response
estimates obtained from reference signals (pilots) received
from the MS during UL transmission. The key assumption
behind channel sounding is that the UL and DL channels are
reciprocal, which is reasonable to assume in TDD systems.

In a cellular environment, especially with frequency reuse
of one, there will often be co-channel interference (CCI)
from other cells, which becomes the dominating channel
impairment. Hence, knowledge of the CSIT at the BS is only
incomplete information in such interference-limited environ-
ments. Therefore, considering only the uplink CSIT at the BS
as the selection metric of the antenna subsets for multiuser
scenarios will be sub-optimal due to the fact that each user is
exposed to different interference levels. Thus, by providing an
implicit knowledge of the interference level for each user at the
BS, the antenna selection process can be made more efficient.
Therefore, the envisaged scheduler jointly assigns the optimum
subset of antennas dependant on channel fading conditions
and schedules the optimum group of users dependant on the
received interference level.

In a TDD system, there are several convincing reasons
for applying channel sounding rather than direct feedback.
Firstly, in direct feedback, the air interface must enable the
MS to estimate the channel between its antennas and, for
instance, eight transmit antennas at the BS. Such estimation
imposes a heavy processing load on a MS in a direct feedback
scheme, while in a channel sounding scheme it takes place at
the BS side [10]. Secondly, direct feedback schemes tend to
have much higher latency between the time of the channel
estimation and the time of the subsequent DL transmission.
This difference in latency can have serious consequences
on the performance of closed-loop transmission schemes in
mobile channels. But, the direct feedback channel can also be
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used to send a low rate quantized information about the SINR
at the MS to the BS. Such feature is generally not available in
channel sounding. Due to the superiority of channel sounding
in terms of overhead, complexity, estimation reliability, and
delay, it is considered here, and with the proposed modification
outlined in the next section, the level of interference at the MS
can be signalled to the BS.

The rest of the paper is organized as follows. Section II
presents the interference sounding technique. The scheduling
criteria used for assessment are summarized in Section III.
Section IV proposes two complexity reduction approaches.
System model and simulation results are presented in Sections
V and VI, respectively. Finally, conclusions are given in
Section VII.

II. INTERFERENCE FEEDBACK SIGNALING USING
CHANNEL SOUNDING PILOTS

This section motivates the proposed modification to the
conventional sounding pilots (the main contribution of this
paper). A brief overview of the conventional sounding pilots
is giving and followed by a detailed mathematical model of
the modified sounding pilots.

The notion of multiuser diversity opens up the following
set of questions. In a spatial multiplexing system with an
excess of directional antennas at the BS, how should the
optimal set of spatially separable users be chosen? What is
the appropriate allocation of the transmit antennas (spatial
resources) targeting the selected users? Since conventional
soundings pilots only provide sub-optimal metric, how can
a better metric be provided, e.g. instantaneous SINR, for such
optimization problem while maintaining the same inherent
feedback bandwidth and delay efficiency?

In this paper, it is assumed that the number of directional
antennas at the BS is greater than the number of antennas at
the MS, as is the case in EUTRA. Algorithms that achieve
spatial multiplexing gains such as vertical Bell labs layered
space-time (V-BLAST) algorithm [11], however, require that
the number of antennas at the receiver is greater than or
equal to the number of transmit antennas. Such circumstance
resembles a spatial DoF for the selection of a subset of transmit
antennas for DL transmission. In addition, the multiuser Dof
is another dimension of diversity as shown later. It is worth
mentioning that the frequency domain DoF (e.g. frequency
channel dependent scheduling and frequency domain link
adaptation) is not considered in this paper.

Furthermore, in EUTRA uplink sounding, the MS transmits
a sounding waveform on the uplink and the BS estimates
the uplink channel to the MS from the received sounding
waveform. The sounding pilot sequences are chosen to be
orthogonal among all of the users’ antennas and also are
designed to have a low peak to average power ratio (PAPR)
in the time domain. In 3GPP technical documents the details
of uplink sounding are given [9], [12].

In order to answer the previously mentioned questions, it is
suggested here to exploit the channel reciprocity in TDD to
jointly utilize these degrees of freedom for maximizing total
throughput. In order to enable the BS to extract the CSI plus
the level of interference at all active MSs, it is proposed to
weight the uplink channel sounding pilots by the magnitude
of the interference received at each MS (resembling implicit
signalling of the instantaneous DL SINR).

Consider an EUTRA-like cellular interference-limited sce-
nario with a BS equipped with NBS antennas and NU active
users, each equipped with NMS antennas. The conventional
MS-to-BS sounding pilots transmission can be modeled as
follows:

yu(i) = Hu(i)xu(i) + n(i) (1)

where u is the user index, and i is the time index. The pre-
determined pilot signal xk(i) is NMS-dimensional vector; the
received signal yu(i) is NBS-dimensional vector; n(i) is the
independent, identically distributed (i.i.d.) complex Gaussian
noise. The channel of user u at time instant i is represented
by Hu(i), which is an NMS × NBS matrix with complex
entries. Fundamentally, conventional sounding pilots can be
used to estimate two metrics: distance-dependent link gain,
and the multipath fading channel matrix Hu(i). By weighting
(1) by the interference experienced by user u, the interference-
weighted channel sounding transmission can be written as
follows:

yu(i) =
Hu(i)xu(i)
‖IDL

u (i)‖ + n(i) (2)

where ‖IDL
u ‖ is the amplitude of the interference experienced

by user u at the end of the previous DL. Consequently, the
interference-weighting concept enables the sounding pilots
to be used to obtain ‖Hu(i)‖2‖xu(i)‖2

‖IDL
u (i)‖2 (instantaneous SINR),

which is the optimal metric for DL joint scheduling and
transmit antenna selection.

Fig. 1. Interference-limited multiuser MIMO system where each BS is
equipped with 4 antennas, each MS is equipped with 2 antennas, and the
active users are highlighted using dashed line circles.

In the example illustrated in Fig. 1, each BS equipped with
4 directional antennas will select 2 MSs each equipped with
2 antennas to access its spatial resource. Clearly, each MS
is vulnerable to independent level of interference over the
interfering links, and sees independent channel conditions over
the desired link. For instance, the BS in the white cell can
schedule 2 users out of 3 active users requesting access to the
spatial resources. For any active user, 2 antennas out of 4 can
be selected as transmit antennas. Using combinatorial basics,
the BS has 18 possible selections. In general the problem
statement can be formulated as follows: in how many ways
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can a BS distribute NBS antennas among NBS
NMS

users out of
user population of size NU, where a selected user will be
receiving exactly from NMS antennas? Then, which is the one
that maximizes the DL multiuser capacity?

In the simulations, three cases are examined in which 3
different channel metrics will be used by the BS scheduler to
exhaustively search over all possible solutions for the optimal
solution according to 3 different scheduling criteria. In the
first case, the scheduler uses only perfect instantaneous mea-
surements of the MIMO multipath fading channel coefficients
(ignoring the link gain). This scheduler is fair by nature due to
the uniform distribution of the users and the i.i.d. distributed
fading, and it will be referred to as blind scheduler. In the
second case, the scheduler uses instantaneous measurements
of the distance-dependent link gain. In contrast, this scheduler
is greedy by nature because it tends, in most of the cases, to
select those users which are closer to the BS, and it will be
referred to as link-gain-aware scheduler. In the third case, the
scheduler uses instantaneous measurements of the CSI divided
by the interference level at the MS; this scheduler will be
referred as interference-aware scheduler.

According to MIMO literature (e.g. [5]), the capacity of
MIMO channel can be expressed as the sum of capacities of
r single input single output (SISO) channels each weighted
with power gain λui

where (i ∈ 1...r), r is the rank of the
channel, and λui

are the eigenvalues of HuH
H
u . Thus, the

MIMO capacity can be written as follows:

Cu =
r∑

i=1

log2(1 +
x2

u

NMS × ‖IDL
u ‖2

λui
) (3)

To extract the channel metrics needed for each of the blind
and the link-gain-aware schedulers, the channel of each possi-
ble spatial NMS ×NMS MIMO channel must be diagonalized
via the singular value decomposition (SVD) for each user.
Then, the BS assembles multiple sets of orthogonal assign-
ments of the directional antennas (antennas cannot be shared
by different users due to the SDMA orthogonality constraints).
Then, the BS associates each set of antenna assignment with
all possible selections of the scheduled users. After that,
the BS sums the eigenvalues of each possible assignment
of the directional antennas for each possible selection of
the scheduled subset of users. The sum of the eigenvalues
will be used differently by each scheduler according to the
scheduling criterion in order to find the optimum solution
through exhaustive search (ES) over all possible solutions.

In the proposed method, modified eigenvalues (weighted by
the interference level) are obtained at the BS by applying
channel decomposition on the UL channel estimated from
the weighted sounding pilots. Analogously, the sum of the
modified channel eigenvalues of each possible spatial channel
forms the basis for the optimization. A key advantage of
this idea is that a significant amount of signal processing
needed for conveying the interference received at all MSs
is moved from the MS to the BS, which generally can
tolerate higher processing power since there are no power
limitations. Another key advantage of the proposed method
is that no extra overhead is needed to convey such knowledge
of interference to the BS. It is important to notice that in
EUTRA-like systems, the channel sounding pilots are different
from the demodulation pilots and are not used for any data

detection processes. Hence, the coherent UL data detection
will not be affected by the interference weighting method
because the channel sounding pilots are not involved in the
data demodulation process.

As an outlook, this paper also proposes a method to ac-
commodate the interference-weighted uplink sounding pilots
to support UL scheduling. Since the interference experienced
at the BS ‖IUL

j ‖ where (j ∈ 1...NBS) is different from
the one experienced at the MS ‖IDL

u ‖, it is proposed that
the BS weights the metric estimated using the interference-
weighted UL sounding pilots ‖Hu‖2‖xu(i)‖2

‖IDL
u ‖2 by the power of

the received interference at each directional antenna ‖IUL
j ‖2,

which is assumed to be known at the BS side. Thus, the
new uplink scheduling metric ‖Hu‖2‖xu(i)‖2

‖IDL
u ‖2‖IUL

j ‖2 allows the BS to

decide which subset of receiving antennas to use, and which
users can be beneficially grouped together. In particular, a
BS can use this metric to jointly select a subset of antennas
experiencing healthy channel conditions and low interference
to receive from a subset of users causing low interference to
the neighboring cells, which forms a link-protection for the
active MSs in the neighboring cells (shaded and semi-shaded
cells in Fig. 1). The key assumption is that the intercell CCI
experienced by a MS during DL and the interference caused by
the same MS towards the MSs in the neighboring cells during
UL are reciprocal, this is indicated using double-arrows for the
interfering links in Fig. 1. This holds as long as fixed transmit
power is used by all entities, and the same set of entities from
the neighboring cells are to be scheduled for the subsequent
scheduling period.

III. SCHEDULING CRITERIA

In this paper, each one of the considered antenna selection
metrics is examined for three scheduling criteria. Specifically,
one greedy criterion, named maximum capacity (MC), and two
fair criteria, named proportional-fair (PF) [13], [14] and score-
based (SB) [15] are considered. MC criteria always select the
antenna’s assignment of the users with the highest eigenvalue
sum, hence, it is efficient in terms of overall throughput but
may look oppressive for low SINR users, typically located
far from the BS. PF criterion seeks to select the antenna’s
assignment of the users with highest eigenvalue sum relative to
their current mean eigenvalue sum, which makes PF scheduler
realize a reasonable trade-off between throughput efficiency
and fairness. SB scheduler selects the antenna’s assignment
of the users with the best scores. In SB criterion, the score
corresponds to the rank of the current eigenvalue sum among
the past values observed over a window of a particular size.
The achievable capacity according to each scheduling criterion
can be formulated as follows:

CMC = arg max
u∈1...NU

{Cu} (4)

CPF = arg max
u∈1...NU

{Cu

Tu
} (5)

CSB = arg min
u∈1...NU

{Su} (6)

Where CMC, CMC, and CMC are the achievable capacity
using MC, PF, and SB criteria, respectively, Cu is the instan-
taneous capacity of user u, Tu is the current average capacity,
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and Su is the rank of the current capacity among the past
values observed over of certain window in time.

IV. HEURISTIC ALGORITHMS FOR COMPUTATIONAL
COMPLEXITY REDUCTION

In this paper, the simulation results are obtained using
ES approach, where the scheduler broadly searches over all
possible solutions. However, in this section we propose two
heuristic algorithms (HA) to reduce the involved complexity.
The exhaustive optimization complexity of scheduling for mul-
tiuser MIMO downlink system depends on the total number
of users NU, the number of directional transmit antennas at
the BS NBS, and the number of receive antennas at each
MS NMS. The search burden for the optimal scheduler is
proportional to the sample-space population (SP) (the size
of the pool containing all valid combinations of the spatial
resources assignments). Using combinatorial fundamentals, (7)
and (8) can be obtained. (7) and (8) are general formulation
of the SP as a function of NU, NBS, and NMS.
It can be seen from (8) that the multiuser diversity is exploited
if and only if NU > NBS

NMS
.

If NU ≤ NBS
NMS

SP =
NBS!(

(NMS!)NU× (NBS −NUNMS)!
)

︸ ︷︷ ︸
MIMO DoF

; (7)

if NU ≥ NBS
NMS

SP =
NU!((

NBS
NMS

)
! ×

(
NU− NBS

NMS

)
!
)

︸ ︷︷ ︸
Multiuser DoF

× NBS!

(NMS!)
(

NBS
NMS

)

︸ ︷︷ ︸
MIMO DoF

. (8)

It is important to mention that (7) and (8) are applicable only
for scenarios in which NBS is multiple of NMS. To practically
tackle this optimization problem, SP must be reduced. Two
approaches are proposed in this paper to reduce SP. Namely,
the interference-based user elimination approach, and the angle
of arrival (AoA) based sectorization approach. The former
aims to reduce SP by suppressing those users exposed to
interference level greater than a predetermined interference
threshold. The latter converts the cell of interest (CoI) op-
timization problem into smaller optimization problems, which
can be optimized simultaneously. This can be done by sec-
torizing the cell based on the AoA of the uplink sounding
channel into many sectors. Then the antennas at the BS are
distributed among these sectors according to the user density
of each sector. Therefore, by sectorizing the coverage space of
the CoI into multiple sectors, the original SP of the CoI will
be reduced significantly into smaller SPs of parallel per-sector
optimization problems.

V. SIMULATION PLATFORM

The simulation is carried out under the assumption of hexag-
onal multicell layout with frequency reuse of one. The 3GPP
spatial channel model has been used to model the propagation
channel [1], [16]. Using the parameters given in Table I, a
19-cell cellular TDD system with uniform user distribution is
simulated via Monte Carlo method. The DL performance in

the CoI is analyzed for a asynchronous CCI scenario, where
the two possible link-directions (UL or DL) are equally likely
to occur for each interfering cell independently from each
other.

TABLE I
SIMULATION PARAMETERS

BS-to-BS distance 300 m
Number of interfering tiers 2

Transmitting power 30 dBm
Number of users 200

Number of antennas at BS 6
Number of antennas at MS 2

shadowing standard deviation 8 dB
Path loss model (dB) 31.5 + 35 log 10(d)

VI. SIMULATION RESULTS

The main assessment metrics are the per-user DL MIMO
capacity in the CoI which can be calculated using (3), and the
CoI DL cell capacity which is defined as the sum capacity
of the three scheduled users. In order to shed some light on
fairness of the considered feedback methods, the cumulative
distribution function (cdf) of the served user distance to the BS
is obtained for all considered scheduling criteria. The results
in Fig. 2 show that the cell throughput can be significantly
enhanced if knowledge of interference is taken into account
in the antenna selection and MIMO user scheduling process.
For example from Fig. 2, for the MC criterion, it can be seen
that the median of the DL capacity of the interference-aware
scheduler is 10 bits/s/Hz while it is 7.5 and 4 bits/s/Hz for the
link-gain-aware and the blind schedulers, respectively. Analo-
gously, the per-user capacity in the case of the interference-
aware scheduler is substantially improved for all scheduling
criteria. From Fig. 3, for the SB criterion, it can be seen
that the 90th percentile of the per-user capacity resulting from
the interference-aware scheduler is 9.5 bits/s/Hz while it is 7
and 7.5 bits/s/Hz for link-gain-aware and the blind schedulers,
respectively. Fig. 4 shows that both the interference-aware and
the link-gain-aware schedulers prioritize the users closer to
the BS when MC criterion is used. For instance, Fig. 4, for
the MC criterion, shows that the median of the served user’s
distance to the BS of the interference-aware and the link-gain-
aware schedulers are 160 m and 140 m, respectively, while it
is 190 m for the blind scheduler. Alternatively, when the PF
criterion is used the interference-aware scheduler shows high
level of fairness (its median is 220 m) compared to both of
the blind (its median is 175 m) and the link-gain-aware (its
median is 210 m) schedulers. It is worth noting that the blind
scheduler fairness is slightly affected by using the SB and the
PF criteria. This is expected due to the inherent fairness of this
scheduler which is a consequence of ignoring the link gain,
the random distribution of the users, and the i.i.d. distributed
fading.

In order to address the efficiency of the HA, a study case has
been simulated under the following assumptions: 8 directional
antennas at the BS, 2 antennas at each MS, fixed sectorization
is used to equally divide the cell into two sectors, only the best
8 users in terms of the experienced interference are considered
in each cell, and MC is the scheduling criterion. It has been
found using simulations that the SP has been reduced from
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Fig. 2. Throughput comparison among the three considered schedulers using
three different scheduling criteria.
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Fig. 3. User capacity comparison among the three considered schedulers
using three different scheduling criteria.
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Fig. 4. Fairness comparison among the three considered schedulers using
three different scheduling criteria.

176400 to 80 on average, at the cost that the median of the
achievable capacity under the HA converges to approximately
90% of the median of the achievable capacity under the ES,
as seen in Fig. 5.

VII. CONCLUSIONS

It has been shown that interference-limited systems
with instantaneous interference knowledge, enabled by the
interference-weighted sounding pilots, can achieve higher
throughput than systems which utilize the classical non-
weighted sounding pilots. Furthermore, the interference-aware
scheduler outperforms both blind and link-gain-aware sched-
ulers even when fair scheduling criteria are used. Using the
proposed heuristic algorithms significantly reduces the com-
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Fig. 5. Throughput comparison among the three considered schedulers using
MC scheduling criterion via both ES and HA approaches.

putational complexity to approximately 0.05% of the involved
complexity of the exhaustive search approach.
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Abstract—In future time division duplex (TDD) wireless sys-
tems, where channel reciprocity is maintained, uplink (UL) chan-
nel sounding method is considered as one of the most promising
feedback methods due to its bandwidth and delay efficiency.
Conventional channel sounding only conveys the channel state
information (CSI) of each active user to the base station (BS).
Due to the limitation in system performance because of co-
channel interference (CCI) from adjacent cells in interference-
limited scenarios, CSI is only a suboptimal metric for multiuser
spatial multiplexing optimization. Interference-weighted channel
sounding (IWCS) is a spectrally efficient feedback technique
that provides the base station (BS) with implicit knowledge
about the interference experienced by each active user. The
main contribution of this paper is to propose a novel way to
make the IWCS pilots usable for improved UL performance.
In this context, it is proposed to weight the metric obtained
from the IWCS pilots by the interference experienced at the
BS. The resultant new metric, which is implicitly dependent
on downlink (DL) and UL interference, provides link-protection
awareness and is used to jointly improve spectral efficiency in
UL as well in DL. Using maximum capacity scheduling criterion,
the link-protection aware metric results in a gain in the median
system sum capacity of 26.7% and 12.5% in DL and UL
respectively compared to the case when conventional channel
sounding techniques are used.

I. INTRODUCTION

Multiple-input multiple-output (MIMO) communication is
widely recognized as the key technology for achieving high
data rates and for providing significant capacity improve-
ments [1]. In a multiuser MIMO context, opportunistic ap-
proaches have recently attracted considerable attention [2,
3]. Opportunistic resource allocation in a multiuser MIMO
scenario is still an open issue. Wong et al. [4] consider a
multiuser MIMO system and focused on multiuser precoding.
In DL multiuser MIMO channels, dirty-paper coding (DPC)
[5], which uses successive interference precancelation by
employing complex encoding and decoding, can achieve the
maximum throughput [6]. This technique is computationally
expensive and complex and its contribution primarily is to
present bounds on the achievable sum capacity under a per-cell
equal power constraint. Therefore, many alternative practical
precoding approaches are proposed to offer a trade-off between
complexity and performance [7–9]. One of the most attractive
approaches is block diagonalization (BD), which supports
orthogonal multiple stream transmission and the precoding
matrix of each user is designed to lie in the null space of
all remaining channels of other users, and hence the intra-cell
multiuser interference is avoided [9].

In a multiuser MIMO context, SDMA multiplexes users in
the same radio frequency spectrum (i.e. without separation
in time, frequency or code) by granting the channel to spa-
tially separable users. This multiple access technique can be
achieved through exploitation of the spatial degree of freedom
(DoF) represented by the excess number of directional (smart)

antennas at the BS. Particularly, the BS steers orthogonal
beams (spatial streams) to spatially dispersed MSs (mobile
stations) [3]. The joint beam selection and user scheduling for
orthogonal SDMA-TDD system is a key problem addressed in
this paper. It is well known that the availability of CSI for all
users at the BS is a key enabler in multiuser communications
to optimally incorporate different precoding techniques such
as BD, adaptive beamforming, or antenna selection, in order to
increase the overall system spectral efficiency. Basically, there
are two methods for providing a BS with CSI for all MSs. The
first method is called direct feedback and involves the MS to
measure the DL channel and to transmit a feedback message
to the BS via the UL. The second method is called channel
sounding and involves the BS to estimate the DL channel
based on channel response estimates obtained from reference
signals (pilots) received from the MS during UL transmission.
Channel sounding offers advantages in terms of overhead,
complexity, estimation reliability, and delay. Clearly, TDD
systems offer a straightforward way for the BS to acquire the
CSI enabled through channel reciprocity [10, 11]. The details
of UL channel sounding can be found, for instance, in the
technical documents of the evolved universal terrestrial radio
access (EUTRA) study item launched in the 3rd generation
partnership project (3GPP) long term evolution (LTE) concept,
and particularly in [11, 12].

In a cellular environment, especially when full frequency
reuse is considered, CCI becomes a key challenge as it can
significantly degrade the performance of multiuser MIMO
systems [13]. In other words, if the BS schedules a group
of users only based on the available CSI, the scheduling
decision might be optimum for a noise limited system, but
high CCI at the respective MSs might render the scheduling
decision greatly suboptimum. The signal-to-interference-plus-
noise ratio (SINR) would be a more appropriate metric in
interference limited scenarios, but this metric cannot directly
be obtained from channel sounding. Thus, the challenge is
to implicitly provide knowledge of interference observed by
each user to the BS in addition to CSI. If, furthermore,
interference observed at the BS itself is taken into account,
the substream selection and user scheduling process can be
jointly improved [14]. Using the concept of interference-
weighted channel sounding pilots proposed in [14], the level
of interference at each MS can implicitly be signalled to the
BS.

In this paper, a further enhancement is proposed to in-
tegrate the usability of the IWCS enabled metrics for UL
cross-layer optimization of directional antenna selection and
user scheduling. The optimization metric enabled by this
enhancement provides the scheduler with knowledge of the
potential interference caused by the candidate users to already
established links in the neighboring cells. The rest of the paper
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is organized as follows. Section II gives a brief background
about the interference-weighted channel sounding technique
proposed in [14] and presents the new link-protection-aware
metric. Scheduling criteria and system model are summarized
in section III. Simulation results are discussed in section IV.
Finally, conclusions are given in section V.

II. INTERFERENCE-WEIGHTED CHANNEL SOUNDING

In multiuser spatial multiplexing systems, it is assumed that
the number of directional antennas at the BS is greater than
the number of antennas at the MS, as is the case in EUTRA.
In addition to the multiuser DoF, this constitutes a spatial
DoF for the selection of a subset of antennas for DL or UL
transmission. In this context, an interesting question arises,
namely which subset of antennas jointly optimizes UL and
DL. It is worth mentioning that the time and frequency domain
DoFs are not considered in this study.

In order to enable the BS to extract the CSI plus the level
of interference experienced at all active MSs, it is proposed
in [14] to weight the UL channel sounding pilots by the
magnitude of the interference received at each MS. Thereby,
the SINR at MS is implicitly signalled to the respective BS.

A. Interference-Aware Metric for Downlink Optimization

Consider the uplink channel sounding transmission of
a SDMA cellular interference-limited scenario with a BS
equipped with NBS antennas and NU active users, each
equipped with NMS antennas. A narrow-band flat-fading chan-
nel is assumed, which is satisfied if single carrier frequency di-
vision multiple access (also known as DFT-spread orthogonal
frequency division multiplexing) is used, as envisaged for in
EUTRA systems. The channel transfer matrix from the uth MS
is given by a complex matrix Hu ∈ C

NBS×NMS , where H(j,i)
u

denotes the channel fading coefficient from the ith transmit
antenna of the uth MS to the jth directional receive antenna
at the BS. We assume that both the BS and MSs experience
sufficient local scattering. Therefore, the entries of Hu are
samples of a zero-mean Rayleigh distribution. Hence, the
conventional channel sounding MS-to-BS pilots transmission
can be modeled as follows:

yu(q) = Hu(q)xu(q) + n(q) (1)

where q is the time index. The predetermined pilot signal
xu(q) is NMS-dimensional vector; the received signal yu(q)
is NBS-dimensional vector; n(q) is the noise vector whose
elements are the independently, identically distributed (i.i.d.)
complex Gaussian noise random variables. conventional chan-
nel sounding pilots can be used to estimate two metrics:
distance-dependent link gain, and the multipath fading channel
coefficients. By weighting (1) by the interference experienced
by user u in the downlink, the interference-weighted channel
sounding transmission can be written as follows:

yu(q) =
Hu(q)xu(q)
‖IDL

u (q − 1)‖ + n(q) (2)

where ‖IDL
u (q − 1)‖ is the amplitude of the CCI experienced

by uth MS at the (q − 1) time interval. Consequently, the
interference-weighting concept enables the sounding pilots to
be used by the BS to obtain DL interference-aware-metric
ODL−IAM

u (q) which can be formulated as follows

ODL−IAM
u (q) =

Hu(q)
‖IDL

u (q − 1)‖ (3)

From information theory point of view, this metric (the
square root of instantaneous MIMO DL SINR) is optimal
for DL joint user scheduling and transmit directional antenna
selection; as it can simply be used to obtain the SINR at
the user side. Alternatively, quantized SINR can be fed back
via dedicated feedback channel, but this requires transmission
resources and time (potentially causing outdated feedback).

B. Optimization Methodology

In the example illustrated in Fig. 1, each BS equipped with
4 directional antennas will select 2 MSs each equipped with
2 antennas to access its spatial resources. Clearly, each MS
experiences independent levels of interference, and is subject
to independent channel conditions on the desired link. For
instance, the BS in cell 1 can schedule 2 users out of 3 possible
candidates. For any active user, a BS can assign 2 out of 4
directional antennas to establish communication links. Using
combinatorial basics, the BS has

(
3
2

) (
4
2

)
= 18 possible options

to select antennas and user pairs in the given example.

Fig. 1. Interference-limited multiuser MIMO system where each BS is
equipped with 4 antennas, each MS is equipped with 2 antennas.

The procedure followed to extract the optimization metrics
provided by IWCS pilots is illustrated in the example depicted
in Fig. 2. Basically, each way in which the BS can distribute
the 4 directional antennas among 2 out of 3 users forms a
possible solution. From Fig. 2, two arbitrary solutions are
highlighted by shading them with squares of different colors
and different styles for the borderline. By considering the
solution shaded by blue squares of solid borderline, it can be
seen that MS1 is allocated the first two directional antennas,
while MS3 is allocated the last two antennas. Clearly, it
can be seen that each antenna allocation forms a square
matrix containing the coefficients of the optimization metric.
The next step is to obtain the eigenvalues of each square
matrix via singular value decomposition (SVD). Afterwards,
the eigenvalues of each group of selected users are summed.
Finally, the summation of eigenvalues will be used differently
according to the scheduling criterion in order to find the
optimum solution among all possible solutions. To examine
all possible solutions, a heuristic algorithm approach, also
proposed in [14], is used for complexity reduction purposes.

C. Link-Protection-Aware Metric for Uplink and Downlink
Optimization

The main purpose of this paper is to propose a method to
accommodate the IWCS pilots to suit UL optimization. Since
the amplitude of CCI experienced at the BS ‖IUL

j (q − 1)‖
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Fig. 2. Interference-limited virtual multiuser MIMO matrix for the example
illustrated in Fig. 1.

(referred to as UL interference) where (j ∈ 1, . . . , NBS) is
different from the CCI experienced at the MS ‖IDL

u (q − 1)‖,
the DL interference-aware-metric in (3) is not suitable for
UL optimization. In order to use the IWCS pilots for UL
optimization, it is proposed that the BS weights each row
of the metric defined in (3) by the received interference at
the associated directional antenna ‖IUL

j (q − 1)‖ at the BS,
which is assumed to be known at the BS side. Thus, the
new optimization metric, referred to as link-protection-aware-
metric, OLPAM

u (q) can be formulated as follows:

OLPAM
u (q) =

Hu(q)
‖IDL

u (q − 1)‖‖IUL
j (q − 1)‖ (4)

Basically, this metric allows the BS to decide which subset
of receiving antennas to use, and which users can benefi-
cially be grouped together. In particular, the BS can use
this metric to jointly select a subset of directional antennas
experiencing preferable channel conditions and low CCI. Since
the link-protection-aware-metric is inversely proportional to
‖IDL

u (q − 1)‖, a MS experiencing low interference level has
higher chances to be selected. Due to channel reciprocity, a
user that receives little interference from a set of users (in Tx
mode) in a particular time slot only causes little interference
to the same set of users (now in Rx mode) at a different time
slot. Therefore, the link-protection-aware-metric decreases the
probability of scheduling users that are potential strong inter-
ferers. Consequently, this forms an inherent link-protection for
the already established links in the neighboring cells, which
results in an enhancement in the overall system performance.
Similarly, this metric can be used for DL optimization to
jointly select a subset of users experiencing preferable channel
conditions and low CCI to receive from a subset of directional
antennas causing low CCI to the neighboring cells. Note
that the link-protection-aware-metric is simultaneously used to
optimize both UL and DL. Hence, the cross-layer scheduling
for UL has to be the same as for DL, which reduces the
scheduling time.

According to MIMO literature [1], if the channel matrix Hu

is known at the BS, then the DL capacity of single user MIMO
channel can be expressed as the sum of capacities of r single-
input single-output (SISO) channels each weighted with power
gain λui

where (i ∈ 1, . . . , r), r is the rank of the channel,
and λui

are the eigenvalues of HuHH
u . Assuming interference-

limited system, the MIMO capacity can be written as follows:

Cu =
r∑

i=1

log2(1 +
x2

u

NMS × ‖IDL
u ‖2

λui
) (5)

Using the system model previously introduced and (5), the
optimization problem can be written as follows: According
to an optimization utility function, the objective is to find
the optimum way in which the BS distribute NBS antennas
among NBS

NMS
spatially separable users out of user population

of size NU, where a selected user communicates with exactly
NMS directional antennas at the BS. For instance, in the case
of capacity-based optimization utility function, the optimum
solution maximizes the capacity of multiuser MIMO channel
at the expense of fairness. The sample-space population (SP)
(the size of the pool containing all possible solutions) of
such problem is formulated in [14]. The resulting optimization
problem can be written as follows:

arg max
v⊂SP

NBS
NMS∑
u=1

Cv
u (6)

D. Summary of the Optimization Metrics

In DL simulations, two cases are compared according to the
considered scheduling criteria (section III summarizes them).
Particularly, the DL interference-aware-metric ODL−IAM

u (q) is
compared against the link-protection-aware-metric OLPAM

u (q)
defined in (4). These two metrics can only be provided by
the IWCS pilots or via explicit signalling. Similarly, two
cases are examined in UL simulations. In the first case, the
scheduler uses instantaneous measurements of the CSI divided
by the interference level at the BS. This optimization metric,
referred to as UL interference-aware-metric, OUL−IAM

u (q) can
be written as follows:

OUL−IAM
u (q) =

Hu(q)
‖IUL

j (q − 1)‖ (7)

where j is the directional antenna index. It is important to
mention that this metric can be obtained using conventional
channel sounding pilots since UL interference ‖IUL

j (q − 1)‖
is available at the BS without feedback. The second case is
the link-protection-aware-metric defined in (4).

E. Numerical Example

To show the link-protection feature of the new metric
defined in (4), a simple example is presented in Fig. 3. In
this example, the arbitrary numbers quantifying the gain of
each link and the interference experienced by each entity
are used to estimate the achievable capacity using (5). It
is assumed that cell 2 has an established DL transmission
with MS3 and the argument of the current achievable DL
capacity is HMS3

IMS3
= 9

3 . Meanwhile, the BS in cell 1 attempts
to select between MS1 and MS2 for UL transmission. If BS1
uses the UL interference-aware-metric, MS1 is scheduled for
UL; HMS1

IBS1
= 6

2 > HMS2
IBS1

= 5
2 . Hence, the argument of

the achievable UL capacity is HMS1
IBS1

= 6
2 . As a result, it is

assumed that the interference at MS3 increases to IMS3 = 4.5
due to the low shadowing conditions between MS3 and
MS1. This reduces the argument of the current achievable
DL capacity in cell 2 to 9

4.5 . Thus, the arguments of the
achievable system capacity are 6

2 and 9
4.5 . On the other hand, if
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Fig. 3. Example of interference-limited 2-cell scenario with which the basic
working principle of the link-protection-aware-metric is illustrated.

BS1 uses the link-protection-aware-metric, MS2 is scheduled
for UL; HMS1

IMS1×IBS1
= 6

3×2 < HMS2
IMS2×IBS1

= 5
0.5×2 . Hence,

the argument of the achievable UL capacity is HMS1
IBS1

= 5
2 .

Consequently, the interference at MS3 does not change (due
to the high shadowing between MS2 and MS3), and therefore,
the arguments of the achievable cell capacity are 5

2 and 9
3 for

cell 1 and cell 2, respectively. As a summary, in the first case
the sum of the arguments of the cell capacity is 5 whereas in
the second case the sum is 5.5. Clearly, it can be seen from
this example that the link-protection-aware-metric used in the
second improves the overall spectral efficiency.

III. SCHEDULING CRITERIA AND SIMULATION PLATFORM

In this paper, the considered optimization metrics are tested
using three scheduling criteria. Specifically, one greedy cri-
terion, named maximum capacity (MC), and two fair criteria,
named proportional-fair (PF) and score-based (SB), are consid-
ered. The details of the considered scheduling criteria and their
achievable capacity can be found in [14] and the references
within. It is important to mention that due to the large size of
the SP, and the inherent integer nature of the rank in the SB
criterion, several solutions can score the best rank (the first
position). Therefore, out of those solutions satisfying the best
rank condition, only one solution should be selected. In order
to come out with a unique solution, MC criterion is chosen, in
this work, to be applied on the subset of solutions satisfying
the best rank condition. Throughout this paper, wherever the
SB criterion is mentioned, it means that a hybrid version
of both SB and MC criteria is applied. Due to the inherent
greediness of MC criterion, the hybrid version of the SB policy
tends to show greedy behavior. This greedy behavior increases
as the SP size is increased.

TABLE I
SIMULATION PARAMETERS

Channel propagation
environment Suburban micro cell [12]

Number of users 1000
Lognormal shadowing
standard deviation, σS 8 dB
Path loss model (dB) 31.5 + 35 log 10(d)

A wrapped-around two-tier cellular platform consisting of
hexagonal cells with a BS-to-BS distance of 300 m is used in
the simulation. In each cell, BS and MSs are equipped with
8 and 2 antennas, respectively. Using the parameters given
in Table I, the 19-cell cellular TDD system with uniform

user distribution is simulated via Monte Carlo method. The
channel matrix of uth user Hu is a zero-mean i.i.d. complex
Gaussian random matrix for the uncorrelated MIMO Rayleigh
fading channel. The DL and UL performances are analyzed
for asynchronous cells, where the two possible link-directions
(UL or DL) occur equally likely and are cell independent. All
entities (BSs and MSs) in the system use fixed transmit power
of 30 dBm.

IV. SIMULATION RESULTS AND DISCUSSION

The performance of the different optimization metrics are
assessed using the cumulative distribution function (cdf) of
per-user capacity and cell capacity for both UL and DL. The
per-user capacity is the 2 × 2 spatial multiplexing MIMO
capacity which can be calculated using (5). The cell capacity
is the sum capacity of the group of scheduled users.

A. The Uplink Performance

From Fig. 4(a), for the MC criterion, it can be seen that
the UL median cell capacity using the link-protection-aware-
metric is 27 bits/s/Hz which corresponds to an enhancement
of 12.5% of the UL median cell capacity using the UL
interference-aware-metric (24 bits/s/Hz). This gain can be
attributed to the available knowledge at the scheduler about
the users potentially causing high interference to the already
established links in the neighboring cells. Hence, the link-
protection-aware-metric enables the scheduler to select a group
of users experiencing preferable shadowing conditions on the
links that contribute to interference, i.e., this effectively results
in interference mitigation. The previous observation can be
affirmed by looking at the results of the per-user capacity of
the link-protection-aware-metric, which outperforms the UL
interference-aware-metric for all scheduling criteria consid-
ered. For instance, from Fig. 4(b), for the SB criterion, it can
be seen that the median of the per-user capacity resulting from
the link-protection-aware-metric is 2.9 bits/s/Hz while it is 2.5
bits/s/Hz for the UL interference-aware-metric. However, the
PF criterion does not provide a noticeable improvement due to
the inherent fair nature which hardly prevents strong interferers
from being scheduled.

B. The Downlink Performance

The same analysis carried out in the previous subsection
discussing the UL performance is applied for the DL case.
From Fig. 5(a), for the MC criterion, it can be seen that the
median of the DL capacity using the link-protection-aware-
metric is 19 bits/s/Hz while it is 15 bits/s/Hz for the DL
interference-aware-metric. Similarly, the per-user capacity in
the case of the link-protection-aware-metric is improved for
all scheduling criteria. From Fig. 5(b), for the SB criterion, it
can be seen that the median of the per-user capacity resulting
from the link-protection-aware-metric is 3.5 bits/s/Hz while it
is 1.9 bits/s/Hz for the DL interference-aware-metric.

Irrespective of the nature of the employed scheduling cri-
terion, the results show that the gain in the UL case is lower
compared to DL. This is due to the fact that the detrimental
effect of line-of-sight conditions among BSs degrades the
link-protection selectivity in UL. Moreover, in SDMA a user
located in a cell causes interference to all beams (and groups
of antennas correspondingly) other than the served one. Given
that all antenna groups at the BS site are in close proximity,
the large-scale fading (log-normal shadowing) on the interfer-
ence links can, thus, be considered the same. Therefore, the
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Fig. 4. Uplink performance comparison between the UL interference-aware-metric and the link-protection-aware-metric.
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Fig. 5. Downlink performance comparison between the DL interference-aware-metric and the link-protection-aware-metric.

variations among the interference links depend only on the
small-scale fading. On the other hand, the greedy nature of
the hybrid SB criterion, explained in section III, allows for
the multiuser diversity, offered by the high user density, to be
effectively exploited in DL. Furthermore, due to the relatively
high variance of the statistics of DL interference, a marginal
improvement is achieved using the PF criterion, as it can be
seen in Fig. 5. However, this gain can only be seen at the high
percentiles due to the fair nature of the PF criterion.

V. CONCLUSIONS

It has been shown that interference-limited systems with
implicit signalling of the interference experienced by the users,
enabled by the interference-weighted channel sounding, can
achieve higher throughput than systems which utilize the con-
ventional channel sounding pilots. By considering the score-
based policy, simulations show that using the link-protection-
aware-metric results in a gain in the median user capacity
of 78% and 13% compared to both DL and UL interference-
aware-metric, respectively. For the case of maximum capacity,
it has been found that the respective gains are 19% and
18%, respectively. However, marginal capacity gains have been
obtained for the proportional fair policy which ensures fairness
at the expense of throughput efficiency.
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Abstract—A new transmission approach, referred to as
subcarrier-index modulation (SIM) is proposed to be integrated
with the orthogonal frequency division multiplexing (OFDM)
systems. More specifically, it relates to adding an additional
dimension to the conventional two-dimensional (2-D) ampli-
tude/phase modulation (APM) techniques, i.e. amplitude shift
keying (ASK) and quadrature amplitude modulation (QAM).
The key idea of SIM is to employ the subcarrier-index to convey
information to the receiver. Furthermore, a closed-form analytical
bit error ratio (BER) of SIM OFDM in Rayleigh channel is
derived. Analytical and simulation results show error probability
performance gain of 4 dB over 4-QAM OFDM systems for
both coded and uncoded data without power saving policy.
Alternatively, power saving policy retains an average gain of 1
dB while using 3 dB less transmit power per OFDM symbol.

I. INTRODUCTION

In conventional OFDM systems, modulation techniques
such as BPSK (binary phase shift keying), and multilevel
quadrature amplitude modulation (M-QAM) map a fixed num-
ber of information bits into signal constellation symbol. Each
signal constellation symbol represents a point in the 2-D base-
band signal space [1]. The continuous demand for increased
data transmission rates has driven numerous technologies that
exploit new degrees of freedom for better spectral efficiency
[2, 3]. In [2], spatial modulation (SM) is proposed as a mul-
tiple antenna transmission technique that avoids inter-channel
interference and inter-antenna synchronization. According to
SM, information bits are mapped into a constellation point in
the 2-D signal domain, and a constellation point in the spatial
domain such that the antenna index is employed to convey
information. More specifically, at each transmission instant,
only one transmit antenna is activated while the other antennas
transmit zero power. At the receiver side, maximum receive
ratio combining is used to estimate the active antenna index,
and then the transmitted symbol is estimated.

Inspired by the underlying idea of SM, this paper exploits
the subcarrier orthogonality in an innovative fashion to add
a new dimension to the complex 2-D signal plan, which is
referred to as subcarrier-index dimension. The proposed SIM
transmission technique employs the subcarrier-index to convey
information in an on-off keying (OOK) fashion. SIM OFDM
aims at providing either BER performance enhancement or
power-efficiency improvement over conventional OFDM by
incorporating different power allocation policies.

The rest of the paper is organized as follows. Section II
introduces the novel SIM idea. The analytical BERs of SIM
OFDM under different power allocation policies are derived
in section III. Section IV presents the simulation model and
discusses the results. Finally, section V concludes the paper.

II. SUBCARRIER-INDEX MODULATION OFDM SYSTEM
MODEL

The main concept of SIM OFDM is explained using the
exemplary system depicted in Fig. 1. According to the basic
OFDM system illustrated in Fig. 1(a), an arbitrary binary bit-
stream B of length (NFFT · log2(M)) bits is transmitted using
all NFFT subcarriers, where NFFT and M represent the FFT
size and the signal constellation size, respectively. In the exam-
ple, a square 4-QAM technique is used, NFFT = 16, and the
block size is 32. Please note that all the available subcarriers
are active and the indices of the modulated subcarriers are
labeled using italic numbers in Fig. 1(a). Unlike traditional
OFDM depicted in Fig. 1(a), the SIM OFDM technique splits
the serial bit-stream B into two bit-substreams of the same
length as in this example. As depicted in Fig. 1(b), the first
bit-substream BOOK is on the right side of the splitting
point while the second bit-substream BQAM is on the left
side. In general, the number of bits in the first bit-substream
BOOK is equal to the FFT size. Also, it is assumed that all
subcarriers are dedicated for data transmission. Compared to
the conventional OFDM system in Fig. 1(a), SIM OFDM has
an additional module named subcarrier-index modulator.

The functionality of this module can be summarized in two
main functions. Firstly, based on the bit-value of each bit
in BOOK, the subcarrier-index modulator forms two subsets
from BOOK (ones and zeroes). By comparing the cardinality
of these subsets, the type of the majority bit-value can be
determined. Secondly, the location of each bit in BOOK is
associated with the index of each subcarrier. Then, the group of
subcarriers associated with the subset of the majority bit-value
(ones in this example) are selected to be modulated by the
second bit-substream BQAM while the remaining subcarriers
are turned-off (suppressed before the signal modulation). In
other words, the bit-substream BOOK is used in an OOK
fashion to activate those subcarriers whose indices correspond
to the majority bit-value. The type of the majority bit-value
(one or zero) can be estimated using the Hamming weight
of BOOK (the Hamming weight of a binary bit stream is the
number of ones). The number of bits of the majority bit-value
Nmaj can be formulated as follows:

Nmaj = max{NBOOK
ones , (NFFT −NBOOK

ones )} (1)

where NBOOK
ones is Hamming weight of BOOK. Clearly, if

NBOOK
ones ≥ NFFT/2 then ones are majority, otherwise zeroes

are majority. In the serial-to-parallel (S/P) module, the bit-
substream BQAM is multiplexed to modulate the activate
subcarriers whose indices are labeled using italic magnified-
numbers in Fig. 1(b).
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(a) Conventional OFDM (b) SIM OFDM

Fig. 1. OFDM sytem with the following parameters: FFT size: 16 subcarriers, modulation type: 4QAM (each subcarrier is loaded by 2 bits), and symbol
transmit power: 1 W.

Fig. 2. Exemplary algorithm for the majority bit-value signalling.

A. Majority Bit-Value Signalling

As in the example illustrated in Fig. 1, the size of BQAM

is equal to NFFT/2 < Nmaj, hence, the number of excess
subcarriers can be formulated as follows:

Nex = Nmaj − NFFT

2
(2)

In this example, Nex = 2 subcarriers are used as control
subcarriers to explicitly signal the type of the majority bit-
value to the receiver, see Fig. 1(b). This approach is followed
throughout this paper to signal the type of the majority bit-
value in order to de-map BOOK at the receiver side. A
flowchart illustration of this algorithm is depicted in Fig. 2.
According to Fig. 2, the bit-value of the majority bit-value is
equal to one when Nex = 0. Therefore, no signalling is needed
since this case is assumed to be predefined in the system.
Alternatively, signalling the type of the majority bit-value can
be avoided, and all excess subcarriers can be used for data
transmission which results in better spectral efficiency. In order
to estimate the status of each received subcarrier, a coherent
OOK detector is used at the receiver side [1]. However,
the receiver can only detect the combination of Nmaj active
subcarriers and NFFT−Nmaj inactive subcarriers. Afterwards,
the receiver uses the two possibilities of the majority bit-
value (1 or 0) to construct two possible hypotheses of BOOK.

Fig. 3. Comparison of the Euclidean distance of conventional OFDM against
SIM OFDM for different power allocation policies.

Then, each of the two hypotheses is attached to the estimated
BQAM to form two different versions of the original bit-stream
B. Finally, forward error control techniques can be used to
determine which version of B has less errors to be selected.

B. Power Allocation Policies

There are two possible policies to deal with the power
originally allocated to the inactive subcarriers, namely, the
power reallocation policy (PRP) and the power saving policy
(PSP). In PRP, the power originally allocated to the inactive
subcarriers is equally redistributed among the active ones.
Thus, the power allocated to each active subcarrier is increased
compared to conventional OFDM. This results in a better BER
performance as will be shown later in the results section.

On the one hand, the average signal-to-noise-ratio (SNR)
of an active subcarrier under PRP γ̄PRP

sc can be written as
follows:

γ̄PRP
sc = 10 log10

(
PTx

E[Nmaj]

)
− 10 log10(n), dB (3)

where PTx is the total transmit power allocated to the OFDM
symbol, E[Nmaj] is the average number of majority bit-value,
and n is the per-subcarrier average additive white Gaussian
noise (AWGN) power. It is important to note that for an
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uncoded bits-stream, i.e. a sequence of independent bits, the
number of the majority bits is binomially distributed random
variable, and E[Nmaj] ≈ NFFT

2 for the case of equiprobable
bits. As it can be seen from the example in Fig. 1, the power
of each active subcarrier is increased by 1

10 − 1
16 = 3

80 W.
Moreover, a gain of 4 bits per OFDM symbols (Nex = 2
multiplied by log2(M = 4) = 2) can be achieved according
to the example. This gain in the symbol throughput is further
discussed in section II-C. It is important to remember that, in
this paper, the excess subcarriers are used to explicitly signal
the bit-value of the majority bits to the receiver.

On the other hand, PSP completely suppresses the power
originally allocated to the inactive subcarriers, which results
in a better power efficiency. Hence, the average SNR of an
active subcarrier under PSP γ̄PSP

sc can be written as follows:

γ̄PSP
sc = 10 log10

(
PTx

NFFT

)
− 10 log10(n), dB (4)

Assuming that Nex = 0, Fig. 3 shows the influence of
both PRP and PSP on the Euclidian distance compared
to the case when conventional OFDM is used. In Fig. 3
dPSP
QAM, d

PSP
OOK, d

PRP
QAM, d

PRP
OOK and dOFDM

QAM denote the Euclidean
distance between two adjacent symbols of the following: SIM
OFDM QAM with PSP, SIM OFDM OOK with PSP, SIM
OFDM QAM with PRP, SIM OFDM OOK with PRP, and
conventional OFDM QAM, respectively.

C. Spectral Efficiency

Assuming all active subcarriers are used for data transmis-
sion, the spectral efficiency of SIM OFDM and conventional
OFDM can be formulated as follows, respectively:

T SIM−OFDM = 1 +
E[Nmaj]
NFFT

log2(M) [bits/s/Hz] (5)

TOFDM = log2(M) [bits/s/Hz] (6)

As for the case of uncoded data with 4-QAM, E[Nmaj] is
approximately equal to NFFT

2 for equiprobable bits (as high-
lighted in section II-B). Therefore, a marginal improvement in
the spectral efficiency over conventional OFDM is anticipated.
However, the average Nmaj can be increased by manipulating
the bit probabilities, which is subject to future investigation.

III. ANALYTICAL BER CALCULATION FOR SIM OFDM

The computation of the analytical bit error performance of
SIM OFDM involves analyzing two consecutive estimation
processes. The first process is to estimate the status of all
NFFT subcarriers (active or inactive) in order to estimate
the first bit-substream BOOK using coherent OOK detector.
The second estimation process is related to the conven-
tional OFDM-based system, which transmits the second bit-
substream BQAM using M-ary APM symbols on only the
active subcarriers. As explained in II-B, the power allocation
policy has an impact on the average SNR of each active
subcarrier. In what follows, BOOK and BQAM are assumed
to be of equal lengths, and the excess subcarriers (if any)
are used to signal the bit-value of the majority bit-value as
highlighted earlier. In this paper, the excess subcarriers are
not used for data transmission in order to maintain the same

OFDM symbol throughput compared to conventional OFDM
which makes the BER comparison fair.

Throughout the computations, the two estimation processes
are assumed to be independent to simplify the calculations.
The considered APM for the second process is a square 4-
QAM. The bit-stream B is correctly estimated if and only if
both estimation processes are correct. Let A1 and A2 represent
the first and the second estimation processes, respectively.
Since BOOK and BQAM are of equal length, the respective
probabilities are P (A1) = P (A2) = 1

2 . Now, let Psc(E)
be the error probability for A1 (the subcarrier activity) and
Pq(E) be the error probability for A2 (the 4-QAM symbol
recovery) at the receiver side. The overall probability Pe(E)
can be formulated using the law of total probability as follows:

Pe(E) = Pe(E | A1)P (A1) + Pe(E | A2)P (A2)

=
1
2
Psc(E) +

1
2
Pq(E) (7)

In what follows, the error probability of each estimation
process is considered separately using both PRP and PSP.

A. Analytical Bit Error Probability of Estimating BOOK (Psc)

The estimation process of the subcarrier activity using
coherent OOK detector is similar to multiple amplitude shift
keying (M-ASK) detection [1]. For the binary case (on or off)
the symbol error ratio (SER) expression over a Rayleigh fading
channel can be written as follows [4]:

Ps =
1
2

(
1 −

√
γ̄s

1 + γ̄s

)
(8)

where γ̄s � α2 Ēs

Nsc
o

denotes the average SNR per symbol, and
α and Ēs are the fading amplitude and the average symbol
energy, respectively. Ēs can be calculated by dividing the
total transmit power allocated to the OFDM symbol PTx by
the number of the subcarriers considered by the estimation
process. The power reallocation policy results in having Ēs

unchanged. This is because PTx and the number of considered
subcarriers are still the same compared to the case where all
subcarriers are active. In other words, the effective average
SNR during the OOK detection using PRP γ̄OOK−PRP

s is
equal to γ̄s. The power saving policy uses half PTx while OOK
applies to all subcarriers. Therefore, Ēs is halved. Hence, the
effective average SNR during the OOK detection using PSP
γ̄OOK−PSP

s is equal to γ̄s

2 . Note that for binary ASK, the BER
Pb and SER Ps are equal [1], hence, two versions of Psc can
be formulated for both PRP and PSP, respectively.

PPRP
sc =

1
2

(
1 −

√
γ̄s

1 + γ̄s

)
(9)

PPRP
sc =

1
2

(
1 −

√
0.5γ̄s

1 + 0.5γ̄s

)
(10)

B. Analytical Bit Error Probability of Estimating BQAM (Pq)

According to [4], SER expression for M-ary QAM over a
Rayleigh fading channel is:

Ps = 2
(√

M−1√
M

)(
1 −

√
1.5γ̄s

M−1+1.5γ̄s

)
−
(√

M−1√
M

)2

(11)

×
[
1 −

√
1.5γ̄s

M−1+1.5γ̄s

(
4
π tan−1

√
M−1+1.5γ̄s

1.5γ̄s

)]
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Note that γ̄s � γ̄ log2(M), where γ̄ denotes the average SNR
per bit. Also, note that for uncoded data the average BER can
be approximated as Pb = Ps

log2 M [4], which becomes Pb = Ps
2

for M = 4. Hence, Pq for square 4-QAM can be written as
follows:

Pq = −1
8
−−1

2

√
γ̄s

2 + γ̄s
+

1
2π

√
γ̄s

2 + γ̄s
tan−1

√
2 + γ̄s

γ̄s
(12)

The impact of both PRP and PSP on Ēs can be analyzed in
the same way as in III-A. Particularly, Ēs is doubled when
PSP is used. This is due to the fact that the 4-QAM estimator
considers only the active subcarrier (� NFFT

2 ), where PTx is
equally redistributed among them at the transmitter. Therefore,
the effective average SNR during the 4-QAM detection using
PRP γ̄QAM−PRP

s is equal to 2γ̄s. For the power saving policy,
half PTx is redistributed among the active subcarriers, which
leaves Ēs unchanged. Hence, the effective average SNR during
the 4QAM detection using PSP γ̄QAM−PSP

s is equal to γ̄s. The
influence of both PRP and PSP on Ēs can be inferred from
the variation in the Euclidean distance as depicted in Fig. 3.
The two versions of Pq associated with PRP and PSP can be
written as follows, respectively:

PPRP
q = −1

8
− 1

2

√
2γ̄s

2 + 2γ̄s
+

1
2π

√
2γ̄s

2 + 2γ̄s
tan−1

√
2 + 2γ̄s

2γ̄s
(13)

PPSP
q = −1

8
− 1

2

√
γ̄s

2 + γ̄s
+

1
2π

√
γ̄s

2 + γ̄s
tan−1

√
2 + γ̄s

γ̄s
(14)

C. Analytical Bit Error Probability of Estimating B (Pe)

By substituting (9), (10), (13), and (14) into (7), the overall
bit error probability using both PRP and PSP can be formu-
lated as in (15) and (16), respectively.

IV. SIMULATION MODEL AND RESULTS

In the simulation, a single cell scenario with 500 m radius is
assumed, and users are uniformly distributed in the cell. Table
I. shows the system parameters considered for the simulation.
The multipath time-varying channel coefficients are generated

TABLE I
SIMULATION PARAMETERS

Parameters Values
Carrier frequency 5 GHz
System Bandwidth 100 MHz
Sampling Interval 10 ns
FFT length 1024
Constellation size 4
Speed 60 km/h

using Monte Carlo method. The channel is slow time-varying
such that it is assumed to be constant for one OFDM symbol
duration. In the simulation results, the BER performance
(analytical and simulated) of estimating the bit-stream B
using SIM OFDM for different power allocation policies is
compared against and the case of using conventional OFDM.
In order to assess the performance improvement resulted from
using the coherent OOK detection, the BER performance of
estimating BOOK is obtained (SIM OOK curves).

A. Uncoded Data with Power Reallocation Policy

Compared to conventional OFDM, Fig. 4(a) shows that
using SIM OFDM approximately results in a SNR gain of 26-
22=4 dB for a BER of 10−3. Also, it can be noticed that this
gain is almost the same when increasing SNR. The reasons
are twofold: First, the increment in the activated subcarrier
power, quantified in (3), improves the detection quality of
the signal constellation symbols. Second, the inherent high
error rate performance of the coherent OOK detector, used
to estimate the subcarrier activity, enhances the overall BER
performance.

B. Uncoded Data with Power Saving Policy

Compared to conventional OFDM, Fig. 4(b) shows that
using SIM OFDM approximately results in a SNR gain of
26-25=1 dB for a BER of 10−3. Since there is no increment
in the activated subcarrier SNR as illustrated in (4), this
marginal gain can be attributed to the inherent high BER
performance of the coherent OOK detector used to estimate the
first bit-substream. Most importantly, however, there is a 3-dB
enhancement in the power efficiency compared to conventional
OFDM since, on average, only half transmit power is used.

C. Coded Data with Power Reallocation Policy

Fig. 5 shows the results for coded data using a convolutional
encoder with 3

4 rate. By comparing the BER of SIM OFDM
against conventional OFDM, it can be seen that the SNR
gain is about 36-32=4 dB for a BER of 10−6 and it slightly
decreases with increasing SNR. This observation affirms the
results obtained in Fig. 4(a), where the significant enhance-
ment in the BER curves compared to the uncoded data case
is solely due to the channel coding gain.

In all the results, it is clearly shown that both analytical and
simulation results match closely. However, since the current
analytical BER does not consider the error probability of
estimating the type of the majority bit-value, a mismatch in
the results can be noticed at the low SNR regime.

PPRP
e =

1
2

[
1
2

(
1 −

√
γ̄s

1 + γ̄s

)]
+

1
2

[
−1

8
− 1

2

√
2γ̄s

2 + 2γ̄s
+

1
2π

√
2γ̄s

2 + 2γ̄s
tan−1

√
2 + 2γ̄s

2γ̄s

]
(15)

PPSP
e =

1
2

[
1
2

(
1 −

√
0.5γ̄s

1 + 0.5γ̄s

)]
+

1
2

[
−1

8
− 1

2

√
γ̄s

2 + γ̄s
+

1
2π

√
γ̄s

2 + γ̄s
tan−1

√
2 + γ̄s

γ̄s

]
(16)
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Fig. 4. Comparison of bit error ratio between SIM OFDM and OFDM for uncoded data.
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Fig. 5. Comparison of bit error ratio between SIM OFDM and OFDM for
coded data.

V. SUMMARY AND CONCLUSIONS

A novel power-efficient an spectral-efficient multi-carrier
modulation scheme has been presented. The new SIM scheme
maps a stream of bits into the indices of the available
subcarriers in an on-off keying fashion. In this paper, the
subcarrier-index modulator activates a subset of subcarriers
whose indices are associated with those bits of the major-
ity bit-value to guarantee no degradation in the throughput
compared to 4-QAM OFDM. Moreover, the subcarrier-index
detection involves negligible complexity at the receiver. In
order to support the simulation results, a closed form expres-
sion of the error probability of SIM OFDM using different
power allocation policies has been derived. The analytical
and simulation results of the error probability match closely
for different power allocation policies. Two algorithms are
proposed to detect the type of the majority bit-value at the
receiver. The first detection algorithm (which is used to obtain
the simulation results) relies on explicit signalling where the
excess subcarriers are used to convey this control information.
The second detection algorithm (which is to be implemented
in future work) can be classified as a non-coherent detection
approach since signalling is no longer required. The actual

benefits the second detection algorithm are difficult to eval-
uate at this point and require further investigation, but the
potential for the spectral efficiency enhancement is obvious.
SIM OFDM always provides performance improvement, but
power efficiency can be traded-off against BER performance
compared to pure OFDM.

The key advantages of SIM OFDM are:
• Exploit the orthogonality of the multi-carrier dimension

in a radically different approach for information trans-
mission.

• Per subcarrier allocated transmit power increases when
PRP is used, which results in improved error rate perfor-
mance compared to conventional OFDM.

• PSP makes SIM OFDM a potential candidate for power
efficient systems and green radio applications.

• Reduction in the inter-subcarrier-interference and more
robustness in frequency selective fading channels. Note
that this feature is subject to future assessment since ideal
synchronization is assumed throughout this paper.

• Excess subcarriers provide potential gain in the spectral
efficiency.

• Simple subcarrier status detection using existing technol-
ogy (coherent OOK detection).

In the future, one of the main goals is to study the influence
of different interleaving and/or channel coding methods on
the distribution of the excess subcarriers, and to investigate
the involved trade-off between spectral efficiency and BER
performance. In an attempt to further exploit the gain in
the subcarrier SNR, future research directions will involve
adaptive power/modulation techniques as potential candidates
to be integrated with the SIM concept.
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