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Abstract

The memory consistency model, which formally specifies the behavior of the

memory system, is used by programmers to reason about parallel programs. From a

hardware design perspective, weaker consistency models permit various optimizations

in a multiprocessor system: this thesis focuses on designing and optimizing the cache

coherence protocol for a given target memory consistency model.

Traditional directory coherence protocols are designed to be compatible with the

strictest memory consistency model, sequential consistency (SC). When they are used

for chip multiprocessors (CMPs) that provide more relaxed memory consistency models,

such protocols turn out to be unnecessarily strict. Usually, this comes at the cost of

scalability, in terms of per-core storage due to sharer tracking, which poses a problem

with increasing number of cores in today’s CMPs, most of which no longer are sequen-

tially consistent. The recent convergence towards programming language based relaxed

memory consistency models has sparked renewed interest in lazy cache coherence

protocols. These protocols exploit synchronization information by enforcing coherence

only at synchronization boundaries via self-invalidation. As a result, such protocols do

not require sharer tracking which benefits scalability. On the downside, such protocols

are only readily applicable to a restricted set of consistency models, such as Release

Consistency (RC), which expose synchronization information explicitly. In particular,

existing architectures with stricter consistency models (such as x86) cannot readily

make use of lazy coherence protocols without either: adapting the protocol to satisfy

the stricter consistency model; or changing the architecture’s consistency model to (a

variant of) RC, typically at the expense of backward compatibility. The first part of

this thesis explores both these options, with a focus on a practical approach satisfying

backward compatibility.

Because of the wide adoption of Total Store Order (TSO) and its variants in x86 and

SPARC processors, and existing parallel programs written for these architectures, we

first propose TSO-CC, a lazy cache coherence protocol for the TSO memory consistency

model. TSO-CC does not track sharers and instead relies on self-invalidation and

detection of potential acquires (in the absence of explicit synchronization) using per

cache line timestamps to efficiently and lazily satisfy the TSO memory consistency

model. Our results show that TSO-CC achieves, on average, performance comparable

to a MESI directory protocol, while TSO-CC’s storage overhead per cache line scales

logarithmically with increasing core count.
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Next, we propose an approach for the x86-64 architecture, which is a compromise

between retaining the original consistency model and using a more storage efficient

lazy coherence protocol. First, we propose a mechanism to convey synchronization

information via a simple ISA extension, while retaining backward compatibility with

legacy codes and older microarchitectures. Second, we propose RC3 (based on TSO-

CC), a scalable cache coherence protocol for RCtso, the resulting memory consistency

model. RC3 does not track sharers and relies on self-invalidation on acquires. To

satisfy RCtso efficiently, the protocol reduces self-invalidations transitively using per-L1

timestamps only. RC3 outperforms a conventional lazy RC protocol by 12%, achieving

performance comparable to a MESI directory protocol for RC optimized programs.

RC3’s storage overhead per cache line scales logarithmically with increasing core count

and reduces on-chip coherence storage overheads by 45% compared to TSO-CC.

Finally, it is imperative that hardware adheres to the promised memory consistency

model. Indeed, consistency directed coherence protocols cannot use conventional co-

herence definitions (e.g. SWMR) to be verified against, and few existing verification

methodologies apply. Furthermore, as the full consistency model is used as a specifica-

tion, their interaction with other components (e.g. pipeline) of a system must not be

neglected in the verification process. Therefore, verifying a system with such protocols

in the context of interacting components is even more important than before. One

common way to do this is via executing tests, where specific threads of instruction

sequences are generated and their executions are checked for adherence to the consis-

tency model. It would be extremely beneficial to execute such tests under simulation,

i.e. when the functional design implementation of the hardware is being prototyped.

Most prior verification methodologies, however, target post-silicon environments, which

when used for simulation-based memory consistency verification would be too slow.

We propose McVerSi, a test generation framework for fast memory consistency

verification of a full-system design implementation under simulation. Our primary

contribution is a Genetic Programming (GP) based approach to memory consistency test

generation, which relies on a novel crossover function that prioritizes memory operations

contributing to non-determinism, thereby increasing the probability of uncovering

memory consistency bugs. To guide tests towards exercising as much logic as possible,

the simulator’s reported coverage is used as the fitness function. Furthermore, we

increase test throughput by making the test workload simulation-aware. We evaluate

our proposed framework using the Gem5 cycle accurate simulator in full-system mode

with Ruby (with configurations that use Gem5’s MESI protocol, and our proposed
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TSO-CC together with an out-of-order pipeline). We discover 2 new bugs in the MESI

protocol due to the faulty interaction of the pipeline and the cache coherence protocol,

highlighting that even conventional protocols should be verified rigorously in the

context of a full-system. Crucially, these bugs would not have been discovered through

individual verification of the pipeline or the coherence protocol. We study 11 bugs

in total. Our GP-based test generation approach finds all bugs consistently, therefore

providing much higher guarantees compared to alternative approaches (pseudo-random

test generation and litmus tests).
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Lay Summary

At the beginning of the 21st century, designers of high-performance processors found

that increasing performance by increasing clock frequencies become infeasible. Further

increasing clock frequencies come with unmanageable energy budgets as well as

complexities in the way instructions would be processed. Yet, Moore’s law is indeed

still going strong, and we are seeing more and more transistors on a single chip.

Consequently, this potential should not be ignored, and designers turned towards

replicating the processing “cores” responsible for a single “thread” of instructions on a

single chip: the result is the “multicore” chip, which can process many more threads at

the same time, therefore improving overall performance.

Unfortunately, with the current designs, problems arise when attempting to scale

to an order of magnitude more cores than we have today. Current state-of-the-art

approaches for specific components used on a chip are simply not scalable in terms of

the number of cores. One such component is the “cache coherence protocol.” These

days, every processing core has attached to it a small private cache to speed up memory

accesses. These caches replicate data that is found in main memory. However, if two

cores access the same data, then this data would be replicated in these two private

caches. Now, what happens if one of these cores modifies this data and the other tries

to read it? It is the coherence protocol’s job to ensure there are no inconsistencies in

the caches by performing various operations (sending invalidations, updates, new data,

etc.).

From the programmer’s point of view, caches should be transparent. The program-

mer, however, sticks to certain rules which specify what happens when multiple threads

read and write the same data: these rules are called the “memory consistency model.”

The memory consistency model simply says in what order operations must become

visible relative to each other. The processor must then ensure that these rules are not

broken to guarantee consistency. In the mentioned case where the cores each have

private caches, and the same data is replicated across them, it may suddenly be possible

to violate these rules if the cache coherence protocol did not exist.

Traditional cache coherence protocols, however, do not scale well to many more

cores. The reason for this is that they require maintaining metadata, which will take up

too much space on a chip if more cores are added. To solve this problem, there have

been several recent works which propose new cache coherence protocols which do not

have this problem by eliminating the expensive metadata. The commonality among
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them is, that they rely on relaxed memory consistency models (those that enforce very

little ordering among instructions). Unfortunately, these proposals rely on consistency

models which either are not widely used or not used at all in real processors. This limits

their applicability to modern architectures used in today’s and future devices, as too

much existing software is too important and cannot simply stop working.

In this thesis, this new class of coherence protocol is explored in the context of real

architectures, in particular, the common x86 and SPARC architectures. The consistency

model found these systems is called Total Store Order (TSO). The first contribution of

this thesis is called TSO-CC, a coherence protocol for TSO, which does not require

the use of expensive metadata and achieves performance comparable to a traditional

coherence protocol. TSO-CC achieves this via a novel technique using timestamps

to limit the times when the protocol needs to perform costly maintenance on private

caches.

The second contribution is RC3, a coherence protocol optimized for a more re-

laxed consistency model than TSO, as these types of consistency models are found in

modern programming languages—ideally, the consistency models of multicores and

programming languages should be aligned for optimal performance. Unlike previ-

ous approaches, the presented approach is still compatible with the x86 architecture

and achieves good performance by reusing the timestamp technique—but in a limited

form—from TSO-CC. Consequently, the RC3 protocol is even more efficient than

TSO-CC.

Many of these techniques are usually prototyped as part of a processor simulator.

In particular, the simulation of an entire computer is called a “full-system simulation.”

Here, the coherence protocol is only a small component of the larger system but

interacts with many other components. These other components may also have an

effect on the enforcement of the promised memory consistency model. In particular,

some interactions between coherence protocol and processing pipeline are crucial. For

the “consistency directed coherence protocols” this thesis proposes, these interactions

should not be neglected; however, we found even traditional protocols are not checked

sufficiently for the interaction with other components. To ensure the processor does not

violate the consistency model’s rules, the third and final contribution, called McVerSi, is

an approach for fast verification of a full-system implemented in a processor simulator.

Indeed, there is a gap in existing approaches, as they do not optimize (they are too slow)

for memory consistency verification in a full-system simulation. McVerSi is filling this

gap.
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Chapter 1

Introduction

1.1 Cache Coherence Protocol Scaling

With the breakdown of Dennard scaling [Den+74]—the end of supply voltage scaling—

architects have been looking for alternatives to take advantage of the continued increase

in available transistor counts as per Moore’s Law [Moo65]. At the beginning of the 21st

century, the trend of the industry shifted towards using multiple cores on a single chip—

“multicores” or chip multiprocessors (CMPs)—to improve performance for parallel

workloads. Unfortunately, scaling CMPs to ever increasing core counts also faces

several challenges [Esm+11]. A major challenge is the cache coherence protocol, as

conventional approaches quickly outgrow the permitted cost to achieve ever increasing

core counts [Cho+11; MHS12; KK10; Kel+10; RK12].

In shared memory multiprocessors, each processor typically accesses a local cache

to reduce memory latency and bandwidth—Figure 1.1 illustrates a simple CMP baseline

architecture. Data cached in local caches, however, can become out-of-date when

they are modified by other processors. Cache coherence helps ensure shared memory

correctness by making caches transparent to programmers, giving the illusion of a single

shared address space. Shared-memory correctness is defined by the memory consistency

model (MCM), which formally specifies in what order memory operations (reads

and writes) must appear to the programmer [AG96; SHW11]: stricter models restrict

reordering, whereas weaker models permit larger amounts of instruction reordering.

The relation between the processor’s memory consistency model and the coherence

protocol has traditionally been abstracted to the point where each subsystem considers

the other as a black box [SHW11]. Generally, this is beneficial, as it reduces overall

complexity; however, as a result, coherence protocols are designed to be compatible with

3



4 1. Introduction

Figure 1.1: Block diagram of baseline architecture of chip multiprocessor (CMP) system

assumed.

the strictest consistency model, sequential consistency (SC). SC mandates that writes are

made globally visible before a subsequent memory operation. The coherence protocol

plays a crucial role in the implementation: before writing to a cache line, conventional

coherence protocols propagate writes eagerly by invalidating shared copies in other

processors.

Providing eager coherence, however, comes at a cost. A simple approach is to use

snooping-based protocols, where writes to non-exclusive cache lines are effectively

broadcast. Unfortunately, in snooping-based systems, the interconnect quickly becomes

a bottleneck with increasing number of processors [Aga+88]. A more scalable approach

is to use directory-based protocols [CF78] in which the directory maintains, for each

cache line, the list of processors caching that line, in the sharing vector. Upon a write

to a non-exclusive cache line, invalidation requests are sent to only those processors

caching that line.

While avoiding the potentially costly broadcasts, the additional invalidation and

acknowledgement messages nevertheless represent overhead. More importantly, the

bookkeeping to maintain the list of sharers becomes prohibitively expensive with

increasing number of cores (in terms of area and power). Coherence protocols need to
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overcome inherent scalability issues if we wish to continue the trend of ever increasing

cores. More specifically, the size of the sharing vector increases linearly with the number

of processors. With an increasing number of processors, it becomes prohibitively

expensive to support a sharing vector for large-scale CMPs [Cho+11; MHS12; KK10;

Kel+10; RK12].

In the foreseeable future, on-chip cache coherence will continue to play an important

role in continuing to provide programmers an intuitive view of shared memory, but

several scaling challenges need to be overcome [MHS12]:

• on-chip storage requirements;

• on-chip network traffic;

• inefficiencies caused by maintaining cache inclusion (e.g. false sharing);

• latency of cache misses;

• energy overheads.

Over the years, many approaches have addressed some of these challenges, especially

by optimizing the data structures and cache organization [Cue+11; Fer+11; GWM90;

MHS12; Pug+10; SK12; Wal92; ZSD10]. But the alternative, of optimizing the protocol

itself, in particular for a particular memory consistency model, has not been explored

sufficiently for modern systems. Recent years have seen renewed interest in this

approach via lazy cache coherence protocols [ADC11; Cho+11; FC08; KK10; RK12;

SKA13; SA15], highlighting its potential—however, these approaches target relaxed

consistency models with explicitly exposed synchronization, e.g. Release Consistency

(RC) [Gha95]. Lazy coherence protocols shift the task of invalidation from the writer to

the reader via self-invalidation at synchronization boundaries [LW95].

This thesis focuses on the design of memory consistency directed cache coherence

protocols, in particular for consistency models and architectures which do not explicitly

expose synchronization to overcome some of the above challenges. This approach,

however, makes it less straightforward to reason in terms of established properties of

coherence (e.g. Single-Writer–Multiple-Reader [SHW11]): in the approach taken in

this thesis, the property to be satisfied is the consistency model of the full system. In

the final part of this thesis, a framework for fast simulation-based memory consistency

verification is proposed to help designers verify full-system implementations of a design.
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1.2 Memory Consistency and Cache Coherence

The memory consistency model specifies the permitted reordering of memory operations,

with which the programmer can then reason about parallel program correctness [AG96;

SHW11]. Although more relaxed memory consistency models are less intuitive from a

programmer perspective, they can be motivated by performance optimizations in the

implementation of a shared memory multiprocessor system. For example, write-buffers,

in the absence of any other visible optimizations, give rise to Total Store Order (TSO),

as in e.g. x86 [OSS09], where writes may appear to be reordered after following reads.

Broadly, the relationship between memory consistency model to cache coherence

protocol is a specification to a part of its implementation; indeed, there are many other

components in a system, e.g. core pipeline, and the combination of all components

gives rise to the final consistency model. Here, the coherence protocol is responsible

for the propagation of data in the memory hierarchy, in particular, between caches to

make replicated data in independent caches appear as part of a single shared memory.

Yet, the classical definition of cache coherence is not tied too closely to the memory

consistency model, but rather has various other definitions. One common definition

is, that coherence must enforce the following invariant: per memory location, there

must only be either a single writer (and no readers) or there may be several readers

(but no writers)—also referred to as the Single-Writer–Multiple-Reader (SWMR) in-

variant [SHW11]. Indeed, this definition is sufficient for most traditional coherence

protocols, as well as strict enough to guarantee compatibility with SC (in the presence

of an in-order pipeline) [MS09].

As a result, conventional coherence protocols propagate writes eagerly by invalidat-

ing shared copies of data in other processors (before the write). To achieve this, protocols

can either be snooping (interconnect bottleneck [Aga+88]) or use a directory tracking

sharers (storage bottleneck [Cho+11; MHS12; KK10; Kel+10; RK12]). However, mod-

ern CMPs no longer guarantee SC (see ARM [AMT14; Flu+16], POWER [Sar+11],

SPARC [SPA92], x86 [OSS09])—the main contributing factor being core pipeline

optimizations, but not the coherence protocol.

Hypothesis: If modern CMPs no longer guarantee SC, is using coherence protocols de-

signed to satisfy a model as strict as SC still required? And in relaxing this requirement,

can more scalable protocols be designed? The main hypothesis of this thesis is, that

cache coherence protocols can be optimized for a target consistency model (weaker than

SC), and in doing so address several of the scaling challenges—the main focus of this
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thesis being storage overheads while retaining baseline performance characteristics.

Finally, verification of cache coherence is an important aspect of design [ASL03].

Designing coherence protocols satisfying invariants such as SWMR (and thus be com-

patible with SC), is also beneficial for verification: indeed, using SWMR as a key

invariant is straightforward to use in formal methods approaches such as model check-

ing [PD97]. One direction is to design protocols with verifiability (using existing

verification methodologies) in mind [Zha+14]. The other direction is to explore al-

ternative verification methodologies to suit coherence protocols that may no longer

satisfy SWMR. In particular, using the final system memory consistency model to be

verified against, instead of indirect invariants. Furthermore, while verifying individual

components like the coherence protocol is essential, the interaction between components

(pipeline, coherence protocol, etc.) in a full-system should not be neglected. Currently,

there is a lack of methodologies for memory consistency verification of a full-system in

a pre-silicon environment (e.g. simulation): can we design a methodology that decreases

the time to find as many bugs as possible pre-silicon (compared to alternatives)?

1.3 Contributions

Consistency Directed Cache Coherence Protocols: Existing lazy coherence cache

coherence protocols [ADC11; Cho+11; FC08; KK10; RK12; SKA13; SA15] have

limitations regarding portability. As they target relaxed consistency models explicitly

exposing synchronization to the hardware, e.g. Release Consistency (RC) [Gha95],

existing architectures with stricter models cannot benefit from them, as legacy codes

must continue to work. Here, we consider the x86 and SPARC architectures which

support variants of Total Store Order (TSO) [OSS09; SPA92]. The key challenge in

designing a lazy coherence protocol for TSO is the absence of explicit release or acquire

instructions; regular loads and stores have acquire and release semantics respectively.

The first contribution is TSO-CC, a coherence protocol that enforces TSO lazily

without a full sharing vector. Without tracking sharers, the protocol must self-invalidate

potentially stale cache lines upon potential acquires. In the most basic version of the

protocol, every cache miss is assumed to be a potential acquire; in the optimized version

of the protocol, we use transitive reduction to limit potential acquires, and therefore

reduce costly self-invalidations. The use of a full sharing vector is an important factor

that could limit scalability, which we overcome in our proposed protocol while maintain-

ing good overall performance in terms of execution times and on-chip network-traffic.
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TSO-CC’s storage overhead per cache line scales logarithmically with increasing core

count. More specifically, for 32 (128) cores, our best performing configuration reduces

the storage overhead over a MESI baseline protocol by 38% (82%). Our experiments

with programs from SPLASH-2, PARSEC and STAMP benchmarks show an average

reduction in execution time of 3% over the baseline, with the best case outperforming

the baseline by 19%.

Next, we explore a method to distinguish synchronization and data operations

in the x86-64 architecture to exploit the explicit synchronization information that

is already present in many recent language level memory consistency models (e.g.

C11 [ISO11a], C++11 [ISO11b; BA08] and Java [MPA05]). The key contribution is

RC3, a lazy cache coherence protocol for RCtso, and a seamless approach to adopt the

protocol in the x86-64 architecture—thereby allowing the architecture to exploit the

explicit synchronization information present in many recent language level memory

consistency models. We achieve this by showing how to convey explicit ordinary and

synchronization information to the hardware via a backward and forward compatible1

ISA extension, and in doing so propose to change the consistency model from x86-TSO

to x86-RCtso. The RC3 protocol then targets the RCtso consistency model lazily,

without the need for a sharing vector nor per cache line timestamps. In comparison

to a conventional lazy RC coherence protocol, RC3 achieves a 12% performance

improvement on average owing to transitive reduction of redundant acquires using

timestamps. In comparison to TSO-CC, RC3 reduces coherence storage requirements

by 45% by eliminating per cache line L1 and L2 timestamps. Furthermore, eliminating

per cache line timestamps also simplifies cache accesses as timestamps do not need to

be tagged.

Full-System Memory Consistency Verification: Simulation of a design is available

much earlier in the development cycle (pre-silicon). As such it is much cheaper if

as many bugs as possible are found early. Furthermore, the added observability in

simulation makes debugging more straightforward. For example, the advantages of

simulation for memory system verification using user-guided random tests have been

described and exploited by Wood et al. [WGK90]. Unfortunately, throughput (in terms

of instructions executed in wall-clock time) of an accurate simulated system is orders of

magnitude lower than a real chip. The challenge is, how do we automatically generate

efficient memory consistency tests for simulation, such that the wall-clock time to explore

rare corner cases and find bugs is reduced?

1Forward compatible meaning that new program codes can also still be run on old architectures.
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Here, the focus lies on automated simulation-based verification of a full-system

design implementation: we propose McVerSi, a test generation framework for fast,

coverage directed memory consistency verification in simulation. Using a Genetic

Programming (GP) [Koz92] based approach, we show how to generate tests for a

full-system simulation that achieve improved test quality specifically for memory

consistency verification, and also achieve greater coverage of the system (exploring rare

corner cases): focusing on both these aspects leads to significantly reduced wall-clock

time to find all studied bugs consistently (in comparison with alternative approaches).

We evaluate McVerSi using the Gem5 [Bin+11] cycle accurate simulator in x86-64

full-system mode with Ruby (with implementations of a MESI variant and TSO-CC).

Our evaluation also highlights the importance of verifying conventional protocols

in the context of a full-system, as two new bugs in the MESI coherence protocol

implementation of Gem5 have been found in the process.2 In total, we study 11 bugs.

In comparison with a pseudo-random test generator, and diy [Alg+12] generated litmus

tests for TSO, our GP-based approach finds all bugs consistently within practical time

bounds, thereby providing much higher bug finding guarantees.

1.4 Thesis Structure

The background required is summarized in the following Part II: Chapter 2 introduces

memory consistency models, and Chapter 3 defines cache coherence protocols and

their role in enforcing the consistency model. Part III introduces consistency directed

cache coherence protocols, the main theme of this thesis: Chapter 4 proposes TSO-CC,

followed by Chapter 5 introducing RC3. Both chapters are relatively self-contained, but

for a greater appreciation of RC3, it is recommended that Chapter 4 (TSO-CC) be read

first. The next part is on verification, and Chapter 6 proposes the McVerSi framework.

Chapter 6 is sufficiently self-contained that Part III is not a necessary dependency, but

is suggested to better understand the challenges McVerSi wishes to address, as well

as details of the evaluation where TSO-CC is used as a case study. Finally, Chapter 7

concludes and provides perspectives on future directions.

2Fixes for the bugs have been sent to the Gem5 maintainers.
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Chapter 2

Memory Consistency Models

2.1 Overview

Programming shared memory multiprocessor systems correctly requires a precise

definition of the semantics of such a system. In particular, the programmer must be

aware of the memory access ordering guarantees the hardware provides. The memory

consistency model (MCM) formally specifies the ordering guarantees with which the

programmer can reason about parallel programs [AG96].

Over the years, various formalizations of MCMs have emerged. Both axiomatic—

e.g. Sequential Consistency (SC) [Lam79], Total Store Order (TSO) [AMT14; SPA92],

Release Consistency (RC) [Gha95; Gha+90], POWER [Alg+12; AMT14; Mad+12]

and ARMv7 [AMT14]—as well as operational models—e.g. x86-TSO [OSS09],

POWER [Sar+11]) and ARMv8 [Flu+16]—can be used to describe MCMs formally.

Axiomatic models present the model in terms of relations ordering operations as

they may be observed, effectively forming a data-flow graph; these graphs should not

be cyclic, as this would imply a contradiction and the programmer could no longer

reason about their multi-threaded program. Operational models, on the other hand,

are presented as abstract machines that if given a multi-threaded program, generate all

allowable results. Both are important in their own right, as the former is more concise

whereas the latter can give rise to more elegant proofs (e.g. Chapter 4 will introduce an

operational model as a proof tool).

While there are various options for deciding upon a specific memory consistency

model in a multiprocessor system, it is essential to find the right balance between

programmability and performance. This section also provides an overview of the

hierarchical approach to memory consistency, and how the choice of the memory

13
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consistency model impacts the implementation [Gha+90; Adv93; AH90; Gha95].

2.2 Axiomatic Framework

This section summarizes the framework proposed by Alglave, Maranget, and Tautschnig

[AMT14] to specify the axiomatic semantics of memory consistency models. We

have chosen to use this framework, as it (1) is succinct while eliminating ambiguity

(especially for the purpose of implementing decision procedures) and (2) is flexible

enough to describe a variety of consistency models while relying on a library of common

reusable definitions (hence a framework).

Frameworks have their disadvantages (no size fits all), but the advantages of relying

on a proven framework with the ability to turn these definitions into a consistency

model checker (required for Chapter 6) outweigh. Figure 2.1 illustrates the flow of how

axiomatic consistency models are used in specification and verification of multi-threaded

program behavior.

Notation: The models are described using classic set theory. As the relations capture

order among events, we often use the more intuitive shorthand: x rel→ y, (x,y)∈ rel. The

shorthand r1; r2 denotes the sequential composition of two relations: (x,y) ∈ (r1; r2),

∃z.(x,z) ∈ r1 ∧ (z,y) ∈ r2. The predicate irreflexive(r) is true iff r is irreflexive:

irreflexive(r), ¬(∃x.(x,x) ∈ r). The predicate acyclic(r) is true iff the transitive

closure of r is irreflexive: acyclic(r) , irreflexive(r+). The reflexive-transitive

closure of r is written as r∗.

2.2.1 Instruction Semantics

An ISA may have a diverse set of instructions, and different instructions when executed

may result in the same effect on the memory system. Given a multi-threaded program,

and some instruction semantics, each instruction is mapped to a set of events. This helps

to avoid redundancies and simplify the presentation of a particular memory consistency

models.

Definition 2.1 (Events). Events are unique, referred to with a lower case letter (e.g. e).

An event captures the thread (proc(e)), address (addr(e)) and action. For all events in

a program, WR, WW, RR, RW are the relations capturing all write-read, write-write,

read-read and read-write pairs respectively.
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MULTI-THREADED PROGRAM

INSTRUCTION SEMANTICS

EVENTS

CONTROL-FLOW SEM.DATA-FLOW SEM.

CANDIDATE EXECUTIONS

AXIOMS/CONSTRAINT SPECIFICATION

VALID EXECUTIONS

maps to

related by
related by

constrained by

Figure 2.1: Overview of specification and verification of multi-threaded programs using

axiomatic memory consistency models.

To ease the rest of the discussion, unless otherwise specified, we will assume the

following generic mapping:

• Loads map to exactly one read event.

• Stores map to exactly one write event.

As much of the discussion is not specific to a particular ISA, we will refer to reads and

writes rather than loads and stores where the mapping is obvious from the context. For

a complete account of instruction semantics we refer to reader to [AMT14].

2.2.2 Candidate Executions

A candidate execution captures one possible execution of a multi-threaded program.

Depending on the control-flow and data-flow semantics, there may be a large set of
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Table 2.1: Definition of relations used to specify memory consistency models in the

framework of [AMT14].

Relation Name Source Subset of Definition

po program-order execution E×E instruction order lifted to events

rf read-from execution WR links a write w to a read r taking its

value from w

co coherence execution WW total order over writes to the same

memory location

ppo preserved pro-

gram order

architecture po program order maintained by the ar-

chitecture

fences fences architecture po events ordered by fences

prop propagation architecture WW order in which writes propagate

po-loc program order

subset of same

address events

derived po po-loc,{
(x,y) | x po→ y∧addr(x) = addr(y)

}
com communications

or conflict or-

ders

derived E×E com, co∪ rf∪ fr

rfe read-from ex-

ternal

derived rf rfe,{
(w,r) | w rf→ r∧proc(w) 6= proc(r)

}
fr from-read derived RW links reads to writes based on ob-

served rf and co: fr , (rf−1;co) ,{
(r,w) | ∃w′.w′ rf→ r∧w′ co→ w

}
fre from-read ex-

ternal

derived fr fre,{
(r,w) | r fr→ w∧proc(r) 6= proc(w)

}
hb happens before derived E×E hb, ppo∪ fences∪ rfe

possible executions (but not all of which may be valid as per the constraint specification).

Definition 2.2 (Candidate executions). A candidate execution is a tuple (E,po, rf,co),

with the set of events E in the program, and the relations program-order po (via control-

flow semantics), reads-from rf and coherence (or write-serialization) order co (via

data-flow semantics); see Table 2.1 for details.
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2.2.3 Architecture Definitions

An architecture defines the architecture specific details of a particular memory consis-

tency model, and is used by the constraint specification to decide if a particular execution

is valid or not. An architecture is defined by the tuple of relations (ppo, fences,prop),

preserved program-order ppo, fences and propagation prop; see Table 2.1 for details.

In the following we will provide the instantiations of Total Store Order (TSO) and

Sequential Consistency (SC) as provided by [AMT14]. Both models are discussed

informally in §2.4.

Definition 2.3 (Sequential Consistency). No relaxations are permitted and all four

possible instruction orderings (read-read, read-write, write-read, write-write) must be

maintained.
ppo , po

fences , /0

prop , ppo∪ fences∪ rf∪ fr

Definition 2.4 (Total Store Order). Only the write to read ordering is relaxed. Reads to

the same address as a preceding writes w by the same thread must observe either w or a

write by another thread that happened after w in co; this, however, has no effect on the

required visibility by other threads, which implies that prop only includes rfe (and not

rf). The relation mfence captures write-read pairs separated by a fence instruction.

ppo , po\WR

fences ,mfence

prop , ppo∪ fences∪ rfe∪ fr

2.2.4 Constraint Specifications

Given a candidate execution and an architecture specification, the constraints (or axioms)

decide if the execution is valid under the complete model.

Definition 2.5 (SC PER LOCATION). Satisfied if acyclic(po-loc∪ com). SC

PER LOCATION ensures that communications/conflict orders com cannot contradict

program-order per memory location po-loc.1

Definition 2.6 (NO THIN AIR). Satisfied if acyclic(hb). This constraint ensures

that the happens-before order hb, which captures preserved program-order ppo, fenced

1This constraint by itself is one of the definitions of coherence, as discussed in §3.2.
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instructions fences, but also reads from other threads rfe is not contradictory. Effectively,

this prevents reads from observing values “out of thin air”, i.e. before they appear to

have been written by some other thread.

Definition 2.7 (OBSERVATION). Satisfied if irreflexive(fre;prop;hb∗). OBSER-

VATION constrains the values a read may observe. Assume a write wa to address a,

a write wb to address b, which are ordered in prop (wa
prop→ wb), and a read rb reading

from wb (wb
rf→ rb), then any read ra that happens after rb (rb

hb→ ra) cannot read from a

write before wa.

Definition 2.8 (PROPAGATION). Satisfied if acyclic(co∪prop). This constraint

imposes restrictions on the order in which writes are propagated to other threads,

i.e. ensuring that the propagation order prop does not contradict coherence (write-

serialization) order co. This constraint and depending on the prop order defines if the

consistency model is write/multi-copy atomic, i.e. if all threads observe writes in the

same order or not.

2.3 Assumptions on Progress Guarantees

It should be noted that most models focus on ordering constraints, however, when

memory operations propagate to other threads is usually not explicit: unless specified,

it is implicitly assumed that operations eventually become visible (eventual write propa-

gation); furthermore, it is sufficient for only conflicting operations, i.e. synchronization,

to eventually become visible [Gha95]. This guarantee is necessary for programs to

make useful progress.

Indeed, when reasoning about a concurrent system, two types of properties should

be proved: safety (“nothing bad will happen”) and liveness (”something good will

happen eventually”) [Lam77; AS85]. In the context of multithreaded programs, the

programmer asserts safety with the help of the ordering guarantees imposed by the

memory consistency model, but liveness also requires guarantees on eventual write

propagation.

Few consistency models place a concrete time bound or fairness restrictions on

write propagation, implying that programmers must design algorithms taking this into

account. A notable exception is the bounded staleness TSO model (TSO[S]) proposed

by Morrison and Afek [MA14].
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2.4 System-Centric Models

System-centric memory consistency models expose the direct interface with the hard-

ware. In more relaxed consistency models, it becomes more difficult for programmers

to reason about parallel programs, and as such, stricter models are preferred when pro-

grammers are expected to reason at the hardware level. This section briefly summarizes

three system-centric models which will be central to later chapters.

2.4.1 Sequential Consistency

Sequential Consistency (SC) was first defined by Lamport [Lam79]. In SC, no relax-

ations are permitted and all four possible instruction orderings (read-read, read-write,

write-read, write-write) must be preserved. In the words of Lamport [Lam79], a multi-

processor system can be called sequentially consistent if “the result of any execution

is the same as if the operations of all the processors were executed in some sequential

order, and the operations of each individual processor appear in this sequence in the

order specified by its program.” See Definition 2.3 for the formal definition.

Consider the pattern in Figure 2.2. Here, SC forbids the case where both reads

return the initial value. With a simple mutual exclusion algorithm (e.g. Dekker follows

this pattern [Sco13]) as shown in Figure 2.3, this implies that the critical section cannot

be entered by both threads at the same time.

init: x = 0, y = 0

Thread 1 Thread 2

x← 1 y← 1

r1← y r2← x

SC forbids: r1 = 0∧ r2 = 0

Figure 2.2: Store buffering pattern showing forbidden executions.

2.4.2 Total Store Order

Since Total Store Order (TSO) is the memory consistency model found in x86 proces-

sors, its various implementations have been analyzed in detail [OSS09]. Historically,

TSO has been the result of taking writes out of the critical path and entering committed

writes into a FIFO write-buffer, potentially delaying a write to cache or other parts of
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init: x = 0, y = 0

Thread 1 Thread 2

x← 1 y← 1

if (y == 0) then if (x == 0) then

critical section critical section

else . . . else . . .

Figure 2.3: Simple mutual exclusion algorithm for SC [Lam79].

init: x = 0, y = 0

Thread 1 Thread 2

x← 1 r1← y

y← 1 r2← x

SC & TSO forbids: r1 = 1∧ r2 = 0

Figure 2.4: Message passing pattern showing forbidden executions.

the memory hierarchy [OSS09; SC97]. Reads to the same address as prior writes by the

same processor must not be affected, which mandates that reads bypass the write-buffer.

Consequently, this relaxes the write to read ordering. See Definition 2.4 for the formal

definition. As every write can potentially be a release, each write needs to eventually

propagate to other processors, so that they are made visible to a matching acquire and

forward progress is possible (see §2.3).

Figure 2.4 illustrates a common pattern where TSO (and SC) still provides intuitive

semantics due to maintaining the write-write ordering. However, since write-read is

now relaxed, the case forbidden under SC in Figure 2.2 is indeed valid under TSO.

Consequently, this implies that the simple mutual exclusion algorithm in Figure 2.3 no

longer works correctly; to make such an algorithm work again, modern architectures

that provide variants of TSO, e.g. x86, need to extend TSO to provide explicit fence

instructions enforcing ordering where required.

Furthermore, TSO guarantees that writes become visible to other threads at the same

time—this is also referred to as write atomicity or multi-copy atomicity. This is what

differentiates TSO from a related model, Processor Consistency (PC) [Gha+90], which

does not mandate write/multi-copy atomicity.
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2.4.3 Release Consistency

A relaxed and relatively simple model which explicitly exposes synchronization op-

erations via special instructions is Release Consistency (RC) [Gha95; Gha+90]. In

RC, special release and acquire instructions are used to enforce an ordering with other

memory operations in program order.

Given a write-release, all memory operations prior must be visible before the write;

a read-acquire enforces preserving the program ordering of all operations after it. In

addition, releases guarantee eventual propagation of synchronization data so that they

become visible to corresponding acquires. The particular RC-variant imposes additional

restrictions on ordering between synchronization, e.g. RCsc requires that all possible

orderings between synchronization are maintained.

Definition 2.9 (RCsc). Let AM be the relation linking all acquires a to all events e:

MS , {(a,e) | (a,e) ∈ E×E∧is_acquire(a)}. Let MS be the relation linking all

events e to a write-release s: MS, {(e,s) | (e,s) ∈ E×E∧is_release(s)}. RCsc is

instantiated as follows:

ppo , (po∩AM)∪ (po∩MS)

fences , /0

prop , ppo∪ fences∪ rfe∪ fr

With RC, if the operations in the pattern of Figure 2.4 were all marked as ordinary,

all executions would be valid. To only observe the same valid executions as TSO (or

SC), it would be required to explicitly mark the write and read of y as release and

acquire respectively.

2.5 Programmer-Centric Models

While many commercial multiprocessor systems adopt very relaxed memory consistency

models, giving architects fewer restrictions on optimizations, this usually complicates

reasoning about parallel programs at the hardware level. This problem, however, can

be solved if we assume that the programmer does not need to reason about programs

using the system-centric consistency models, and instead is exposed to a higher level

abstraction at the programming language level [AG96].

The only requirement of the hardware level consistency model then is that any

language level consistency model can be mapped to the hardware level. The formal basis
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for this approach can be found in Adve et al.’s data-race-free [Adv93; AH90; AH93]

(DRF) and Gharachorloo et al.’s properly-labeled [Gha95; Gha+90] (PL) models. In

essence, the programmer explicitly labels synchronization and data operations correctly.

In return, the system (compiler and hardware) guarantees SC—often referred to as SC

for DRF.

Modern programming languages are converging towards clearly defined memory

consistency models, and as such, the programmer only needs to reason in terms of

the language level consistency model. For instance, C++11 is an adaptation of data-

race-free-0 [BA08]. However, for hardware to be able to benefit from the explicit

synchronization information, the hardware’s consistency model should be able to distin-

guish between synchronization and data operations. A straightforward implementation

of data-race-free-0 is using RC [Gha+90] (without nsync) [Adv93], where data op-

erations are mapped to ordinary loads and stores, and synchronization operations are

mapped to acquires and releases.

As a result, the hardware benefits from additional opportunity for optimization,

and in particular, coherence protocol implementations can be lazy (§3.4). Propagation

of ordinary memory operations can be delayed until an order can be re-established

at synchronization boundaries [DSB86; KSB95; SD87]. This permits the protocol to

remove the costly data structures to maintain a list of sharers, i.e. the sharing vector,

and instead rely on self-invalidation upon synchronization boundaries as demonstrated

by numerous prior works [KSB95; Cho+11; RK12; SKA13; KCZ92].

Finally, Figure 2.5 provides an overview of various memory consistency models

and their relative optimization potential. Weaker consistency models generally present

more opportunity for hardware optimizations. An efficient mapping from language to

hardware level can be achieved, i.e. preserving as much opportunity for optimization as

possible, if the system-centric model can preserve at least as much information about

allowable memory operation reordering as the programmer-centric model.
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optimization
potential

Programmer-centric

DRF0 [Adv93]

PL1 [Gha95]

C11 [ISO11a]

C++11 [ISO11b; BA08]

Java [MPA05]

DRF1 [Adv93]

PL2 [Gha95] HRF-direct[How+14]

HRF-indirect[How+14]

System-centric

SC [Lam79]

TSO [SPA92; OSS09]

PC [Gha+90]

PSO [SPA92]

WO [DSB86]

RCsc [Gha95; Gha+90]

RCpc [Gha95; Gha+90]

RMO [SPA94; Gha95]

ARMv8 [Flu+16]

POWER [Alg+12; AMT14; Mad+12; Sar+11]

ARMv7 [AMT14] RMO-GPU [Alg+15]

Figure 2.5: Relative optimization potential of various memory consistency models.

An efficient mapping from language to hardware level can be achieved if the system-

centric model can preserve at least as much information about allowable memory

operation reordering as the programmer-centric model.





Chapter 3

Cache Coherence Protocols

3.1 Overview

Since modern multiprocessors use caches to hide memory access latencies (assuming

an architecture like in Figure 1.1), each core may have its own local cache (L1). With

separate L1s caching the same data, modifications to this data may result in a different

view of these memory locations. The role of cache coherence is then, to ensure that

caches become invisible (as is the case in a uniprocessor) to the programmer. Ultimately,

the programmer should only worry about the memory consistency model to write correct

parallel programs as discussed in Chapter 2. As a corollary, we may argue that the cache

coherence protocol is a vital component in the enforcement of the target consistency

model. However, there exist several definitions of cache coherence, which we discuss in

§3.2. Following that, an overview of various classes of implementations for coherence

protocols are discussed (§3.4).

3.2 Definition of Coherence

Classical Definitions: What exactly is coherence, and what is the relationship to the

memory consistency model? A variety of (partly overlapping) definitions exist [SHW11;

Gha95; HP07], on what may be called a “cache coherence protocol.”

Definition 3.1 (Coherence Invariants: SWMR and DV [SHW11]). Sorin, Hill, and

Wood [SHW11] establish the following invariants to be satisfied by a coherent system.

1. Single-Writer–Multiple-Reader (SWMR) Invariant. For any memory location

A, at any given (logical) time, there exists only a single core that may write to A

25
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(and can also read it) or some number of cores that may only read A.

2. Data-Value (DV) Invariant. The value of the memory location at the start of

an epoch is the same as the value of the memory location at the end of its last

read-write epoch.

The above definition is very implementation centric, but sufficient to capture the

essential properties of traditional eager coherence protocols. Sticking to this definition,

however, does not make it intuitive to design lazy coherence protocols (§3.4). Indeed,

some of these protocols may violate the above definition but still satisfy the below

definitions and/or the target memory consistency model (as we will see later).

Definition 3.2 (Coherence guarantees SC per memory location [SHW11]). Furthermore,

Sorin, Hill, and Wood [SHW11] provides the following alternative consistency-like

definition of coherence: a coherent system must appear to execute all threads’ loads

and stores to a single memory location in a total order that respects the program order

of each thread.

This definition is arguably much more abstract than Definition 3.1, but also much

broader in its scope for optimization. In fact, this definition is part of even the weakest

consistency models [AMT14, §4.2 SC PER LOCATION]. For example, although SWMR

is violated by the protocols in Part III, Definition 3.2 is not (as otherwise TSO would

have been violated).

Definition 3.3 (Coherence propagates and serializes per-location writes [SHW11;

Gha95]). As defined by [Gha+90; Gha95] and summarized in [SHW11], coherence

guarantees:

(1) every store is eventually made visible to all cores;

(2) writes to the same memory location are serialized (i.e., observed in the same

order by all cores).

This definition again seems broader than the previous definitions. Here, the inclusion

of eventual write propagation is arguably an important insight, as it is necessary to

guarantee useful progress (liveness) of multithreaded programs (see §2.3). The second

clause on write serialization is only a necessary condition for achieving SC per location

(Definition 3.2), but not equivalent; crucially, it lacks any notion of program order.
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Definition 3.4 (Coherence preserves program order, propagates and serializes per-loca-

tion writes [HP07]). Hennessy and Patterson [HP07] defines coherence as follows: a

memory system is coherent if

(1) a read by a processor P to a location X that follows a write by P to X, with no

writes of X by another processor occurring between the write and the read by P,

always returns the value written by P;

(2) a read by a processor to location X that follows a write by another processor to X

returns the written value if the read and write are sufficiently separated in time

and no other writes to X occur between the two accesses;

(3) writes to the same location are serialized; [. . . ].

Finally, the last definition given by Hennessy and Patterson [HP07] largely overlaps

with Definition 3.3. Requirement (2) of a read returning a write if they are “sufficiently

separated in time” can be likened to the eventual write propagation requirement (1) of

Definition 3.3. Constraint (3) of Definition 3.4 is equivalent to (2) of Definition 3.3.

Any of these definitions may be seen as the most basic specification of the properties

that any given protocol must meet to be a correct coherence protocol implementation. In

particular, as Definition 3.1 is formulated as an invariant that does not depend on the full

execution history of a system, but rather in terms of access permissions or limited state,

this definition seems more intuitive for a designer of a protocol. For this reason, unlike

the consistency-like Definitions 3.2, 3.3 and 3.4, the use of Definition 3.1’s invariants

also make formal verification (e.g. model checking) of coherence protocols a more

tractable problem (see §6.7).

The above definitions seem sufficient to capture the properties of conventional

hardware coherence protocols, without having to understand the promised memory

consistency model of the system in detail. And in turn, these definitions are strict

enough, that meeting them provides compatibility with all common consistency models,

in particular the lowest common denominator, SC. Of course, the final consistency

model is subject to more than just the coherence protocol, especially the core’s pipeline

(e.g. write-buffers in TSO; see §2.4.2). But, with a core pipeline presenting loads and

stores in program order to the memory system, and a coherence protocol satisfying the

above definitions, the final consistency model provided will be SC [MS09].

Blurring the Line: However, certain protocols may violate some of the above invariants

without violating the desired consistency model. For example, lazy coherence protocols
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(§3.4) can violate the SWMR invariant, but still satisfy the target consistency model

(albeit usually not SC, but rather some form of SC for DRF; see §2.5). Despite such

protocols breaking the established norm, it has been argued that this new class of

protocols can still be called a cache coherence protocol [Cho+11; SKA13; SA15;

SAA15], as their primary objective (“making caches transparent”) is unchanged; indeed,

they satisfy at least Definition 3.3 [SA15].

Other memory systems, such as those in GPUs, have been called incoherent as no

conventional hardware cache coherence mechanism is present [Sin+13], or have been

referred to as possessing software-based coherence mechanisms [SAA15]. Yet, such

systems still have definable memory consistency models [How+14; Alg+15].

If the coherence protocol provides such a crucial component in the implementation of

the consistency model, then why not use the target consistency model as the specification,

i.e. go beyond the per-location rules? This being the main theme of this thesis, we will

explore this idea in detail later. It shall be noted, however, that this approach may also

bring with it a new set of challenges.

3.3 Baseline and Assumptions

Throughout this thesis, the architecture of Figure 1.1 is assumed. Note that the inter-

connection network is an unordered network and as such the baseline considered is a

system with a directory-based coherence protocol, which requires maintaining a list of

sharers or sharing vector. The alternative, snooping-based protocols, are typically used

in systems with smaller processor counts [Aga+88]; these protocols effectively rely on

broadcasts and the interconnection network (e.g. bus) to have certain ordering properties.

In the following we will introduce a variant of a MSI eager directory coherence protocol.

For a detailed account of various standard coherence protocols, we refer the reader to

the primer by Sorin, Hill, and Wood [SHW11].

Figure 3.1 shows the transition diagram of a variant of a directory-based MSI

protocol. Evictions have been omitted to keep the diagram readable; we will assume

silent evictions from the Shared state. Furthermore, we will also assume that all

messages travel on unordered networks, which also necessitates extra transient states

and acknowledgement messages (not shown).

Figure 3.2 illustrates how this variant of the MSI protocol ensures coherence with

two processors and a shared L2 cache (with an embedded directory). In this case the

producer-consumer program of Figure 3.2a assumes a strict consistency model, such as
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(b) MSI directory controller transition diagram of stable states.

Figure 3.1: Directory based MSI protocol transition diagram of stable states (evictions

omitted). Each transition is labeled with a set of messages sent (bold) or received,

where a ∗ denotes zero or more messages; the first message is the trigger of the

transition or initiated by the controller due to a read (GetS) or write (GetM).

SC (or TSO), which this MSI protocol satisfies (assuming an in-order pipeline).

Initially, assume that the variables are both cached in Shared state in both L1s.

Upon a1, the write request from processor A triggers a GetM for data to be sent to the

L2 directory. Upon receipt of the GetM message in the L2, invalidations are sent to

all other sharers (proc. B), the line is transitioned to Modified and a response is sent

to the requester. Receipt of the invalidation message by B is responded with by an

acknowledgement to A, which can then complete the write. Similarly for the write of

flag at a2.

The read of flag at b1 misses at this point, due to being previously invalidated. This

causes a GetS message to be sent to the L2, which updates the sharers to include B and



30 3. Cache Coherence Protocols

(a) Producer-consumer example. A simple example, in which the thread in proc. B shall only

access data after the write of flag completed in proc. A.

L1 L2-DIR L1

0A,BSd

proc A proc B

0Sd 0Sd
0A,BSf0Sf 0Sf

data = 1

GetM @ data0SMd
0Sf

Data @ data Inv @ data

Inv-Ack @ data

0AMd
0A,BSf

1Md
0Sf

I
0Sf

flag = 1

Inv-Ack @ flag

1Md
1Mf

0AMd
0AMf

I
I

read flag

read flag

hit (flag == 0)

read flag

hit (flag == 0)

GetS @ flag

Fwd-GetS @ flag 0AMd
0A,BMSf

I
ISf

Data @ flag Data @ flag1Md
1Sf

0AMd
1A,BSf

I
1Sf

(flag == 1)

read data

(data == 1)
Data @ data

1A,BSd
1A,BSf 1Sd

1Sf

1Sd
1Sf

(b) Example trace of producer-consumer example with a MSI protocol. Each cache maintains:

tag (in the figure abbreviated with letter of variable name), state, list of sharers (directory only),

and the current data value.

Figure 3.2: An example demonstrating the MSI protocol.
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then forwards the request to processor A. The request is responded to by processor A

with a data message to both L2 and the initial requester. Upon receipt of the updated

data, the L2 transitions the line back to Shared again, and could now satisfy further

incoming GetS requests. Finally, processor B also receives the updated data, and

observes the value of flag to be 1. Similarly for the read of data at b2 which observes

the correct value of 1.

Crucially, note that a write will stall until all other sharers have been invalidated,

and the write is effectively visible to all other processors. Hence writes are propagated

eagerly.

3.3.1 Adding the Exclusive State

Unfortunately, with the shown MSI protocol, pathologies exist for e.g. private data,

where a thread may first issue a read request (GetS) followed by a write request

which is not silent (GetM) causing excessive network traffic and increased latency. An

optimization to this problem is adding the Exclusive state, which permits the L2 to

respond with exclusive data if the line is not cached in another L1. Thus, a write to

a cache line obtained in the Exclusive state is silent, avoiding the additional latency.

Figure 3.3 shows the transition diagram of a variant of a directory-based MESI protocol,

which extends the above MSI protocol. We will refer to this protocol as the MESI

baseline protocol henceforth.

3.4 Eager versus Lazy Coherence

Let us establish the relationship between the coherence protocol and consistency model.

Given a target memory consistency model, the coherence protocol must ensure that

memory operations become visible according to the ordering rules prescribed by the

consistency model.

In SC, because all orderings are enforced, and in particular the write-read ordering, a

write must be made visible to all processors before a subsequent read. This requirement

is ensured via the use of eager coherence protocols which propagate writes eagerly by

invalidating or updating shared cache lines in other processors [SD87].

On the other hand, if the consistency model is relaxed, i.e. not all possible orderings

between memory operations are enforced, propagation of unordered memory operations

can be delayed until an order can be re-established through synchronization bound-
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Figure 3.3: Directory based MESI protocol transition diagram of stable states (evictions

omitted). Each transition is labeled with a set of messages sent (bold) or received,

where a ∗ denotes zero or more messages; the first message is the trigger of the

transition or initiated by the controller due to a read (GetS) or write (GetM).

aries [DSB86; KSB95; LW95; SD87]. In other words, lazy coherence protocols exploit

the fact that relaxed consistency models require memory to be consistent only at syn-

chronization boundaries. Using an eager coherence protocol in a system implementing

a relaxed consistency model is potentially wasteful, as employing a lazy approach to

coherence opens up further optimization opportunities to remedy the shortcomings of

eager coherence protocols, as demonstrated by [Cho+11; KSB95; RK12; SKA13] in
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Figure 3.4: Producer-consumer example with lazy RC.

the context of consistency models like RC (explicit synchronization).

The approach was first proposed for distributed shared memory (DSM) coherence

for Lazy Release Consistency [CBZ91; Kel+94; KCZ92]. In DSM systems, the high

latency of message exchanges between nodes has been the key driver behind favoring

consistency models that permits an implementation to delay and buffer write propagation

as long as possible. As such, it is unsurprising that lazy implementations of relaxed

consistency models, such as RC, have initially been explored in the context of DSM

systems.

RC (and variants) provides the optimal constraints (explicit synchronization) for

a lazy coherence approach and as such is the only consistency model for which lazy

coherence approaches have been studied in great detail. Figure 3.4 illustrates how the

producer-consumer would need to be modified for an RC system. Typically, in a system

supporting RC, lazy coherence can be implemented by (1) propagating release writes

and ensuring that all writes before the release are propagated first and (2) upon an

acquire, self-invalidating all locally cached shared data.





Part III

Consistency Directed Cache

Coherence Protocols
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Chapter 4

TSO-CC: Consistency Directed Cache

Coherence for TSO

4.1 Introduction

Although there have been a number of approaches to more scalable coherence purely

based on optimizing eager coherence protocols and cache organization [Cue+11;

Fer+11; GWM90; MHS12; Pug+10; SK12; Wal92; ZSD10], we are interested in

an alternative approach. Lazy coherence has generated renewed interest [ADC11;

Cho+11; RK12], as a means to address the scalability issues of coherence protocols.

Lazy coherence protocols exploit the insight that relaxed consistency models such as

RC require memory to be consistent only at synchronization boundaries (see §3.4). Con-

sequently, instead of eagerly enforcing coherence at every write, coherence is enforced

lazily only at synchronization boundaries. Thus, upon a write, data is merely written

to a local write-buffer, the contents of which are flushed to the shared cache upon a

release. Upon an acquire, shared lines in the local caches are self-invalidated—thereby

ensuring that reads to shared lines fetch the up-to-date data from the shared cache. In

effect, the protocol is much simpler and does not require a sharing vector. Indeed,

designing hardware with a specific programming model—exposing more information

about the software—in mind can lead to simpler hardware, demonstrated in the context

of coherence protocols as early as [Hil+92].

It follows that, in contrast to conventional techniques for enhancing scalability,

lazy coherence protocols have an added advantage since they are memory consistency

directed.
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Figure 4.1: In TSO architectures that employ conventional (eager) coherence protocols

(as illustrated with Figure 3.2), (1) eager coherence ensures that the write a2 to flag

from proc. A becomes visible to proc. B without any additional synchronization or

memory barrier. (2) Once b1 reads the value produced by a2, TSO ordering ensures

that the read b2 sees the value written by a1.

4.1.1 Motivation

However, one important limitation of existing lazy coherence protocols concerns porta-

bility. Since they only enforce relaxed consistency models such as RC, they are not

directly compatible with widely prevalent architectures such as x86 and SPARC which

support variants of TSO (see §2.4.2). Thus, legacy programs written for TSO would

break on architectures that employ current lazy coherence protocols for RC.

Yet we conjecture that, due to TSO relaxing the write-read ordering, the coherence

protocol is amenable to an efficient lazy coherence approach. This follows from the

fact that writes in typical TSO implementations retire into a local write-buffer and are

made visible to other processors in a lazy fashion already. Consequently, making them

visible to other processors as soon as the writes exit the write-buffer is overkill.

4.1.2 Requirements

The key challenge in designing a lazy coherence protocol for TSO is the absence of ex-

plicit release or acquire instructions. Indeed, since all reads have acquire semantics and

all writes have release semantics, simple writes and reads are used for synchronization.

This is illustrated in the producer-consumer example in Figure 4.1, where the write

a2 is used as a release and the read b1 is used as an acquire. In TSO, since any given

write can potentially be a release, it is essential that each write is eventually propagated

to other processors so that the value written is eventually made visible to a matching

acquire. In the above example, the value written by a2 should be made visible to b1—or

else, processor B will keep spinning indefinitely and will never make forward progress.
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Recall that TSO mandates enforcing all possible orderings except the write-read

order. In the above example, once b1 reads the value produced by a2, TSO ordering

implies that b2 reads the value written by a1. One way to trivially ensure TSO is to

consider each read (write) to be an acquire (release) and naïvely use the rules of a lazy

RC implementation. This, however, can cause significant performance degradation since

all reads and writes will have to be serviced by a shared cache, effectively rendering

local caches useless.

4.1.3 Approach

In the basic scheme, for each cache line in the shared cache, we keep track of whether

the line is exclusive, shared or read-only. Shared lines do not require tracking of sharers.

Additionally, for private cache lines, we only maintain a pointer to the owner.

Since we do not track sharers, writes do not eagerly invalidate shared copies in

other processors. On the contrary, writes are merely propagated to the shared cache in

program order (thus ensuring write-write order). To save bandwidth, instead of writing

the full data block to the shared cache, we merely propagate the coherence states. In the

above example, the writes a1 and a2 are guaranteed to propagate to the shared cache

in the correct order. Intuitively, the most recent value of any data is maintained in the

shared cache.

Reads to shared cache lines are allowed to read from the local cache, up to a

predefined number of accesses (potentially causing a stale value to be read), but are

forced to re-request the cache line from the shared cache after exceeding an access

threshold (our implementation maintains an access counter per line). This ensures that

any write (used as a release) will eventually be made visible to the matching acquire,

ensuring eventual write propagation. In the above example, this ensures that the read

b1 will eventually access the shared cache and see the update from a2.

When a read misses in the local cache, it is forced to obtain the most recent value

from the shared cache. In order to ensure the read-read order, future reads will also

need to read the most recent values. To guarantee this, whenever a read misses in the

local cache, we self-invalidate all shared cache lines. In the above example, whenever

b1 sees the update from a2, self-invalidation ensures that b2 correctly reads the value

produced by a1.

Finally, we reduce the number of self-invalidations by employing timestamps. Times-

tamps are commonly used when inferring logical ordering among distributed events
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is sufficient [Lam78]. Since memory consistency talks about logical ordering among

events, the use of timestamps follows naturally; indeed, timestamps have been used

in the past for memory consistency implementation and verification [MB92; NN94;

Pla+98; Shi+11].

More specifically, to reduce self-invalidations we employ a variant of transitive

reduction [Net93]. If at a read miss, the corresponding write is determined to have hap-

pened before a previously seen write, self-invalidation is not necessary. In the example,

even though b2 reads from the shared cache, this does not cause self-invalidation.

4.2 TSO-CC: Protocol Design

This section outlines the design and implementation details of the protocol: first we

present a conceptual overview, followed by the basic version of the protocol, and then

proceed incrementally adding optimizations to further exploit the relaxations of TSO.

We assume a local L1 cache per core and a NUCA [KBK02] architecture for the shared

L2 cache.

4.2.1 Overview

To keep the TSO-CC protocol scalable, we do not want to use a full sharing vector. Thus,

a major challenge is to enforce TSO without a full sharing vector, while minimizing

costly invalidation messages—a consequence of which is that the resulting protocol

must enforce coherence lazily.

Our basic approach is as follows. When a write retires from the write-buffer, instead

of eagerly propagating it to all sharers like a conventional eager coherence protocol,

we merely propagate the write to the shared cache. One way to do this is to simply

write through to the shared cache. To save bandwidth, however, our protocol uses a

write-back policy, in that, only state changes are propagated to the shared cache. In

addition to this, by delaying subsequent writes until the previous write’s state changes

have been acknowledged by the shared cache, we ensure that writes are propagated to

the shared cache in program order. Informally, this ensures that the “most recent” value

of any address can be obtained by sending a request to the shared cache.

Consequently, one way to ensure write propagation trivially is for all reads to read

from the shared cache [Pug+10]. Note that this would ensure that all reads would get

the most recent value, which in turn would ensure that any write which is used as a
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release (i.e. a synchronization operation) would definitely be seen by its matching

acquire. However, the obvious problem with this approach is that it effectively means

that shared data cannot be cached, which can affect performance significantly as we

will show later with our experiments.

We ensure eventual write propagation as follows. First, let us note that ensuring

write propagation means that a write is eventually propagated to all processors. The

keyword here is eventually, as there is no guarantee on when the propagation will

occur even for shared memory systems that enforce the strongest memory consistency

model (SC) using eager coherence. Consequently, shared memory systems must be

programmed to work correctly even in the presence of propagation delays. While

this is typically accomplished by employing proper synchronization, unsynchronized

operations are used in shared memory systems as well. For example, synchronization

constructs themselves are typically constructed using unsynchronized writes (releases)

and reads (acquires). The same rules apply even with unsynchronized operations.

Shared memory systems using unsynchronized operations may rely on the fact that

an unsynchronized write (for e.g. release) would eventually be made visible to a read

(for e.g. acquire), but must be tolerant to propagation delays. In other words, the

corresponding unsynchronized read (acquire) must continually read the value to see

if the write has propagated. This is precisely why all acquire-like operations have a

polling read to check the synchronization value [Tia+08; Xio+10]. This is our key

observation.

Motivated by this observation, we use a simple scheme in which shared reads are

allowed to hit in the local cache a predefined number of times, before forcing a miss

and reading from the lower-level cache. This guarantees that those reads that are used

as acquires will definitely see the value of the matching release, while ensuring that

other shared data are allowed to be cached. It is important to note that in doing this

optimization, we are not imposing any particular shared-memory programming model.

Indeed, our experiments show that our system can work correctly for a wide variety of

lock-based and lock-free programs.

Having guaranteed eventual write propagation, we now explain how we ensure the

memory orderings guaranteed by TSO. We already explained how, by propagating writes

to the shared cache in program order, we ensure the write-write ordering. Ensuring the

read-read ordering implies that the second read should appear to perform after the first

read. Whenever a read is forced to obtain its value from the shared cache (due to any

miss, be it capacity/cold, or a shared read that exceeded the maximum allowed accesses),
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and the last writer is not the requesting core, we self-invalidate all shared cache lines

in the local cache. This ensures that future reads are forced to obtain the most recent

data from the shared cache, thereby ensuring read-read ordering. The read-write order

is trivially ensured as writes retire into the write-buffer only after all preceding reads

complete.

4.2.2 Basic Protocol

Having explained the basic approach, we now discuss in detail our protocol. A detailed

state transition table (including transient states) can be found in Appendix A. First, we

start with the basic states, and explain the actions for reads, writes, and evictions.

Stable states: The basic protocol distinguishes between invalid (Invalid), private

(Exclusive, Modified) and shared (Shared) cache lines, but does not require main-

taining a sharing vector. Instead, in the case of private lines—state Exclusive in the

L2—the protocol only maintains a pointer b.owner, tracking which core owns a line;

shared lines are untracked in the L2. The L2 maintains an additional state Uncached

denoting that no L1 has a copy of the cache line, but is valid in the L2.

Reads: Similar to a conventional MESI protocol, read requests (GetS) to invalid cache

lines in the L2 result in Exclusive responses to L1s, which must acknowledge receipt of

the cache line. If, however, a cache line is already in private state in the L2, and another

core requests read access to the line, the request is forwarded to the owner. The owner

will then downgrade its copy to the Shared state, forward the line to the requester and

sends an acknowledgement to the L2, which will also transition the line to the Shared

state. On subsequent read requests to a Shared line, the L2 immediately replies with

Shared data responses, which do not require acknowledgement by L1s.

Unlike a conventional MESI protocol, Shared lines in the L1 are allowed to hit

upon a read, only until some predefined maximum number of accesses, at which point

the line has to be re-requested from the L2. This requires extra storage for the access

counter b.acnt—the number of bits depend on the maximum number of L1 accesses to

a Shared line allowed.

As Shared lines are untracked, each L1 that obtains the line must eventually self-

invalidate it. After any L1 miss, on the data response, where the last writer is not the

requesting core, all Shared lines must be self-invalidated.

Writes: Similar to a conventional MESI protocol, a write can only hit in the L1 cache

if the corresponding cache line is held in either Exclusive or Modified state; transitions
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from Exclusive to Modified are silent. A write misses in the L1 in any other state,

causing a write request (GetX) to be sent to the L2 cache and a wait for response from

the L2. Upon receipt of the response from the L2, the local cache line’s state changes to

Modified and the write hits in the L1, finalizing the transition with an acknowledgement

to the L2. The L2 cache must reflect the cache line’s state with the Exclusive state and

set b.owner to the requester’s id. If another core requests write access to a private line,

the L2 sends an invalidation message to the owner stored in b.owner, which will then

pass ownership to the core which requested write access. Since the L2 only responds to

write requests if it is in a stable state, i.e. it has received the acknowledgement of the

last writer, there can only be one writer at a time. This serializes all writes to the same

address at the L2 cache.

Unlike a conventional MESI protocol, on a write to a Shared line, the L2 imme-

diately responds with a data response message and transitions the line to Exclusive.

Note that even if the cache line is in Shared, the L2 must send the entire line, as the

requesting core may have a stale copy. On receiving the data message, the L1 transitions

to Exclusive either from Invalid or Shared. Note that there may still be other copies of

the line in Shared in other L1 caches, but since they will eventually re-request the line

and subsequently self-invalidate all Shared lines, TSO is satisfied.

Evictions: Untracked cache lines in state Shared in the L2 are not inclusive. Therefore,

on evictions from the L2, only Exclusive (as well as SharedRO with the optimization

introduced in §4.2.4) evictions require sending invalidation requests to the owner;

Shared lines are evicted silently from the L2. Similarly for the L1, Exclusive lines

need to inform the L2, which can then transition the line to Uncached; Shared lines are

evicted silently from the L1.

4.2.3 Opt. 1: Reducing Self-Invalidations

In order to satisfy the read-read ordering, in the basic protocol, all L2 accesses except

to lines where b.owner is the requester, result in self-invalidation of all Shared lines.

This leads to shared accesses following an acquire to miss and request the cache line

from the L2, and subsequently self-invalidating all shared lines again. For example in

Figure 4.1, self-invalidating all Shared lines on the acquire b1 but also on subsequent

read misses is not required. This is because the self-invalidation at b1 is supposed to

make all writes before a2 visible. Another self-invalidation happens at b2 to make all

writes before a1 visible. However, this is unnecessary, as the self-invalidation at b1 (to



44 4. TSO-CC: Consistency Directed Cache Coherence for TSO

make all writes before a2 visible) has already taken care of this.

To reduce unnecessary invalidations, we implement a version of the transitive

reduction technique outlined in [Net93]. Each line in the L2 and L1 must be able to

store a timestamp b.ts of fixed size; the size of the timestamp depends on the storage

requirements, but also affects the frequency of timestamp resets, which are discussed

in more detail in §4.2.5. A line’s timestamp is updated on every write, and the source

of the timestamp is a unique, monotonically increasing core local counter, which is

incremented on every write.

Thus, to reduce invalidations, only where the requested line’s timestamp is larger

than the last-seen timestamp from the writer of that line, treat the event as a potential

acquire and self-invalidate all Shared lines.

To maintain the list of last-seen timestamps, each core maintains a timestamp table

ts_L1. The maximum possible entries per timestamp table can be less than the total

number of cores, but will require an eviction policy to deal with limited capacity. The L2

responds to requests with the data, the writer b.owner and the timestamp b.ts. For those

data responses where the timestamp is invalid (lines which have never been written to

since the L2 obtained a copy) or there does not exist an entry in the L1’s timestamp-table

(never read from the writer before), it is also required to self-invalidate; this is because

timestamps are not propagated to main-memory and it may be possible for the line to

have been modified and then evicted from the L2.

Timestamp groups: To reduce the number of timestamp resets, it is possible to assign

groups of contiguous writes the same timestamp, and increment the local timestamp-

source after the maximum writes to be grouped is reached. To still maintain correctness

under TSO, this changes the rule for when self-invalidation is to be performed: only

where the requested line’s timestamp is larger or equal (contrary to just larger as before)

than the last-seen timestamp from the writer of that line, self-invalidate all Shared lines.

4.2.4 Opt. 2: Shared Read-Only Data

The basic protocol does not take into account lines which are written to very infrequently

but read frequently. Another problem are lines which have no valid timestamp (due

to prior L2 eviction), causing frequent mandatory self-invalidations. To resolve these

issues, we add another state SharedRO for shared read-only cache lines.

A line transitions to SharedRO instead of Shared if the line is not modified by

the previous Exclusive owner (this prevents Shared lines with invalid timestamps).
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In addition, cache lines in the Shared state decay after some predefined time of not

being modified, causing them to transition to SharedRO. In our implementation, we

compare the difference between the shared cache line’s timestamp and the writer’s

last-seen timestamp maintained in a table of last-seen timestamps ts_L1 in the L2 (this

table is reused in §4.2.5 to deal with timestamp resets). If the difference between the

line’s timestamp and last-seen timestamp exceeds a predefined value, the cache line is

transitioned to SharedRO.

Since on a self-invalidation, only Shared lines are invalidated, this optimization

already decreases the number of self-invalidations, as SharedRO lines are excluded

from invalidations. Regardless, this still poses an issue, as on every SharedRO data

response, the timestamp is still invalid and will cause self-invalidations. To solve this,

we introduce timestamps for SharedRO lines with the timestamp-source being the L2

itself; note that, each L2 tile will maintain its own timestamp-source. The event on

which a line is assigned a timestamp is on transitions from Exclusive or Shared to

SharedRO. On such transitions the L2 tile increments its timestamp-source.

Each L1 must maintain a table ts_L2 of last-seen timestamps for each L2 tile. On

receiving a SharedRO data line from the L2, the following rule determines if self-

invalidation should occur: if the line’s timestamp is larger than the last-seen timestamp

from the L2, self-invalidate all Shared lines.

Writes to shared read-only lines: A write request to a SharedRO line requires a

broadcast to all L1s to invalidate the line. To reduce the number of required broadcast

invalidation and acknowledgement messages, the b.owner entry in the L2 directory

is reused as a coarse sharing vector [GWM90], where each bit represents a group of

sharers. As writes to SharedRO lines should be infrequent, the impact of unnecessary

SharedRO invalidation/acknowledgement messages should be small.

Evictions: Evictions of SharedRO lines require broadcasting invalidations to the

sharers tracked in the coarse sharing vector, with each L1 acknowledging invalidation

(even if Invalid in the L1). Evictions of SharedRO lines from L1s are therefore silent.

Timestamp groups: To reduce the number of timestamp resets, the same timestamp

can be assigned to groups of SharedRO lines. In order to maintain read-read ordering,

a core must self-invalidate on a read to a SharedRO line that could potentially have

been modified since the last time it read same line. This can only be the case, if a line

ends up in a state, after a modification, from which it can reach SharedRO again:

(1) after an L2 eviction of a dirty line, or after a GetS request to a line in Uncached

which has been modified;
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(2) after a line transitions to the Shared state.

It suffices to have a flag for cases (1) and (2) each to denote if the timestamp-source

should be incremented on a transition event to SharedRO. All flags are reset after

incrementing the timestamp-source.

4.2.5 Timestamp Resets

Since timestamps are finite, we have to deal with timestamp resets for both L1 and

L2 timestamps. If the timestamp and timestamp-group size are chosen appropriately,

timestamp resets should occur relatively infrequently, and does not contribute overly

negative to network traffic. As such, the protocol deals with timestamp resets by

requiring the node, be it L1 or L2 tile, which has to reset its timestamp-source to

broadcast a timestamp reset message.

In the case where an L1 requires resetting the timestamp-source, the broadcast is

sent to every other L1 and L2 tile. Upon receiving a timestamp reset message, an L1

invalidates the sender’s entry in the timestamp table ts_L1. However, it is possible to

have lines in the L2 where the timestamp is from a previous epoch, where each epoch is

the period between timestamp resets, i.e. b.ts is larger than the current timestamp-source

of the corresponding owner. The only requirement is that the L2 must respond with a

timestamp that reflects the correct happens-before relation.

The solution is for each L2 tile to maintain a table of last-seen timestamps ts_L1

for every L1; the corresponding entry for a writer is updated when the L2 updates a

line’s timestamp upon receiving a data message. Every L2 tile’s last-seen timestamp

table must be able to hold as many entries as there are L1s. The L2 will assign a data

response message the line’s timestamp b.ts if the last-seen timestamp from the owner is

larger or equal to b.ts, the smallest valid timestamp otherwise. Similarly for requests

forwarded to an L1, only that the line’s timestamp is compared against the current

timestamp-source.

Upon resetting an L2 tile’s timestamp, a broadcast is sent to every L1. The L1s

remove the entry in ts_L2 for the sending tile. To avoid sending larger timestamps than

the current timestamp-source, the same rule as for responding to lines not in SharedRO

as described in the previous paragraph is applied (compare against L2 tile’s current

timestamp-source).

One additional case must be dealt with, such that if the smallest valid timestamp is

used if a line’s timestamp is from a previous epoch, it is not possible for an L1 to skip
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self-invalidation due to the line’s timestamp being equal to the smallest valid timestamp.

To address this case, the next timestamp assigned to a line after a reset must always be

larger than the smallest valid timestamp.

Handling races: As it is possible for timestamp reset messages to race with data

request and response messages, the case where a data response with a timestamp from

a previous epoch arrives at an L1 which already received a timestamp reset message,

needs to be accounted for. Waiting for acknowledgements from all nodes having a

potential entry of the resetter in a timestamp table would cause twice the network traffic

on a timestamp reset and unnecessarily complicates the protocol. We introduce an

epoch-id to be maintained per timestamp-source. The epoch-id is incremented on every

timestamp reset and the new epoch-id is sent along with the timestamp reset message.

It is not a problem if the epoch-id overflows, as the only requirement for the epoch-id is

to be distinct from its previous value. However, we assume a bound on the time it takes

for a message to be delivered, and it is not possible for the epoch-id to overflow and

reach the same epoch-id value of a message in transit.

Each L1 and L2 tile maintains a table of epoch-ids for every other node: L1s

maintain epoch-ids for every other L1 (epoch_ids_L1) and L2 (epoch_ids_L2) tile; L2

tiles maintain epoch-ids for all L1s. Every data message that contains a timestamp, must

now also contain the epoch-id of the source of the timestamp: the owner’s epoch-id for

non-SharedRO lines and the L2 tile’s epoch-id for SharedRO lines.

Upon receipt of a data message, the L1 compares the expected epoch-id with the

data message’s epoch-id; if they do not match, the same action as on a timestamp reset

has to be performed, and can proceed as usual if they match.

4.2.6 Atomic Accesses and Fences

Implementing atomic read and write instructions, such as RMWs, is trivial with our

proposed protocol. Similarly to a conventional MESI protocol, in our protocol an atomic

instruction also issues a GetX request. Fences require unconditional self-invalidation of

cache lines in the Shared state.

4.2.7 Speculative Execution

The description thus far is compatible with a core with a FIFO write-buffer, but without

speculative load execution [GGH91]. We will assume an implementation with load

speculation implemented via a load-buffer as discussed in [GGH91]. With a load-buffer,
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the coherence protocol must forward invalidations of cache lines, so that the load-buffer

can initiate a pipeline squash on incorrect speculation.

Similarly to other conventional eager protocols, any invalidation (including self-

invalidations) must be forwarded to the load-buffer. However, a corner case exists where

a self-invalidation occurs and another line, due to a speculated read, is still in a transient

state—state WaitS after a read (see Appendix A).

Consider the pattern in Figure 4.2. Assume the load-buffer issues the read for (2b)

first (transition to WaitS), the L2 cache responds with the initial data but the response

message remains in transit. Next, (1a) and (1b) are performed (and committed), and then

(2a) is issued and receives the value produced by (1b). With the protocol description

thus far, the acquire at (2a) causes self-invalidation of only Shared lines. However, the

response for (2b) arrives with stale data, which would cause a TSO violation.

init: x = 0, y = 0

Thread 1 Thread 2

(1a) x← 1 (2a) r1← y

(1b) y← 1 (2b) r2← x

Figure 4.2: Message passing pattern.

The solution is, that upon self-invalidation, for all lines in WaitS state, an invalidation

must also be forwarded to a load-buffer. Then, to avoid a retry of a squashed load

still hitting on a stale cache line, we propose adding an additional bit of information

to a read request from the load-buffer to denote a retry. In case of a read+retry, the

protocol forces a miss in the Shared state only. This option offers potentially higher

performance, as the load-buffer has more information about which instructions are

potentially violated or not, and could still hit (more than once) in a stale cache line if no

violation is detected.

4.2.8 Storage Requirements and Organization

Table 4.1 shows a detailed breakdown of storage requirements for a TSO-CC imple-

mentation, referring to literals introduced in §4.2. Per cache line storage requirements

has the most significant impact, which scales logarithmically with increasing number of

cores (see §4.4, Figure 4.3).

While we chose a simple sparse directory embedded in the L2 cache for our evalu-

ation (Figure 4.3), our protocol is independent of a particular directory organization.
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Table 4.1: TSO-CC specific storage requirements.

L1 Per node:
• Current timestamp, Bts bits

• Write-group counter, Bwrite−group bits

• Current epoch-id, Bepoch−id bits

• Timestamp-table ts_L1[n], n≤CountL1 entries

• Epoch-ids epoch_ids_L1[n], n =CountL1 entries

Only required if SharedRO opt. (§4.2.4) is used:

• Timestamp-table ts_L2[n], n≤CountL2−tiles entries

• Epoch-ids epoch_ids_L2[n], n =CountL2−tiles entries

Per line b:

• Number of accesses b.acnt, Bmaxacc bits

• Last-written timestamp b.ts, Bts bits

L2 Per tile:
• Last-seen timestamp-table ts_L1, n =CountL1 entries

• Epoch-ids epoch_ids_L1[n], n =CountL1 entries

Only required if SharedRO opt. (§4.2.4) is used:

• Current timestamp, Bts bits

• Current epoch-id, Bepoch−id bits

• Increment-timestamp-flags, 2 bits

Per line b:

• Timestamp b.ts, Bts bits

• Owner (Exclusive), last-writer (Shared), coarse vector (SharedRO) as

b.owner, dlog(CL1)e bits
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It is possible to further optimize our overall scheme by using directory organization

approaches such as in [Fer+11; SK12]; however, this is beyond the scope of this thesis.

Also note that we do not require inclusivity for Shared lines, alleviating some of the set

conflict issues associated with the chosen organization.

4.3 Proof of Correctness

This section aims at providing a proof sketch that TSO-CC satisfies TSO. While

designing a protocol, the very first steps taken typically involve coming up with an

abstract machine that illustrates the designer’s intent and refining this abstract machine

until a full protocol materializes. The design process for TSO-CC was no different, in

that we initially reasoned (informally) about a very abstract machine satisfying TSO,

and refined it towards a complete implementation. Even the preceding description is

necessarily more abstract than the full protocol with all transient states presented in

Appendix A. The proof strategy taken here is a formalization of our informal reasoning

approach, which ultimately leads to a simpler proof (rather than a direct proof against

axiomatic TSO).

More specifically, the general proof strategy is to prove all states of TSO-CC are

weakly simulated by some states of a more abstract operational model which has

been proved to satisfy TSO. Weak simulation (unlike strong simulation) admits proofs

where either model can have numerous internal transitions that are not observable

(unlabeled) and there may not be a direct correspondence between internal transitions.

In the following we first define labeled transition systems [Plo81], which are used to

describe the operational semantics of the abstract machine, followed by a summary of

the definitions from [Mil99] required for the proof.

Definition 4.1 (Labeled Transition System). A labeled transition system (LTS) is

a structure 〈S ,L,−−→〉 where S is a set of states, L is a set of labels (or actions)

and −−→⊆ S ×L × S is the transition relation. We use the shorthand for a transition

s l−−→ s′ , (s, l,s′) ∈−−→, where s,s′ ∈ S and l ∈ L .

Definition 4.2 (Derived transition relations). The expression s =⇒ s′ denotes the se-

quence of zero or more transitions s−−→ ·· · −−→ s′, i.e. the reflexive-transitive closure

of the transition relation: =⇒,−−→∗. Let ls = l0 · · · ln be a sequence of actions; then

s ls
==⇒ s′ denotes s =⇒ ··· l0−−−→ ·· · ln−−−→ ·· ·=⇒ s′, i.e. the trace of transitions that gives

rise to observable sequence of actions ls: ls
==⇒, (=⇒;

l0−−−→;=⇒; · · · ;=⇒; ln−−−→;=⇒),
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where λ−−→, {(s, l,s′) | (s, l,s′) ∈−−→∧ l = λ}.

Definition 4.3 (Weak simulation). Let R be a binary relation over S . R is a weak

simulation on an LTS, if for all pR q (p simulated by q),

if p ls
==⇒ p′ then ∃q′ ∈ S . q ls

==⇒ q′∧ p′R q′

that is, all visible actions that can be made from p to p′ can be matched by some visible

action from q to q′, and p′ is simulated by q′.

Proposition 4.1 (Weak simulation proof rule). To prove that R is a weak simulation, it

is sufficient to show that, for all pR q

• if p−−→ p′ then ∃q′ ∈ S . q =⇒ q′∧ p′R q′

• if p λ−−→ p′ then ∃q′ ∈ S . q λ
==⇒ q′∧ p′R q′

To prove the correctness of a coherence protocol against some abstract operational

model capturing memory consistency behavior, we need to show that every visible action

(reads and writes) by the protocol can be matched by the more abstract operational

model. That is, the states of the protocol are simulated by the abstract operational

model.

4.3.1 Abstract TSO Load-Buffering Machine

This section introduces the abstract TSO load-buffering machine (TSO-LB-ABS).

Although there exist operational models of TSO, e.g. [OSS09], these models use a

store-buffering model, and a mapping to the state-space of a coherence protocol is less

obvious (as is later needed by the simulation proof). As the lazy coherence protocols

proposed effectively follow a load-buffering approach, with loads, viz. reads, hitting

on a “buffered” or stale value, a different model is proposed. Write misses on the

other hand are not taken out of the critical path by the protocol itself (but may be

independently by a core entering these into a store-buffer).

Definition 4.4 (Abstract TSO machine TSO-LB-ABS). We will define the LTS for

TSO-LB-ABS inductively, over the following inference rules, where:

• P is a set of processors, of which p ∈ P;

• A is a set of addresses (memory locations), of which a ∈ A;



52 4. TSO-CC: Consistency Directed Cache Coherence for TSO

• V is a set of data values, of which v ∈V ;

• local : (S ×P×A)→ V is a function where local(s, p,a) is the value at ad-

dress a in the local store of p in state s;

• global : (S ×A)→V is a function where global(s,a) is the value at address a

in the global store in state s.

local(s, p,a) = v

s
Read(p,a,v)−−−−−−−−→ s

READ

global(s,a) = v

s
Write(p,a,v,v′)−−−−−−−−−−→ s′

∧ local(s′, p,a) 7→ v′

∧ global(s′,a) 7→ v′

WRITE

>
s

Prop(p)−−−−−−→ s′

∧ ∀a ∈ A. local(s′, p,a) 7→ global(s,a)

PROPAGATE

>
s−−→ s STUTTER

In the following we wish to prove that TSO-LB-ABS satisfies TSO. We prove

the machine against the axiomatic TSO memory consistency model that is a result of

instantiating the framework in §2.2 with Definition 2.4. Here, we will only prove that

all behaviors of TSO-LB-ABS satisfy TSO, but not that all behaviors admitted under

TSO are allowed by TSO-LB-ABS; for all intents and purposes, TSO-LB-ABS is as

strict or stricter than TSO, which is sufficient to prove correctness of TSO-CC.

Definition 4.5 (Set of execution witnesses of TSO-LB-ABS). Let E be the set of exe-

cution witnesses obtained by constructing the relations po, rf and co (see Definition 2.2)

over the trace of labels l ∈ L from the initial states I, where

I , {s | ∀p ∈ P. ∀a ∈ A. local(s, p,a) = global(s,a)}

In order to prove the final Theorem 4.1—that TSO-LB-ABS satisfies axiomatic

TSO—we must prove all four constraints defined in §2.2.4 are satisfied by the executions

E of TSO-LB-ABS. First, however, we will prove some helpful intermediate lemmas.
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Lemma 4.1 (All co are well-formed). Writes to the same memory location are totally

ordered in co for all execution witnesses E of TSO-LB-ABS.

Proof. This is trivially true in the initial states I, as co = /0. Since writes only happen in

one rule (WRITE), with action Write(p,a,v,v′) where v′ overwrites the previous value

v (of event w), we only need to show that no two writes can overwrite the value of

the unique event w—for the purpose of this proof, this assumes unique write values to

establish this mapping. Since global(s,a) = v, the value to be overwritten by v′, in s

and global(s′,a) = v′ in the next state s′, it is impossible for any two writes to overwrite

the same value. Therefore, co must be a total order over the writes to location a.

Lemma 4.2. Let T be the set of states in a trace from s0 to sn, such that

· · · Prop(p)−−−−−−→ s0 · · ·sn
Write(p,a,v′,v)−−−−−−−−−−→ s′

Then for all states si ∈ T , the local store of p is equal to the global store in si or some

preceding state in the trace.

Proof. By rule induction on TSO-LB-ABS.

Case READ: The local store is not updated.

Case PROPAGATE: Suppose that the hypothesis is true in s, then by definition ∀a ∈
A. local(s, p,a) = global(s′,a), and therefore holds in s′.

Lemma 4.3. Values written by p are immediately visible to p, i.e.

s
Write(p,a,v,v′)−−−−−−−−−−→ s′ · · ·s′′ Read(p,a,v′)−−−−−−−−−→ ·· ·

without a propagation transition between s′ and s′′.

Proof. Since writes to a in rule WRITE also update the memory location a in the local

store of p, any following reads (by definition only from the local store) by p must read

the value written by p to a (until propagation).

Lemma 4.4 (TSO-LB-ABS satisfies SC PER LOCATION). All execution witnesses

E of TSO-LB-ABS satisfy SC PER LOCATION (Definition 2.5).

Proof. This is true if the order of operations for one memory location never appear to

be reordered. That is, after a Read(p,a,v) or Write(p,a,v′,v), it is impossible to read a

value older than v. We can show this by Lemmas 4.2 and 4.3, and assert that writes to

the same location are totally ordered by Lemma 4.1.
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Lemma 4.5 (TSO-LB-ABS satisfies NO THIN AIR). All execution witnesses E of

TSO-LB-ABS satisfy NO THIN AIR (Definition 2.6) instantiated with TSO (Defini-

tion 2.4).

Proof. This is true if we can show that reads that read a value v, cannot be ordered

via ppo (fences are always empty for E of TSO-LB-ABS) and rf before the producing

write of v. That is, there does not exist r0
ppo→ w0∧ r1

ppo→ w1∧w1
rfe→ r0∧w0

rfe→ r1. Since

in TSO-LB-ABS write actions occur in the same transition as its effect on the memory

system, it is impossible for a read to observe the write of a future transition.

Lemma 4.6 (TSO-LB-ABS satisfies OBSERVATION with TSO). All execution wit-

nesses E of TSO-LB-ABS satisfy OBSERVATION (Definition 2.7) instantiated with

TSO (Definition 2.4).

Proof. We must show that writes that are ordered via prop, are observed in that order. It

suffices to show that the local store in p always contains a snapshot of the global store

(modulo writes by p, as WR in program order is relaxed), as this implies it is impossible

to observe writes out of order or reorder reads. By Lemma 4.2 this is true.

Lemma 4.7 (TSO-LB-ABS satisfies PROPAGATION with TSO). All execution wit-

nesses E of TSO-LB-ABS satisfy PROPAGATION (Definition 2.8) instantiated with

TSO (Definition 2.4).

Proof. We must show all threads observe writes of other (rfe only) threads in the same

order, since prop includes ppo (asserting write/multi-copy atomicity). Again, it suffices

to show that the local store in p always contains a snapshot of the global store (modulo

writes by p) via Lemma 4.2.

Theorem 4.1 (TSO-LB-ABS satisfies TSO). All execution witnesses E of TSO-LB-

ABS satisfy the TSO axiomatic memory consistency model (instantiated with Defini-

tion 2.4).

Proof. We can prove that TSO-LB-ABS satisfied by having shown that each axiom

holds. By Lemmas 4.4 (proving SC PER LOCATION), 4.5 (proving NO THIN AIR),

4.6 (proving OBSERVATION) and 4.7 (proving PROPAGATION) we conclude that

TSO-LB-ABS satisfies TSO.
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4.3.2 Sketch for Unoptimized Protocol

In the following, we present a proof sketch that the TSO-CC-basic (TSO-CC without

optimizations) protocol satisfies the TSO consistency model by showing it is simulated

by TSO-LB-ABS. The fully optimized protocols should immediately follow from the

unoptimized protocol, but requires elaboration on the particular optimizations, which

have sufficiently been argued to be correct in §4.1.3.

Protocol-intrinsic issues, in particular, race conditions, deadlock and livelock free-

dom [MS91], are not discussed; it is beyond the scope what can comfortably be done

manually and should be automated via e.g. a model checker. Indeed, even formal meth-

ods based approaches such as model checking easily reach their limits when dealing

with cache coherence protocols [ASL03]. We have verified with the help of a model

checker that the protocol with all optimizations given in Appendix A is free from race

conditions and deadlocks (see §4.4.4).

Assumptions: From a memory consistency perspective, only reads and writes are

observable actions, and hence we will only consider transitions labeled with Read(. . .)

and Write(. . .) as observable; all others are considered internal and treated as unlabeled.

Furthermore, in the following we will assume that the core model issuing read/write

requests to the cache controllers implementing TSO-CC-basic is in-order; a read/write

is completed—that is a labeled Read(. . .) or Write(. . .) transition—when the cache

controller unblocks the in-order core with the expected response.

Assuming a composed LTS with TSO-CC-basic and TSO-LB-ABS, we first define

the state relation between states from TSO-CC-basic and TSO-LB-ABS.

Definition 4.6 (Related states). A state p from TSO-CC-basic is related to a state q

from TSO-LB-ABS iff

• For all valid and non-Exclusive addresses a in the L2 with value v, TSO-LB-ABS

contains a matching address in the global store s.t. global(q,a) = v.

• For all invalid addresses a in the L2 and a value in main memory of v, TSO-LB-

ABS contains a matching address in the global store s.t. global(q,a) = v.

• For all L1s p, all addresses a valid in the L1 with value v, TSO-LB-ABS contains

a matching address in the respective local store s.t. local(q, p,a) = v.

Lemma 4.8 (TSO-CC-basic is weakly simulated by TSO-LB-ABS). TSO-CC-basic is

weakly simulated by TSO-LB-ABS iff
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• For all observable read/write transitions from TSO-CC-basic states p to p′, there

exists a sequence of transitions from TSO-LB-ABS state q to q′ with the same

observable action, and p′ and q′ are still related as per Definition 4.6.

• For all non-observable (evictions) transitions from TSO-CC-basic states p to p′,

there exists a sequence of transitions from TSO-LB-ABS state q to q′ with no

observable action, and p′ and q′ are still related as per Definition 4.6.

Proof (sketch). The proof is by rule induction. We will not enumerate every possible

rule, but instead argue that there is symmetry between most rules as follows.

First, we argue that the L2 and main memory always match the TSO-LB-ABS

global store: as there can only be one writer at a time, and since upon transitioning

away from Exclusive state a cache line must always be propagated to the L2 before

proceeding, the L2 always matches the global store; upon eviction from L2, the value is

propagated to main memory.

Next, we argue that in the absence of L1 cache misses, the states are always related.

It is obvious to see that, without misses, no propagation of writes occurs and the L1

always matches the TSO-LB-ABS local store.

Upon misses, however, we must show that the value obtained from the L2 is correct

and the L1 still matches the TSO-LB-ABS local store. Correct data is always received

from the L2, as we have established that the L2 always matches the TSO-LB-ABS

global store. For forwarded requests, the last write is by the forwarder, thus matches

TSO-LB-ABS.

As the only data in the L1 that may become stale with respect to the L2 is Shared

data, we must show that after any miss, the L1 still matches the TSO-LB-ABS local

store after completion of the request that initiated the miss. Due to self-invalidating all

other Shared cache lines after a miss observing a write by another L1, there is no other

valid Shared line left in the L1, and thus the L1 will match the TSO-LB-ABS local

store after a matching transition generated by the PROPAGATE rule.

As TSO-LB-ABS makes no guarantees that reads eventually see updated data (the

propagation rule is independent), we have to separately prove that TSO-CC propagates

writes eventually.

Lemma 4.9 (Eventual write propagation). Eventually, all writes propagate to all other

private caches (assuming polling reads [Tia+08; Xio+10]).
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Proof (sketch). Given a write to some address, all L1s holding the line in non-Shared

state will no longer be caching the line after completion of the write. Thus write

propagation is immediate, upon following reads to the cache line. Only cache lines in

the Shared state may retain the line, but are forced to miss eventually (assuming polling

reads to the line): the cache line’s accesses counter will reach the maximum permitted

accesses and is forced to miss and obtain the most up-to-date copy of the line.

Theorem 4.2 (TSO-CC-basic satisfies TSO). TSO-CC-basic satisfies TSO, that is TSO-

CC-basic is weakly simulated by TSO-LB-ABS and eventually all writes propagate.

Proof. By Lemmas 4.8 (weak simulation) and 4.9 (eventual write propagation).

4.4 Evaluation Methodology

This section provides an overview of our evaluation methodology used in obtaining

the performance results (§4.5). We also discuss storage overheads of the protocol

configurations used in §4.4.3.

4.4.1 Simulation Environment

For the evaluation of TSO-CC, we use the Gem5 simulator [Bin+11] in Ruby full-system

mode. GARNET [Aga+09] is used to model the on-chip interconnect. The ISA used is

x86-64, as it is the most widely used architecture that assumes a variant of TSO. The

processor model used for each CMP core is a simple out-of-order processor. Table 4.2

shows the key-parameters of the system.

As TSO-CC explicitly allows accesses to stale data, this needs to be reflected in the

functional execution (not just the timing) of the simulated execution traces. We added

support to the simulator to functionally reflect cache hits to stale data, as the stock

version of Gem5 in full-system mode would assume the caches to always be coherent

otherwise.

4.4.2 Workloads

Table 4.3 shows the benchmarks we have selected from the PARSEC [Bie+08], SPLASH-

2 [Woo+95] and STAMP [Min+08] benchmarks suites. The STAMP benchmark suite

has been chosen to evaluate transactional synchronization compared to the more
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Table 4.2: System parameters.

Core-count & frequency 32 (out-of-order) @ 2GHz

Write buffer entries 32, FIFO

ROB entries 40

L1 I+D -cache (private) 32KB+32KB, 64B lines, 4-way

L1 hit latency 3 cycles

L2 cache (NUCA, shared) 1MB×32 tiles, 64B lines, 16-way

L2 hit latency 30 to 80 cycles

Memory 2GB

Memory hit latency 120 to 230 cycles

On-chip network 2D Mesh, 4 rows, 16B flits

Kernel Linux 2.6.32.60

traditional approach from PARSEC and SPLASH-2; the STM algorithm used is

NOrec [DSS10].

Note that in the evaluated results, we include two versions of lu, with and without

the use of contiguous block allocation. The version which makes use of contiguous

block allocation avoids false sharing, whereas the non-contiguous version does not.

Both version are included to show the effect of false-sharing, as previous works have

shown lazy protocols to perform better in the presence of false-sharing [Dub+91].

All selected workloads correctly run to completion with both the MESI baseline

and our configurations. It should also be emphasized that all presented program codes

run unmodified (including the Linux kernel [Lin]) with the TSO-CC protocol.

4.4.3 Protocol Configurations and Storage Overheads

In order to evaluate our claims, we compare against the existing Gem5 implementation

of the MESI baseline directory protocol (§3.3.1). The MESI baseline directory protocol

implementation part of Gem5 provides a fair baseline as it is also used by numerous

related works, and its history can be traced back to the original Wisconsin GEMS

simulation toolset [Mar+05], and is similar to protocols found in commercial processors.

To assess the performance of TSO-CC, we have selected a range of configurations to

show the impact of varying the timestamp and write-group size parameters.

We start out with a basic selection of parameters which we derived from a limited

design-space exploration. We have determined 4 bits for the per-line access counter to
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Table 4.3: Benchmarks and their input parameters.

PA
R

SE
C

blackscholes simmedium

canneal simsmall

dedup simsmall

fluidanimate simsmall

x264 simsmall

SP
L

A
SH

-2

fft 64K points

lu 512×512 matrix, 16×16 blocks

radix 256K, radix 1024

raytrace car

water-nsquared 512 molecules

ST
A

M
P

bayes -v32 -r1024 -n2 -p20 -i2 -e2

genome -g512 -s32 -n32768

intruder -a10 -l4 -n2048 -s1

ssca2 -s13 -i1.0 -u1.0 -l3 -p3

vacation -n4 -q60 -u90 -r16384 -t4096

be a good balance between average performance and storage-requirements, since higher

values do not yield a consistent improvement in performance; this allows at most 16

consecutive L1 hits for Shared lines.

Furthermore, in all cases the shared read-only optimization as described in §4.2.4

contributes a significant improvement: average execution time is reduced by more

than 35% and average on-chip network traffic by more than 75%. Therefore, we only

consider configurations with the shared read-only optimization. The decay time (for

transitioning Shared to SharedRO) is set to a fixed number of writes, as reflected by

the timestamp (taking into account write-group size); we have determined 256 writes to

be a good value.

We note however that different workloads will exhibit different data usage patterns,

and the decay times determining when shared read-write data is re-classified as shared

read-only may not always be the same; crucially, the use of sophisticated predictors may

be required due to the variability in decay times even within workloads as proposed by

Hu, Martonosi, and Kaxiras [HMK02]. For the workloads we study, the determined

decay time performs well on average, but a constant value has its limitations beyond a

fixed set of workloads.

Below we consider the following configurations: CC-shared-to-L2, TSO-CC-4-

basic, TSO-CC-4-noreset, TSO-CC-4-12-3, TSO-CC-4-12-0, TSO-CC-4-9-3. From

the parameter names introduced in Table 4.1, the naming convention used is TSO-CC-
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Figure 4.3: Storage overhead with all optimizations enabled, 1MB per L2 tile, and as

many tiles as cores; the timestamp-table sizes match the number of cores and L2 tiles;

Bepoch−id = 3 bits per epoch-id.

Bmaxacc-Bts-Bwrite−group.

CC-shared-to-L2: A simple protocol that removes the sharing list, but as a result, reads

to Shared lines always miss in the L1 and must request the data from the L2. The base

protocol implementation is the same as TSO-CC, and also includes the shared read-only

optimization (without the ability to decay Shared lines, due to no timestamps). With

a system configuration as in Table 4.2, CC-shared-to-L2 reduces coherence storage

requirements by 76% compared to the MESI baseline.

TSO-CC-4-basic: An implementation of the protocol as described in §4.2.2 with the

shared read-only optimization. Over CC-shared-to-L2, TSO-CC-4-basic only requires

additional storage for the per L1 line accesses counter. TSO-CC-4-basic reduces storage

requirements by 75% for 32 cores.

TSO-CC-4-noreset: Adds the optimization described in §4.2.3, but assumes infinite

timestamps1 to eliminate timestamp reset events, and increments the timestamp-source

on every write, i.e. write-group size of 1. This configuration is expected to result in the

lowest self-invalidation count, as timestamp-resets also affect invalidations negatively.

To assess the effect of the timestamp and the write-group sizes using realistic

(feasible to implement) storage requirements, the following configurations have been

selected.

1The simulator implementation uses 31 bit timestamps, which is more than sufficient to eliminate

timestamp reset events for the chosen workloads.
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TSO-CC-4-12-3: From evaluating a range of realistic protocols, this particular con-

figuration results in the best trade-off between storage, and performance (in terms of

execution times and network traffic). In this configuration 12 bits are used for times-

tamps and the write-group size is 8 (3 bits extra storage required per L1). The storage

reduction over the MESI baseline is 38% for 32 cores.

TSO-CC-4-12-0: In this configuration the write-group size is decreased to 1, to show

the effect of varying the write-group size. The reduction in storage overhead over the

MESI baseline is 38% for 32 cores.

TSO-CC-4-9-3: This configuration was chosen to show the effect of varying the

timestamp bits, while keeping the write-group size the same. The timestamp size is

reduced to 9 bits, and write-group size is kept at 8. On-chip coherence storage overhead

is reduced by 47% over the MESI baseline for 32 cores. Note that timestamps reset after

the same number of writes as TSO-CC-4-12-0, but 8 times as often as TSO-CC-4-12-3.

Figure 4.3 shows a comparison of the extra coherence storage requirements between

the MESI baseline, TSO-CC-4-12-3, TSO-CC-4-12-0, TSO-CC-4-9-3 and TSO-CC-4-

basic for core counts up to 128. The best case realistic configuration TSO-CC-4-12-3

reduces on-chip storage requirements by 82% over the MESI baseline at 128 cores.

4.4.4 Verification

Initially, to check the protocol implementation for adherence to the consistency model,

a set of litmus tests were chosen to be run in the full-system simulator. The diy [Alg+11]

tool was used to generate litmus tests for TSO according to [OSS09]. This was invalu-

able in finding some of the more subtle issues in the implementation of the protocol.

According to the litmus tests, each configuration of the protocol satisfies TSO. In addi-

tion, we model checked the protocol for absence of race conditions and deadlocks using

Murϕ [Dil96].

Furthermore, the verification challenges led to the development of McVerSi (Chap-

ter 6). McVerSi is a framework for rigorous simulation-based memory consistency

verification (of a full-system), where TSO-CC is used as a case study. It should be noted

that memory consistency verification of conventional protocols and their interaction

with other components (e.g. pipeline) is also addressed by McVerSi, and its importance

highlighted by the fact that we discovered new bugs in Gem5’s MESI protocol imple-

mentation. The presented TSO-CC protocol is, according to the McVerSi case study,

correct.
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Independently, Manerkar et al. [Man+15] use TSO-CC as a case study for CCI-

Check. CCICheck uses abstract axiomatic models of pipeline and memory system,

and exhaustively verifies that a set of litmus tests is not violated. In [Man+15] the

authors implement TSO-CC-basic and verify that TSO is satisfied. Given these various

verification efforts, we can conclude with a high level of confidence that TSO-CC

satisfies TSO.

4.5 Experimental Results

This section highlights the simulation results, and additionally gives insight into how

execution times and network traffic are affected by some of the secondary properties

(timestamp-resets, self-invalidations).

In the following we compare the performance of TSO-CC with the MESI baseline

protocol. Figure 4.4 shows normalized (w.r.t. MESI baseline protocol) execution times

and Figure 4.5 shows normalized network traffic (total flits) for all chosen benchmarks

and configurations. For all TSO-CC configurations, we determine additional network

traffic due to SharedRO-invalidations to be insignificant compared to all other traffic,

as writes to SharedRO are too infrequent to be accounted for in Figure 4.6.

CC-shared-to-L2: We begin with showing how the naïve implementation without a

sharing vector performs. On average, CC-shared-to-L2 has a slowdown of 14% over

the MESI baseline; the best case, fft, performs 14% faster than the baseline, while the

worst case has a slowdown of 84% for lu (cont.). Network traffic is more sensitive, with

an average increase of 137%. CC-shared-to-L2 performs poorly in cases with frequent

shared misses, as seen in Figure 4.6, but much better in cases with a majority of private

accesses and most shared reads are to shared read-only lines, as Figure 4.7 shows.

TSO-CC-4-basic: Compared to the baseline, TSO-CC-4-basic is 4% slower; the

patterns observed are similar to CC-shared-to-L2. The best case speedup is 5% for

ssca2, and worst case slowdown is 29% for blackscholes. Allowing read hits to Shared

lines until the next L2 access improves execution time compared to CC-shared-to-L2 by

9%, and network traffic by 30% on average. Since the transitive reduction optimization

is not used, most L1 misses cause self-invalidation as confirmed by Figure 4.8; on

average 40% of read misses cause self-invalidation.
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Figure 4.4: Execution times, normalized against the MESI baseline protocol.
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Figure 4.7: L1 cache hits and misses; hits split up by Shared, SharedRO and private (Exclusive, Modified) states.
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Figure 4.8: Percentage of L1 self-invalidation events triggered by data response

messages.

TSO-CC-4-noreset: The ideal case TSO-CC-4-noreset shows an average of 2% im-

provement in execution time over the baseline; best case speedup of 20% for intruder,

worst case slowdown of 22% for vacation. On average, self-invalidations—potential

acquires detected as seen in Figure 4.8—are reduced by 87%, directly resulting in

a speedup of 6% over TSO-CC-4-basic. Overall, TSO-CC-4-noreset requires 4%

more on-chip network traffic compared to the baseline, an improvement of 37% over

TSO-CC-4-basic.

TSO-CC-4-12-3: The overall best realistic configuration is on average 3% faster than

the MESI baseline protocol. The best case speedup is 19% for intruder, and worst

case slowdown is 10% for canneal. This configuration performs as well as TSO-CC-

4-noreset (the ideal case), despite the fact that self-invalidations have increased by

25%. Over TSO-CC-4-basic, average execution time improves by 7%, as a result

of reducing self-invalidations by 84%. The average network-traffic from TSO-CC-4-

noreset (no timestamp resets) to TSO-CC-4-12-3 does not increase, which indicates

that timestamp-reset broadcasts are insignificant compared to all other on-chip network

traffic.

There are two primary reasons as to why TSO-CC-4-12-3 outperforms the MESI

baseline. First, our protocol has the added benefit of reduced negative effects from false

sharing, as has been shown to hold for lazy coherence protocols in general [Dub+91].

This is because shared lines are not invalidated upon another core requesting write

access, and reads can continue to hit in the L1 until self-invalidated. This can be

observed when comparing the two versions of lu. The version which does not eliminate

false-sharing (non-cont.) performs significantly better with TSO-CC-4-12-3 compared

to the MESI baseline, whereas the version where the programmer explicitly eliminates
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Figure 4.9: RMW latencies, normalized against the MESI baseline protocol. (Legend

same as Figure 4.4, TSO-CC only)

blackscholes

canneal
dedup

fluidanimate

x264 fft lu (cont.)
lu (non-cont.)

radix
raytrace

water-nsq
bayes

genome
intruder

ssca2
vacation

amean

0

20

40

60

80

100

L1
 s

e
lf
-i

n
v
a
lid

a
ti

o
n
s 

ca
u
se

 (
%

)

L-R: (1) TSO-CC-4-basic  (2) TSO-CC-4-noreset  (3) TSO-CC-4-12-3  (4) TSO-CC-4-12-0  (5) TSO-CC-4-9-3  

invalid timestamp

p. acquire (non-SharedRO)

p. acquire (SharedRO) fence

Figure 4.10: Breakdown of L1 self-invalidation cause.

false-sharing (cont.) results in similar execution times.

Second, our protocol performs better for GetX requests (writes, RMWs) to shared

cache lines, as we do not require invalidation messages to be sent to each sharer, which

must also be acknowledged. This can be seen in the case of radix, which has a relatively

high write miss rate as seen in Figure 4.6. Further evidence for this can be seen in

Figure 4.9, which shows the normalized average latencies of RMWs.

As we have seen, the introduction of the transitive reduction optimization (§4.2.3)

contributes a large improvement over TSO-CC-4-basic, and next we look at how varying

the TSO-CC parameters can affect performance.

TSO-CC-4-12-0: Decreasing the write-group size by a factor of 8× (compared to

TSO-CC-4-12-3) results in a proportional increase in timestamp-resets, yet potential

acquires detected are similar to TSO-CC-4-12-3 (Figure 4.8). One reason for this is that

a write-group size of 1 results in more accurate detection of potential acquires, reducing

self-invalidations. Thus, average execution time is similar to TSO-CC-4-12-3. However,
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network traffic is more sensitive; TSO-CC-4-12-0 requires 5% more network traffic

compared to the baseline.

TSO-CC-4-9-3: Decreasing the maximum timestamp size by 3 bits while keeping the

write-group size the same, compared to TSO-CC-4-12-3, results in an expected increase

of timestamp-resets of 8×, and stays the same compared to TSO-CC-4-12-0. Because

of this, and because write-groups are more coarse grained, this parameter selection

results in an increase of self-invalidations by 5% (7%), yet no slowdown compared to

TSO-CC-4-12-3 (TSO-CC-4-12-0). The best case is intruder with an improvement of

24% over the MESI baseline, the worst case is canneal with a slowdown of 15%. TSO-

CC-4-9-3 requires 7% more network traffic compared to the MESI baseline, indicating

that network traffic is indeed more sensitive to increased self-invalidations.

As both timestamp-bits and write-group size change, the number of timestamp-

resets in the system change proportionally. As timestamp-resets increase, invalidation

of entries in timestamp-tables increases, and as a result, upon reading a cache line where

there does not exist an entry in the timestamp-table for the line’s last writer, a potential

acquire is forced and all Shared lines are invalidated. This trend can be observed in

Figure 4.8. The breakdown of self-invalidation causes can be seen in Figure 4.10.

4.5.1 Discussion

As highlighted via the results thus far, we have seen that TSO-CC performs well with

traditional synchronization as used in PARSEC and SPLASH-2 (consistent results

across workloads), as well as with less traditional synchronization such as software

transactional memory used in STAMP (albeit with less consistent results across work-

loads).

In the following we will briefly discuss potential pathologies. First, and foremost,

we note that the propagation delay for Shared data in TSO-CC is less predictable

and higher compared to the baseline. This explains the less consistent results across

STAMP benchmarks, but would also impact other workloads that benefit from best-effort

propagation of modifications such as lock-free, racy codes. In particular asynchronous

iterative algorithms [Bau78; VKG14], where the algorithm convergences faster if

updated values are propagated faster may not perform as well as with an eager protocol.

On the other hand, server workloads as characterised by Ferdman et al. [Fer+12]

would see little change compared to the baseline protocol. In particular, Ferdman et al.

[Fer+12] note “on-chip and off-chip bandwidth requirements of scale-out workloads
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are low” due to little sharing and communication but high read-only working sets, in

particular instruction data. Since TSO-CC will classify read-only data as such, and will

not be subject to self-invalidation, there would be no noticeable change compared to the

baseline protocol: indeed, the same benefits (no self-invalidation of read-only data) but

also pathologies (SharedRO is inclusive) will manifest.

4.6 Related Work

Closely related work is mentioned in previous sections, whereas this section provides a

broader overview of more scalable approaches to coherence that precede development

of TSO-CC.

4.6.1 Coherence for Sequential Consistency

Several approaches optimize the data structures and directory organization to maintain

the list of sharers in eager protocols more efficiently; the protocols retain compatibility

with sequential consistency.

Optimizing sharing vectors, hierarchical directory organizations [MHS12; Wal92]

solve some of the storage concerns, but unfortunately increase overall organization

complexity through additional levels of indirection.

Coarse sharing vectors [GWM90; ZSD10] reduce the sharing vector size, however,

with increasing number of cores, using such approaches for all data becomes prohibitive

due to the negative effect of unnecessary invalidation and acknowledgement messages

on performance. More recently, SCD [SK12] solves many of the storage concerns of

full sharing vectors by using variable-size sharing vector representations, but again with

increased directory organization complexity.

Cuckoo directory [Fer+11] and SCD [SK12] optimize standalone sparse directory

utilization by reducing set conflict issues. This allows for smaller directories even as the

number of cores increase. Note that these approaches are orthogonal to our approach,

as they optimize directory organization but not the protocol, and thus do not consider

the consistency model.

Rather than maintaining the list of sharers in a bit vector at a central directory, the

Scalable Coherent Interface (SCI) [GL96; Jam+90] maintains the list of sharers in a

distributed directory—more specifically as a doubly-linked list, where each cache line

tag also stores the next and previous processor and the memory points to the head
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processor. SCI requires traversing this linked list sequentially to invalidate all sharers,

which has a large worst-case overhead with a large number of sharers compared to

TSO-CC which relies on self-invalidation. Furthermore, with an optimized directory

(e.g. Cuckoo directory [Fer+11]), storage overheads for TSO-CC would be less than

SCI due to SCI’s use of both a next and previous pointer per private cache line.

Works eliminating sharing vectors [Cue+11; Pug+10], observe most cache lines to

be private, for which maintaining coherence is unnecessary. For example, shared data

can be mapped onto shared and private data onto local caches [Pug+10], eliminating

sharer tracking. However, it is possible to degrade performance for infrequently written

but frequently read lines, suggested by our implementation of CC-shared-to-L2.

4.6.2 Coherence for Relaxed Consistency Models

Dubois and Scheurich [DSB86; SD87] first gave insight into reducing coherence

overhead in relaxed consistency models, particularly that the requirement of “coherence

on synchronization points” is sufficient. Instead of enforcing coherence at every write

(also referred as the SWMR property, see §3.2), recent works [ADC11; Cho+11; FC08;

KK10; Liu+12; RK12; SKA13] enforce coherence at synchronization boundaries by

self-invalidating shared data in private caches.

Dynamic Self-Invalidation (DSI) [LW95] proposes self-invalidating cache lines

obtained as tear-off copies, instead of waiting for invalidation from directory to reduce

coherence traffic. The best heuristic for self-invalidation triggers are synchronization

boundaries. Based on [LW95], Lai and Falsafi [LF00] improve detection of synchro-

nization points through trace correlation. More recently, SARC [KK10] improves upon

these concepts by predicting writers to limit accesses to the directory. Both [KK10;

LW95] improve performance by reducing coherence requests, but still rely on an eager

protocol for cache lines not sent to sharers as tear-off copies.

Several recent proposals eliminate sharing vector overheads by targeting relaxed

consistency models; they do not, however, consider consistency models stricter than

RC. DeNovo [Cho+11], and more recently DeNovoND [SKA13], argue that more disci-

plined programming models must be used to achieve less complex and more scalable

hardware. DeNovo proposes a coherence protocol for data-race-free (DRF) programs,

however, requires explicit programmer information about which regions in memory

need to be self-invalidated at synchronization points. The work by [RK12], while not

requiring explicit programmer information about which data is shared nor a directory
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with a sharing vector, present a protocol limiting the number of self-invalidations by

distinguishing between private and shared data using the TLB.

Several works [MB92; YMG96] also make use of timestamps to limit invalidations

by detecting the validity of cache lines based on timestamps, but require software

support. Contrary to these schemes, and how we use timestamps to detect ordering,

the hardware-only approaches proposed by [NN94; Sin+13] use globally synchronized

timestamps to enforce ordering based on predicted lifetimes of cache lines.

4.6.3 Distributed Shared Memory (DSM)

The observation of only enforcing coherent memory in logical time [Lam78] (causally),

allows for further optimizations. This is akin to the relationship between coherence

and consistency given in §3.4. Causal Memory [AHJ91; Aha+95] as well as [KCZ92]

make use of this observation in coherence protocols for DSM. Lazy Release Con-

sistency [KCZ92] uses vector clocks to establish a partial order between memory

operations to only enforce completion of operations which happened-before acquires.

4.7 Conclusion

We have presented TSO-CC, a lazy approach to coherence for TSO. Our goal was to

design a more scalable protocol, especially in terms of on-chip storage requirements,

compared to conventional MESI directory protocols. Our approach is based on the

observation that using eager coherence protocols in the context of systems with more

relaxed consistency models is unnecessary, and the coherence protocol can be optimized

for the target consistency model. This brings with it a new set of challenges, and in

the words of Sorin et al. [SHW11] “incurs considerable intellectual and verification

complexity, bringing to mind the Greek myth about Pandora’s box.”

The complexity of the resulting coherence protocol obviously depends on the

consistency model. While we aimed at designing a protocol that is simpler than the

MESI baseline, to achieve good performance for TSO, we had to sacrifice simplicity.

Indeed, TSO-CC requires approximately as many combined stable and transient states

as the MESI baseline implementation.

Aside from that, we have constructed a more scalable coherence protocol for TSO,

which is able to run unmodified legacy codes. Various verification efforts (including

McVerSi proposed in Chapter 6) give us a high level of confidence in its correctness.
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More importantly, TSO-CC has a significant reduction in coherence storage overhead,

as well as an overall reduction in execution time. Despite some of the complexity issues,

we believe these are positive results, which encourages a second look at consistency-

directed coherence design for TSO-like architectures. In addition to this, it would be

very interesting to see if the insights from our work can be used in conjunction with

other conventional approaches for achieving scalability.

The next chapter introduces RC3, an extension of TSO-CC for a variant of RC

on x86-64. RC3 demonstrates how the coherence protocol can exploit the explicit

synchronization information present in modern language-level consistency models such

as C11/C++11 and Java to achieves further storage savings while retaining comparable

performance; like TSO-CC, RC3 also retains backward compatibility with TSO codes.





Chapter 5

RC3: Consistency Directed Cache

Coherence for x86-64 with RC

Extensions

5.1 Introduction

In recent years we have seen widespread convergence towards clearly defined program-

ming language level memory consistency models, such as C11 [ISO11a], C++11 [ISO11b;

BA08] and Java [MPA05]. These programmer-centric models require the programmer

to explicitly distinguish and label data and synchronization operations at a much higher

level of abstraction, rather than having to deal with the low level details of the hardware

level consistency models (see §2.5). It is beneficial to convey the language level labels

to the hardware, as hardware can exploit this information for improved performance.

Since data operations need not be ordered among themselves, there are fewer restrictions

on, e.g. out-of-order pipeline implementations.

In addition to the performance benefits, cache coherence protocol implementations

in multiprocessor systems can also exploit synchronization information, leading to

more scalable protocols. Indeed, with synchronization operations exposed, coherence

need only be enforced lazily at synchronization boundaries via self-invalidation (see

§3.4). Using self-invalidation, instead of relying on eager invalidations, is beneficial,

as it no longer requires maintaining a sharing vector and associated data structures

for maintaining the list of sharers. Although there have been numerous approaches

to optimize the cache and directory organization to maintain the list of sharers more

efficiently [Cue+11; Fer+11; GWM90; MHS12; SK12; Wal92], for coherence proto-

73
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cols that exploit synchronization information, the sharing vector can be completely

eliminated.

5.1.1 Motivation

Conveying data/synchronization information from the language level to the hardware

level, however, requires a compatible hardware memory consistency model that also

clearly distinguishes between data and synchronization operations. One such model,

enabling an efficient mapping from the language to the hardware level, is RC (§2.4.3).

In fact, a number of recent lazy coherence protocols [ADC11; Cho+11; FC08; KK10;

RK12; SKA13] target variants of RC.

Unfortunately, some existing architectures such as x86 only support stricter memory

consistency models, e.g. x86-TSO [OSS09], which cannot directly exploit the explicit

data/synchronization information available at the language level. As there exists a well

established ecosystem of software around these architectures, moving to a weaker RC

variant is not an option as legacy code must continue to work. Therefore, most lazy

coherence protocols cannot be applied to these architectures. One exception to this

is the proposed TSO-CC protocol (Chapter 4), which implements a lazy coherence

protocol for Total Store Order (TSO). Although TSO-CC enables lazy coherence for

x86 systems, there is still no way to exploit the synchronization information available at

the language level.

Therefore, our research question is the following: how can architectures (such as

x86) benefit from the explicit synchronization information available from language

level memory consistency models? At the same time, legacy code which assumes the

original hardware memory model (x86-TSO), must continue to work. We attack this

problem for the widely deployed x86-64 architecture.

5.1.2 Approach

In x86-TSO, reads and writes already provide acquire and release semantics respectively.

Therefore, instead of adding additional acquire/release instructions to the ISA, we

propose adding ordinary (relaxed) reads and writes to represent data operations (§5.3).

This is realized via unused (null) prefixes which have become available in x86-64; the

semantics of one unused prefix is changed to denote ordinary memory operations. The

reads and writes from older legacy codes (that are not labeled with the extension) simply

cause fewer instruction reorderings as the reads and writes are treated as acquires and
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releases, just as is the case in x86-TSO. The resulting memory consistency model is

RCtso (x86-RCtso). While variants of RC, such as RCsc and RCpc can be found in the

literature [Gha+90], RCtso is not explicitly mentioned. RCtso is similar to RCpc in that

it relaxes the release-acquire ordering, but unlike RCpc, preserves multi-copy atomicity

for releases.

To take advantage of RCtso, we propose the RC3 coherence protocol (§5.4): a lazy

cache coherence protocol that targets RCtso. We base RC3 on TSO-CC, as it provides

an efficient lazy coherence protocol implementation for TSO. In RC3, however, we

additionally exploit the exposed ordinary/synchronization information to optimize the

protocol. In TSO, since synchronization information is unavailable, every read can

potentially be an acquire. TSO-CC employs transitive reduction using timestamps

to limit self-invalidation: upon an L1 miss, self-invalidation is only performed if the

response’s timestamp is larger than the last-seen timestamp of the writer. There is,

however, a significant cost to performing this optimization: to achieve good perfor-

mance, each cache line in both L1s and L2, needs to hold a timestamp due to the

absence of explicit synchronization information. In RC3, with data and synchronization

information directly available, we no longer need to self-invalidate on ordinary reads.

We observe, however, that there are performance gains to be realized when applying

a limited form of transitive reduction optimization only to synchronization accesses,

thereby reducing self-invalidations on redundant acquires, compared to a conventional

RC lazy coherence protocol. Since synchronization accesses are relatively infrequent,

we can perform this limited form of transitive reduction with only per-L1 timestamps,

eliminating per cache line timestamps in both L1s and L2.

5.2 Limitations of TSO-CC

TSO-CC’s first insight is that it is legal for a read to return a stale (locally cached) value.

Periodic reads to a location eventually return the up-to-date copy of the value; TSO-

CC accomplishes this by forcing a miss after a fixed number of hits—this effectively

ensures the write propagation requirement of TSO. TSO’s ordering requirements are

not violated even though stale accesses are permitted by treating read misses (i.e. upon

returning an up-to-date value) as acquires, which are followed by self-invalidation.

Considering every such read miss to be an acquire, however, causes excessive self-

invalidations and degrades performance. Which reads should be treated as acquires?

The second important insight concerns how to reduce excessive self-invalidations in the
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Figure 5.1: Extended producer-consumer example.

absence of explicit synchronization. To avoid redundant self-invalidations, TSO-CC

proposes to use transitive reduction of acquires. Every L1 maintains a monotonically

increasing timestamp source, which are then associated with writes. This information

can then be used to answer the question “is there potentially stale data in my cache?”,

and decide if self-invalidation of shared data is required. TSO-CC needs to apply

transitive reduction at cache line granularity (writer timestamp per cache line), because

TSO-CC cannot distinguish between synchronization and non-synchronization. If

synchronization and non-synchronization data writes (that map to distinct cache lines)

would share the same timestamp, timestamp false sharing would limit the effectiveness

of the transitive reduction optimization.

Using the example in Figure 5.1, TSO-CC ensures TSO as follows. Upon writes,

increasing timestamps are assigned to the cache lines of data1, data2 and flag. Reading

flag at event b1 in processor B hits up to the maximum threshold, after which a miss

is forced; this miss ensures that the most up-to-date value of flag is eventually read,

and also causes self-invalidation of all other shared lines (in particular those containing

data1 and data2). This miss also observes flag’s timestamp, and processor B now

associates this latest timestamp with processor A. Subsequent reads to data1 and data2

miss and obtain the (correct) up-to-date values, thereby ensuring the read-read order—if

self-invalidation had not taken place, processor B would have observed stale copies of

data1 and data2, violating read-read ordering. Due to transitive reduction, the misses at

b2 and b3 do not cause self-invalidation, as the timestamps of the received data1 and

data2 are both less than the timestamp of the already observed flag. Therefore, after the

final event b3, all of data1, data2 and flag are cached in B. To illustrate why maintaining

timestamps at fine granularity is necessary, assume that processor A writes to several
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other locations following a3, and these additional writes’ timestamps are shared with

data1 and data2, but B has not yet observed flag. In this case, the timestamp associated

with the write of flag may be lower than that of data1 or data2, and these misses

would in fact cause self-invalidation—this is avoided by using timestamps at cache

line granularity. With RC3, we show that per cache line timestamps are unnecessary if

synchronization operations are explicitly exposed.

5.3 x86-RCtso: Release Consistency for x86-64

With the extra data/synchronization information available at the language level, how

to expose this information to existing architectures with stricter consistency models?

We propose a solution for the widely deployed x86-64 architecture, via extending the

memory model from TSO to RCtso, a memory model which differentiates data and

synchronization. In extending the memory consistency model of an architecture, a

major objective is to retain backward compatibility with existing legacy codes as well as

legacy microarchitectures (run new code on old systems). Specifically, in TSO [OSS09]

reads and writes already provide acquire and release semantics respectively. Therefore,

reads and writes from legacy TSO codes must retain their original semantics.

Accordingly, we ensure that existing reads and writes retain acquire and release

semantics, but add support for the missing relaxed ordinary memory reads and writes.

The resulting memory consistency model is RCtso, which is similar to RCpc [Gha+90]

in that it relaxes the release-acquire ordering, but unlike RCpc, requires write/multi-copy

atomicity of read-acquires and write-releases, which it inherits from the original TSO

model. Table 5.1 provides an informal overview of the ordering constraints enforced by

RCtso. The following is a formal definition in the framework described in §2.2.

Definition 5.1 (RCtso). Let AS be the relation linking all read-acquires a to a write

releases s (see Definition 2.9 for definitions of AM and MS): AS , AM∩MS. The

relation mfence captures release-acquire pairs separated by a fence instruction. RCtso

is instantiated as follows:

ppo , ((po∩AM)∪ (po∩MS))\AS

fences ,mfence

prop , ppo∪ fences∪ rfe∪ fr

Note that our variant of RCtso does not distinguish between special sync (acquire, re-

lease) and nsync operations [Gha+90]. Therefore, for ensuring correctness the compiler
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Table 5.1: RCtso ordering requirements.

happens-before � Read-Acquire Write-Release Read-Ordinary Write-Ordinary

Read-Acquire X X X X

Write-Release X

Read-Ordinary X

Write-Ordinary X

will have to treat nsync reads and nsync writes conservatively as sync acquires and sync

releases respectively. This primarily concerns racy programs: these continue to work in

RCtso, as long as racy accesses are marked as synchronization. In programmer-centric

models, such as C11/C++11, such accesses require special annotation (e.g. C11/C++11

atomics) irrespective of the hardware level model, and correctness of such codes is not

affected as long as the compiler provides a conservative mapping to acquires/releases.

5.3.1 ISA Extension Details

This section describes the details of an ISA extension for the x86-64 architecture,

effectively changing the supported memory consistency model from x86-TSO to x86-

RCtso. In order to add the proposed relaxed ordinary memory operations, we have to

label them explicitly. We can do so using instruction prefixes for memory operations.

In x86-64 a group of prefixes, which were previously used for 32-bit mode to denote

segment register overrides (CS, DS, ES, SS), have become unused and their meaning

was changed to null prefixes [Adv13, §B.7].

Any one of these prefixes can be reused and their semantics changed from null to

denote relaxed ordinary memory operations. In doing so, the ISA would not break

compatibility with existing legacy codes, as unprefixed loads and stores retain their

acquire and release semantics; these programs would merely impose a stricter program

ordering among instructions. This also means that existing legacy synchronization

libraries are compatible with new codes that make use of the extension to RCtso.

Finally, this approach also ensures that new codes targeting RCtso are compatible

with legacy microarchitectures, as in this case the prefix would revert to a null prefix.

Therefore, the imposed program ordering will only be stricter than required, ensuring

correctness [AG96].
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5.4 RC3: Protocol Design

Our primary technical contribution is the RC3 protocol which takes advantage of the

explicit labeling. This section describes the detailed protocol design: first we give

an overview of the protocol (§5.4.1); this is followed by a detailed description of

the basic RC3 protocol without optimizations (§5.4.2), and continue extending the

basic protocol with the transitive reduction (§5.4.3) and shared read-only optimizations

(§5.4.5). Throughout, the organization chosen assumes private L1 caches per core, and

a tiled (NUCA) shared L2 with an embedded directory (§5.4.8).

5.4.1 Overview

We base the protocol on TSO-CC, as outlined in §5.2, and modify the protocol to exploit

the fact that RCtso conveys synchronization and ordinary operations to the hardware

explicitly. By exploiting this additional information, our goal is to further reduce the

storage overheads of the resulting RC3 protocol, but retain comparable performance

characteristics.

As the protocol is already aware of acquires and releases, we add support for the new

ordinary memory operations. Upon acquires, where the last writer is not the requester,

the protocol self-invalidates all shared cache lines in the local cache. It is worth noting,

however, that self-invalidation is not required upon ordinary reads. Furthermore, shared

lines fetched by ordinary memory operations can hit indefinitely in the local caches.

In addition, we retain the TSO-CC optimization which permits acquires to hit shared

cache lines up to a maximum number of accesses, as this ensures adequate performance

for legacy codes.

In order to achieve good performance, TSO-CC proposes the transitive reduction

optimization at cache line granularity. This is necessary, as newer writes (to different

cache lines) after a write-release will be assigned increasing timestamps, but each write

retaining a distinct timestamp value (until another write to the same line) due to using

timestamps at cache line granularity. As timestamps assigned to older write-releases on

different cache lines are unaffected until another release, unnecessary self-invalidations

are rare. TSO-CC is effectively sharing timestamps at cache line granularity; at this

granularity timestamp false sharing can only happen for all addresses mapped to a

single cache line.

With RCtso, however, the protocol is explicitly conveyed information about syn-

chronization and data accesses, and because data accesses dominate, self-invalidation
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is suppressed for these accesses regardless. In the earlier example (§5.2) illustrated

with Figure 5.1, using RCtso allows the read in B of flag to be marked as an acquire,

and data1/data2 marked as ordinary reads. In this case, self-invalidation can only take

place at b1, but not b2 or b3 even if the timestamps of data1/data2 were higher than of

flag—assuming shared timestamps and continued writes after the release of flag in A.

Therefore, maintaining timestamps at cache line granularity is overkill, as explicit syn-

chronization is infrequent and limited to relatively few addresses for which timestamps

can be shared. Our hypothesis is, that applying timestamps at entire address-space

granularity with RCtso optimized workloads is sufficient to realize the same perfor-

mance benefits of transitive reduction as TSO-CC (validated in §5.6). Consequently,

we can eliminate per cache line timestamps from L1s and L2 tiles, and only require

maintaining per-L1 timestamps. In particular, per-L1 timestamps are still effective at

reducing redundant acquires, e.g. due to conservative synchronization and acquiring

mostly shared read-only data.

Furthermore, the protocol requires changes to the shared read-only optimization,

as per cache line timestamps were previously used to decay lines from shared-written

back to shared read-only. Our approach here is to reuse data structures already present

in TSO-CC, but used for timestamp resets; specifically, we reuse the epoch-id, and only

maintain epoch-ids per L2 cache lines to identify that a period of time has elapsed since

the last write. As the epoch-ids require substantially less space then timestamps, this

optimization, given its performance benefits, can be justified.

5.4.2 Basic Protocol

The following outlines the stable states, actions and transitions of the protocol.

Stable states: The protocol distinguishes between invalid, private and shared states.

Cache lines in the L1 can be in invalid (Invalid), private (Exclusive, Modified, Exclu-

sive_L, Modified_L) and shared (Shared, Shared_L) states. In the L2, private (Exclusive)

cache lines only require a pointer b.owner to the current owner; shared (Shared) cache

lines are untracked in the L2, and do not require tracking a list of sharers. The L2

maintains an additional state Uncached for cache lines not present in any L1, but valid

in the L2.

We must introduce pairs of states in the L1: the base state, and a state (∗_L) denoting

the line was fetched due to a reLaxed ordinary memory operation. This distinction is

required to deal with cases where an ordinary memory operation caused a miss, but
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followed by a synchronization hit. In the following we refer to the set of states with

a common label prefix as Prefix∗, e.g. the set of states Exclusive and Exclusive_L

are referred to as Exclusive∗. A transition from Exclusive∗ to Modified∗ means the

transition is to the state with the same suffix (if any).

Read-Ordinary: Read requests (GetS) to cache lines invalid in the L2 cause an

Exclusive response to the requesting L1, which must then acknowledge the response

and transitions to Exclusive_L. If the cache line is in state Exclusive in the L2, the GetS

request is forwarded to the current owner. The owner will then downgrade its copy from

Exclusive∗ or Modified∗ to Shared∗. The owner responds to the initial requester with

the data, which transitions to Shared_L; the owner additionally sends acknowledgement

(if Exclusive∗) or data (if Modified∗) to the L2, which transitions the cache line to the

Shared state. On subsequent read requests to the L2, the L2 responds with Shared data.

Ordinary read accesses to Exclusive∗, Modified∗, and Shared∗ cache lines always hit in

the L1.

Read-Acquire: Similarly to an ordinary read operation, a GetS request is sent to the

L2. Upon receipt of a response, the L1 transitions to the respective base state, Exclusive

or Shared.

As shared lines are untracked in the L2, all shared lines in the L1 must eventually

be self-invalidated. To maintain the acquire-read and acquire-acquire orderings, L1s

self-invalidate all Shared∗ cache lines after every L1 synchronization miss, where the

transition is to a base state, and the response’s last writer is not the requesting L1.

Read-acquire accesses hit to private lines (Exclusive_L, Modified_L) fetched due

to an ordinary memory accesses, but are forced to perform self-invalidation of shared

cache lines, as ordinary reads do not cause self-invalidation. This is, as outlined above,

to address the corner case where an ordinary memory operation fetched a cache line,

but the same cache line is subsequently accessed by a synchronization operation. After

self-invalidation, the cache line is transitioned to the base state (e.g. from Exclusive_L

to Exclusive). A read-acquire accessing a cache line in Shared_L causes a miss, as the

cache line is most likely stale.

Read-acquire accesses to Shared cache lines are allowed to hit, but only up to a

predefined maximum number of accesses, at which point a miss is forced. This requires

extra storage for the access counter b.acnt. We reuse this optimization from TSO-CC, as

firstly it provides adequate performance for legacy codes optimized for TSO. Secondly,

this is the reason why the release-acquire ordering is relaxed in RC3, and thus targets

RCtso.



82 5. RC3: Consistency Directed Cache Coherence for x86-64 with RC Extensions

Write-Ordinary: An ordinary write operation can only hit in the L1 if the line is held

in the Exclusive∗ or Modified∗ states. Transitions from Exclusive∗ to Modified∗ are

silent. An ordinary write misses in the L1 in any other state, causing a GetX request sent

to the L2. Upon receipt of a response, the local cache line’s state changes to Modified_L,

the data is written to the L1, and an acknowledgement is sent to the L2. The L2 cache

updates the cache line’s state to Exclusive and updates b.owner with the requester’s id.

If another L1 requests write access to a private line, the L2 forwards the request to

the owner stored in b.owner, which then invalidates the line and passes ownership to

the requester. Since the L2 only responds to write requests if it is in a stable state, i.e. it

has received the acknowledgement of the last writer, there can only be one writer at a

time. This serializes all writes to the same address at the L2 cache.

Upon a write request to a Shared line, the L2 immediately responds with a data

response message and transitions the line to Exclusive. Note that even if the cache

line is in Shared, the L2 must send the entire line, as the requesting core may have a

stale copy. On receiving the data message, the L1 transitions to Modified_L either from

Invalid or Shared∗. Note that there may still be other copies of the line in Shared∗
states in other L1 caches, but since they will eventually miss due to self-invalidation,

and also cause self-invalidation of shared lines on synchronization misses, RCtso is

satisfied.

Write-Release: Write releases hit in the same states as ordinary writes. Given release-

acquire is relaxed, hits in the Exclusive_L or Modified_L states do not cause self-

invalidation, and are treated as in the ordinary write case. Upon a write release miss, the

final state upon receipt of a response is Modified; as per the rules outline above, such a

miss would also cause self-invalidation.

Evictions: Inclusivity must be maintained for cache lines which are tracked by the L2:

on evictions from the L2, evictions from Exclusive (and later SharedRO, see §5.4.5)

require invalidation requests to the owner. Shared lines are untracked, and therefore

evicted silently from the L2. Evictions from the L1 in states Exclusive∗ and Modified∗
require updating the L2 accordingly, which then transitions the line to Uncached;

Shared∗ lines are evicted silently.

5.4.3 Opt. 1: Reducing Self-Invalidations of Redundant Acquires

In order to satisfy the acquire-read ordering, the basic protocol applies self-invalidation

of Shared∗ lines at L1 misses. However, subsequent acquires would always cause
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self-invalidation. If a release has already been observed, and all memory operations

before it have previously been made visible via self-invalidation, self-invalidating

again—upon acquiring the same, or any release that happened before it—is not required.

To reduce unnecessary invalidations, we apply a variant of transitive reduction [Net93]

like TSO-CC, but limited to synchronization misses.

Each L1 maintains a local current timestamp cur_ts of fixed size. The size of the

timestamp depends on the storage requirements, but also affects the frequency of the

timestamp resets, which is discussed in more detail in §5.4.4. The L1 local timestamp

must be incremented on every release.

Upon propagating a cache line to the L2 cache, the L1’s current timestamp cur_ts

is propagated. The L2 then updates its respective entry for the sender in a last-seen

timestamp table ts_L1. Note that, if we have multiple L2 tiles, the protocol requires a

timestamp table per L2 tile. Each L1 also maintains a last-seen timestamp table ts_L1.

The maximum possible entries per timestamp table can be less than the total number of

cores, but will require an eviction policy to deal with limited capacity. The L2 responds

to requests with the data, the writer b.owner and the last writer’s most recent timestamp

ts_L1[b.owner].

Thus, to reduce invalidations, only where the L2’s last-seen timestamp is larger

than the L1’s last-seen timestamp of the writer of the requested line, treat the event as a

true acquire and self-invalidate all Shared∗ lines.

For those data responses where the timestamp is invalid (never written to since the

L2 obtained a copy) or there does not exist an entry in the L1’s timestamp-table (never

read from the writer before), a self-invalidation is necessary. This is because timestamps

are not propagated to main-memory and it may be possible for the line to have been

modified and then evicted from the L2.

In case of an ordinary access miss followed by a read-acquire hit to the same line,

transitive reduction cannot be directly applied (since the second access being a hit does

not involve a response with a timestamp). However, we can still apply the transitive

reduction as follows: on an ordinary access response, we check for true acquire, and if

the check would have caused self-invalidation, we proceed to transition to the relaxed

state, otherwise to the corresponding base state. This may still cause unnecessary

self-invalidations where a synchronization miss (timestamp larger than last seen, causes

self-invalidation) to a different line happens between the ordinary miss and the acquire

hit (timestamp would have been less than or equal to last seen). Fortunately, this case is

infrequent according to our evaluation.
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5.4.4 Timestamp Resets

Because timestamps are finite, we have to deal with timestamp resets. Given the

maximum timestamp size is chosen appropriately, and as they are only incremented on

releases, resets should occur infrequently. If the current timestamp cur_ts is exhausted,

L1s must broadcast a timestamp reset message to all L1s and L2 tiles. Upon receiving a

timestamp reset message, an L1 invalidates the sender’s entry in the timestamp table

ts_L1; similarly for each L2 tile.

Handling races: It is possible for timestamp reset messages to race with data request

and response messages: the case where a data response with a timestamp from a

previous epoch arrives at an L1 which already received a timestamp reset message needs

to be accounted for. The protocol requires maintaining epoch-ids per L1. The epoch-id

of an L1 is incremented on every timestamp reset and the new epoch-id is sent along

with the timestamp reset message. It is not a problem if the epoch-id overflows, as the

only requirement for the epoch-id is to be distinct from its previous value. However,

we assume a bound on the time it takes for a message to be propagated, and it is not

possible for the epoch-id to overflow and reach the same epoch-id value of a message in

transit.

Each L1 and L2 tile maintains a table of epoch-ids for every other L1. Every data

message that contains a timestamp, must now also contain the epoch-id of the source

of the timestamp. Upon receipt of a data message, the L1 compares the expected

epoch-id with the data message’s epoch-id: if they do not match, the same action as on

a timestamp reset has to be performed, and can proceed as usual if they match.

Epoch optimization: As the current epoch is known to L2 tiles via the epoch-id table

they maintain, we can make use of the epoch-id information to convey a more precise

ordering than simply responding with the last-seen timestamp. This optimization

requires addition of a small amount of extra storage for the written epoch-id to each L2

cache line.

If we know that the last writer’s current epoch-id is different from the L2 cache

line’s epoch-id, the write must have happened before the last timestamp reset. In this

case, the cache line’s window for assigning the last-seen timestamp has expired. Upon

cache line expiry, it is sufficient to assign the smallest valid timestamp to the response,

so that we can avoid self-invalidation where the release has happened before the most

recent release—under the assumption that the requesting L1 has already seen a more

recent timestamp from the last writer.
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One additional case must be dealt with: if the smallest valid timestamp is used in

case of cache line expiry, it should not possible for an L1 to skip self-invalidation due to

the line’s timestamp being equal to the smallest valid timestamp. To address this case,

the next timestamp assigned to a request response after a reset must always be larger

than the smallest valid timestamp.

5.4.5 Opt. 2: Shared Read-Only with Epoch Based Decay

The basic protocol suffers from a pathological case, where shared cache lines which are

written to very infrequently but read frequently are self-invalidated unnecessarily. TSO-

CC greatly benefits from introducing the shared read-only optimization to avoid this,

but makes use of per cache line timestamps in deciding when a shared line should be

classified read-only. This section describes an alternative policy without full timestamps.

We add another state SharedRO for shared read-only cache lines, which are excluded

from self-invalidation. A line transitions to SharedRO instead of Shared if the line is

not modified by the previous Exclusive owner. Additionally, cache lines in the Shared

state are transitioned (decay) to SharedRO upon expiry: if the cache line’s written

epoch does not equal the last writer’s current epoch (see §5.4.4). The L1s maintain

SharedRO and SharedRO_L states, where the request was either due to synchronization

or an ordinary operation respectively. On an acquire to a SharedRO_L line, the L1

must self-invalidate shared lines, followed by the line transitioning to SharedRO—as

described above, the prior ordinary access does not cause self-invalidation.

In the case of a synchronization access to a SharedRO cache line where the last

writer is not known, the L1 would always have to perform self-invalidation. Similar

to TSO-CC, we can introduce L2 SharedRO timestamps, where each L2 maintains

a current timestamp. As we do not store timestamps in cache lines, a SharedRO

response is assigned the L2’s current timestamp. On a cache line transitioning from

Exclusive or Shared to SharedRO, the L2 tile increments its current timestamp. Each

L1 must maintain a table ts_L2 of last-seen timestamps for each L2 tile. On receiving

a SharedRO response from the L2, the following rule determines if self-invalidation

must occur: if the line’s timestamp is larger than the last-seen timestamp from the L2,

self-invalidate all Shared∗ lines. Furthermore, to reduce the number of L2 timestamp

increments, the L2’s current timestamp is not incremented if there does not exist a cache

line which transitioned (since the last increment) to a state from which SharedRO can

be reached (for the specific rules, see §4.2.4).
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Upon resetting an L2 tile’s timestamp, a broadcast is sent to every L1, and the L1s

remove the entry in ts_L2 for the sending tile. As outlined in §5.4.4, to avoid races, L2s

also maintain epoch-ids, and every L1 maintains a table of epoch-ids epoch_ids_L2. To

avoid sending larger timestamps than the current timestamp, we again apply the epoch

optimization.

Writes to SharedRO: A write request to a SharedRO line triggers broadcast invalidate,

and subsequent acknowledgements. Network traffic can be reduced by reusing the

b.owner bits as a broadcast filter as described in §4.2.4. SharedRO evictions from L1

are therefore silent, but evictions from L2 requires broadcast invalidate, followed by

acknowledgements.

5.4.6 Atomic Instructions and Fences

Implementing atomic read and write instructions, such as RMWs, is trivial with the

proposed protocol: each atomic instruction issues a GetX request. Fences require

unconditional self-invalidation of cache lines in the Shared state. Note that in our

implementation, fences do not invalidate cache lines fetched by ordinary memory

operations (Shared_L), which implies that fences do not enforce ordering between

ordinary memory operations (as per Definition 5.1).

5.4.7 Speculative Execution

In the presence of a speculative execution pipeline, the same rules as outlined in §4.2.7

apply. Furthermore, RCtso not only permits optimizations in the coherence protocol,

but also closer to the core pipeline. Ordinary writes do not require being retired from

the store-buffer in strict FIFO order. Furthermore, a load-buffer may elide squashes

(and deem speculation correct) for invalidations of cache lines due to ordinary reads.

Gharachorloo, Gupta, and Hennessy [GGH91] provide more detail on optimizations for

RC.

5.4.8 Storage Requirements and Organization

Table 5.2 shows a detailed breakdown of storage requirements for RC3, referring to

literals that have introduced throughout §5.4. We assume a local L1 cache per core and

a NUCA [KBK02] architecture for the shared L2 cache.

Like TSO-CC, even though a sparse directory embedded in the L2 cache was chosen



5.4. RC3: Protocol Design 87

Table 5.2: RC3 specific storage requirements.

L1 Per node:
• Current timestamp cur_ts, Bts bits

• Current epoch-id cur_eid, Bepoch−id bits

• Timestamp-table ts_L1[n], n≤CL1 entries

• Epoch-ids epoch_ids_L1[n], n =CL1 entries

Only required if SharedRO opt. (§5.4.5) is used:

• Timestamp-table ts_L2[n], n≤CL2−tiles entries

• Epoch-ids epoch_ids_L2[n], n =CL2−tiles entries

Per line b:

• Number of accesses b.acnt, Bmaxacc bits

L2 Per tile:
• Last-seen timestamp-table ts_L1[n], n =CL1 entries

• Epoch-ids epoch_ids_L1[n], n =CL1 entries

Only required if SharedRO opt. (§5.4.5) is used:

• Current timestamp, Bts bits

• Current epoch-id, Bepoch−id bits

• Increment-timestamp-flags, 2 bits

Per line b:

• Epoch-id b.epoch_id, Bepoch−id bits

• Owner (Exclusive), last writer (Shared), coarse vector (SharedRO) as

b.owner, dlog(CL1)e bits

for all evaluated configurations (§5.5.3), the protocol is independent of a particular

directory organization and could be combined with more efficient organizations (see

§4.2.8). The protocol does not require inclusivity for Shared∗ lines, alleviating some of

the set conflict issues associated with the chosen organization.
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Table 5.3: System parameters.

Core-count & frequency 32 (out-of-order) @ 2GHz

Write buffer entries 32, FIFO

ROB entries 40

L1 I+D -cache (private) 32KB+32KB, 64B lines, 4-way

L1 hit latency 3 cycles

L2 cache (NUCA, shared) 1MB×32 tiles, 64B lines, 16-way

L2 hit latency 30 to 80 cycles

Memory 2GB

Memory hit latency 120 to 230 cycles

On-chip network 2D Mesh, 4 rows, 16B flits

Kernel Linux 2.6.32.61

By eliminating per cache line timestamps, we significantly simplify cache organiza-

tion compared to TSO-CC. Notably, eliminating per cache line timestamps simplifies

lookup of the timestamps as they no longer need to be associated with a particular

address tag. Other structures such as the MSHR also no longer require a timestamp

entry.

5.5 Evaluation Methodology

This section provides an overview of our evaluation methodology used in obtaining

the performance results (§5.6). We also discuss storage overheads of the protocol

configurations used in §5.5.3.

5.5.1 Simulation Environment

The environment is almost identical to the one used for the TSO-CC evaluation (§4.4),

but with some subtle differences described in the following. Again, we use the Gem5

simulator [Bin+11] with Ruby and GARNET [Aga+09] in full-system mode. The ISA

is x86-64 with RCtso extensions added (§5.3). The processor model used for each core

is a simple out-of-order processor. Table 5.3 shows the key-parameters of the system.

As the protocols evaluated explicitly allow accesses to stale data, we added support

to the simulator to functionally reflect cache hits to stale data; unmodified, the used

version of Gem5 in full-system mode would assume the caches to always be coherent
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Table 5.4: Benchmarks and their input parameters

PA
R

SE
C

blackscholes simmedium

canneal simsmall

dedup simsmall

fluidanimate simsmall

x264 simsmall

SP
L

A
SH

-2

fft 64K points

lu 512×512 matrix, 16×16 blocks

radix 256K, radix 1024

raytrace car

water-nsquared 512 molecules

ST
A

M
P

bayes -v32 -r1024 -n2 -p20 -i2 -e2

genome -g512 -s32 -n32768

intruder -a10 -l4 -n2048 -s1

ssca2 -s13 -i1.0 -u1.0 -l3 -p3

vacation -n4 -q60 -u90 -r16384 -t4096

otherwise.

5.5.2 Workloads

Table 5.4 shows the benchmarks we have selected from the PARSEC [Bie+08], SPLASH-

2 [Woo+95] and STAMP [Min+08] benchmark suites. The STAMP benchmark suite has

been chosen to evaluate transactional synchronization compared to the more traditional

approach from PARSEC and SPLASH-2; the STM algorithm used is NOrec [DSS10]

as it is the current default.

In order to optimize the full-system software stack we use, we modified GCC’s

machine description for x86-64, which adds the chosen prefix (SS prefix) for all ordinary

data operations. As all chosen workloads make clear use of synchronization libraries,

we only had to make sure the synchronization libraries were unmodified, in effect using

read-acquires and write-releases. We further optimized as many system libraries of the

distribution as possible.

All selected workloads correctly run to completion with the evaluated protocol

configurations. The program codes are unmodified, but targeting x86-64 with RC

extensions (§5.3). The Linux kernel used, however, is unmodified and compiled without

RC extensions, as we ran into limitations of our ad-hoc conversion from TSO to RCtso.

This means that our results are conservative, and a system with a fully optimized
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software stack will yield the same or better performance as our evaluation shows. A

rigorous conversion of x86-TSO optimized codes to x86-RCtso is beyond the scope of

this thesis. With our conversion, the total size of all workload binaries increases by 7%.

5.5.3 Protocol Configurations and Storage Overheads

As before, we compare against the existing Gem5 implementation of the MESI baseline

directory protocol (§3.3.1). The configuration we use for TSO-CC is the same as the

one determined optimal in the limited design space exploration in §4.4. We include the

shared read-only optimization as described in §5.4.5 in all non-MESI configurations.

Note that, we do not include a version of RC3 with infinite timestamps, as this renders

the SharedRO decay optimization ineffective due to non-resetting timestamps (epoch-id

never changes). Our evaluation showed that a version of RC3 with infinite timestamps

performs worse than or equal to a configuration of RC3 with finite timestamps—as

such, we exclude this configuration. Below we consider the following configurations:

RC-base, TSO-CC, RC3.

RC-base: A conventional RC protocol that removes the sharer list, and relies on self-

invalidation of shared cache lines on acquires. Ordinary read misses do not cause

self-invalidation. We derive RC-base’s implementation from RC3, effectively a version

without timestamps. This is to provide a fairer comparison, in particular so that RC-

base’s implementation includes the shared read-only optimization (however, lacking

timestamps, without the ability to decay Shared lines). In this protocol, acquires always

miss if the cache line is in Shared state. With the evaluated system configuration as

seen in Table 5.3, RC-base reduces coherence storage requirements by 76% compared

to the MESI baseline for 32 cores.

TSO-CC: This version is the overall best performing TSO-CC configuration as found

in §4.5. This configuration uses 4 bits for the accesses counter, 12 bits for the times-

tamps and a 3 bit write-group counter. TSO-CC reduces storage requirements by 38%

compared to the MESI baseline for 32 cores.

RC3: This is the RC3 protocol with all optimizations enabled. This configuration uses

4 bits for the accesses counter and 12 bit timestamps. Compared to the MESI baseline

for 32 cores, this configuration of the RC3 protocol saves 66% on-chip storage, and 45%

compared to TSO-CC. In addition to purely saving storage overheads, RC3 simplifies

cache organization compared to TSO-CC, thereby saving power consumption; however,

a detailed study of power consumption is beyond the scope of this thesis and reserved
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Table 5.5: Coherence state storage overheads with all optimizations enabled: private

L1 per core, 1MB per L2 tile, and as many tiles as cores; the timestamp-table sizes

match the number of L1s and L2 tiles; Bepoch−id = 3 bits per epoch-id. Normalized

w.r.t. the MESI baseline, coherence storage MB.

Cores 32 64 128

MESI 100% (2.13) 100% (8.27) 100% (32.53)

TSO-CC 62% (1.33) 34% (2.80) 18% (5.91)

RC3 34% (0.73) 19% (1.59) 11% (3.49)

RC-base 24% (0.52) 14% (1.16) 8% (2.56)

for future work. We include RC3-legacy to show the performance of legacy codes with

the RC3 protocol. In this configuration, the ISA extension is not used for the workloads.

Table 5.5 shows a comparison of the extra coherence storage requirements between

the MESI baseline, TSO-CC, RC3 and RC-base (in order of decreasing storage require-

ments). With the chosen configurations, RC3 reduces on-chip storage requirements by

89% (41%) over the MESI baseline (TSO-CC) for 128 cores.

5.6 Experimental Results

The goal of our evaluation is to analyze the performance characteristics of RC3 in

comparison with the MESI baseline protocol, a conventional RC baseline and TSO-CC.

Our initial hypotheses are as follows. Firstly, we expect that RC3, with the help of

the transitive reduction optimization (albeit with per-L1 timestamps), will perform

significantly better than RC-base. Secondly, despite using only per-L1 timestamps, we

expect RC3 to perform as well as TSO-CC (which uses per cache line timestamps), as

it can additionally leverage explicit synchronization information. In the following, we

will validate our hypotheses by comparing the performance and network overhead of

RC3 with that of RC-base and TSO-CC (and the MESI baseline). In order to isolate

the contribution of synchronization information in RC3, we will also compare against

RC3-legacy, which is identical to RC3 in all respects, except that it is not conveyed

explicit synchronization information. The analysis focuses on performance results

in Figure 5.2 showing execution times, and Figure 5.3 showing network traffic; we

use supporting data from Figures 5.4 and 5.5 which show cache hit/miss rates, and

Figure 5.6 showing total self-invalidations.
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Figure 5.2: Execution times, normalized against the MESI baseline protocol.
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Figure 5.6: Normalized self-invalidations w.r.t. TSO-CC.

With explicit synchronization information, is transitive reduction using timestamps

still required for performance? In order to answer this question, we compare the

performance of RC-base with that of RC3. As seen in Figure 5.2, on average the

baseline RC protocol RC-base causes a slowdown of 12% compared to the MESI

baseline protocol. Network traffic (Figure 5.3) is far more sensitive, with an average

increase of 125% compared to the MESI baseline. Interestingly, the network traffic as

well as L1 misses (Figure 5.4) are heavily correlated, yet often with much less noticeable

effects on execution times, as the out-of-order cores can hide miss latencies well.

Introducing the optimizations of RC3 provides an average improvement over RC-base

of 12% in terms of execution times, and 57% in terms of network traffic. RC3 reduces

redundant acquires via the transitive reduction optimization, and most of the difference

can be attributed to the consequent reduction of self-invalidations: compared to RC-base

we note a reduction of self-invalidations by 800% on average. However, why does RC3

perform poorly in the first place with respect to self-invalidations? We believe this is due

to redundant acquires in RC-base, an artifact of overly conservative synchronization in

parallel codes [RG01]. RC3 solves this problem via transitive reduction. This validates

our first hypothesis, that RC3 outperforms RC-base, and therefore transitive reduction

improves performance even where explicit synchronization information is provided to

the protocol.

We note that write misses do not vary much across configurations, and the biggest

difference in performance is due to read misses. Firstly, this is due to the fraction of

reads (avg. 70%) dominating that of writes (avg. 30%), and secondly because writes are

not in the critical path as they are entered into a write buffer. Furthermore, write misses
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due to downgrades are infrequent because of relatively small number of communicating

accesses, in particular for SPLASH-2 and PARSEC benchmarks [BFM09].

With explicit synchronization information, how does removing per cache line times-

tamps (and instead only rely on per-L1 timestamps) affect performance? In order to

answer this question, we compare the performance of RC3 with that of TSO-CC (and

the MESI baseline protocol). RC3 performs as well, in terms of execution times, as

TSO-CC and the MESI baseline on average. The best case execution time is achieved

with genome, which improves by 16% over the MESI baseline; in the worst case we

observe a slowdown of up to 11% for ssca2. Figure 5.6 shows total self-invalidations

normalized against TSO-CC: on average, RC3 self-invalidates 17% fewer cache lines

compared to TSO-CC. By reducing self-invalidations, RC3 reduces L1 misses (Fig-

ure 5.4) by 7% compared to TSO-CC; thereby RC3 reduces network traffic by 3% over

TSO-CC. This validates our second hypothesis that RC3 performs at least as well as

TSO-CC and the MESI baseline; even though RC3 only uses per-L1 timestamps, it

leverages explicit synchronization information to self-invalidate fewer cache-lines.

Without explicit synchronization information, how does removing per cache line

timestamps (and instead only rely on per-L1 timestamps) affect performance? To

answer this, we compare the performance of RC3-legacy with that of TSO-CC and

RC3. On average, execution times of RC3-legacy are very close to TSO-CC and RC3,

but network traffic increased by 5% and 8% respectively. Indeed, self-invalidations

(Figure 5.6) appear to be on-par with TSO-CC, but 20% higher than RC3. However, we

see higher variance across benchmarks. In particular for some STAMP benchmarks,

RC3 is significantly better—in the case of intruder, RC3-legacy increases execution

time by 17% and network traffic by 48%.

From this study we can observe that, for workloads with relatively frequent syn-

chronization such as intruder and bayes in STAMP, more precisely identifying synchro-

nization either via exposing synchronization (RC3) or using fine grained timestamps

(TSO-CC) is important. However, for other benchmarks (e.g. most from PARSEC

and SPLASH-2), where time spent communicating is relatively low, even with per-L1

timestamps but no explicit synchronization information (RC3-legacy), performance is

good. In these cases, the protocol is efficient at properly classifying (see Figure 5.5)

private and shared read-only data which are excluded from self-invalidation.
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5.7 Related Work

Some of the broader related work have already been mentioned in §4.6, but is again

summarized with a focus on the context of RC3.

5.7.1 Language to Hardware Level Consistency

RCtso has not been explicitly mentioned in the literature, although variants of the RC

memory model have been formally defined in the literature [Gha95]. In particular, the

RCpc consistency model, also relaxes the release to acquire ordering; in contrast to

RCtso, however, RCpc but does not require multi-copy atomicity among releases and

acquires. While not explicitly referred to as RCtso, Intel Itanium implements what we

consider RCtso [Int02].

The definitions of Adve et al.’s data-race-free [Adv93; AH90; AH93] and Ghara-

chorloo et al.’s properly labeled [Gha+90; Gha95] form the basis for the programmer-

centric models we use in our discussion to highlight the fact that the programmer does

not need to be exposed to the complexity of the resulting hardware level consistency

model. Our work takes a more practical approach, proposing a detailed implementation

of the memory consistency model in an existing architecture, and how the previously

stricter (x86-TSO) consistency model can be extended (x86-RCtso).

Some existing architectures have started to provide support for achieving a mapping

from a language level model to the hardware memory model, that lets it retain synchro-

nization information. For example, the ARMv8 architecture [ARM14] has introduced

releases and acquires into the ISA. In contrast with ARM, where the resulting extended

model (via adding releases and acquires) is stronger than the original model, the case

for x86 is more challenging as the extended model RCtso is weaker than the original

model; legacy issues arise in the latter but not the former.

Note also that recent Intel processors have introduced hardware transaction exten-

sions (including XACQUIRE, XRELEASE) [Int14]. However, these are for a different

purpose, namely lock elision [RG01]. Our problem is orthogonal, as we are interested

in weakening the memory consistency model; in this instance, we argue that since TSO

reads and writes already have acquire and release semantics respectively, exposing

relaxed memory operations is the right approach. It is worth noting that in the same way

as hardware transaction extensions were introduced in a backward compatible way, we

propose reuse of a null prefix on memory operations to introduce more relaxed ordinary

memory operations.
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5.7.2 Consistency Directed Coherence

Several recent works [ADC11; Cho+11; FC08; KK10; RK12; SKA13] target re-

laxed memory consistency models, typically RC or Weak Ordering [AG96]; DeN-

ovo [Cho+11] and DeNovoND [SKA13] follow a programmer-centric approach (SC for

DRF). These works introduce a number of optimizations for enhancing the performance

of relaxed consistency protocols. Notably, optimizing higher-level synchronization

primitives (locks, barriers, etc.) [Cho+11; SKA13; RK15] would help improve latencies

and reduce misses, as polling behavior could be avoided. These optimizations, however,

are orthogonal to our proposal, as we stuck with implementations of current operating

system and standard library vendors. Unfortunately, none of these approaches can

directly be applied to existing architectures with stricter models.

SPEL [RJ15] is a dual-consistency protocol, which can guarantee SC, and provide

performance improvements given explicit code annotations denoting DRF. Although

legacy compatible, the protocol does not reduce storage overheads.

Coherence for GPUs has become a recent topic of interest, to more efficiently

support wider ranges of workloads. GPUs are typically programmed using higher level

languages (e.g. OpenCL), and the vendor is responsible for a correct mapping to the

hardware level. As such, the system-centric memory consistency model of GPUs has

not been readily exposed. However, recent proposals for coherent memory systems on

GPUs propose RC [Sin+13; Hec+14].

5.7.3 Data Structures in Eager Protocols

Numerous works attack the cache coherence problem by optimizing the data structures

and cache & directory organization to maintain coherence state—in particular the list

of sharers more efficiently via: hierarchical directory organizations [MHS12; Wal92];

sharing vector compression [GWM90; Zeb+09]; variable size sharing vectors [SK12];

or optimizing directory utilization [Fer+11; SK12] (for more detail, see §4.6.1).

While most of these approaches are not directly applicable in protocols without a

list of sharers, some can also be applied to different protocols (such as the proposed

RC3)—in particular, those that optimize directory utilization (e.g. Cuckoo [Fer+11]).

None of these approaches consider the memory consistency model explicitly. Unlike

these approaches, we propose changing the protocol, and by optimizing for the memory

consistency model, to only require less costly data structures in the first place. By

combining directory optimization approaches and the RC3 protocol, the potential on-
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chip storage savings can be even greater.

5.8 Conclusion

In recent years we have seen widespread convergence towards clearly defined pro-

gramming language level memory consistency models. Each of these models requires

the programmer to explicitly distinguish between synchronization and data memory

operations. If such a language level model is mapped to a compatible lower level

hardware consistency model that preserves the synchronization information, the ad-

ditional information can then be exploited by hardware for enhanced performance

and scalability. In particular, we have seen a resurgence on the study of lazy cache

coherence protocols that exploit this explicit labeling of synchronization and data to

achieve scalable coherence protocols. Most of these proposals assume (variants of) RC,

which inherently differentiates between data and synchronizations.

There are however existing architectures, which support hardware consistency

models that do not directly allow for synchronization information to be conveyed. To

make matters worse, some of these architectures (most notably x86) support stricter

models. It is not possible for such architectures to transition to RC overnight, as legacy

code written assuming the stricter model should continue to work. This chapter has

presented a viable way to achieve this transition for x86-64, by addressing:

(1) how synchronization information from the language level can be exposed to the

hardware;

(2) how cache coherence can take advantage of this information.

We have shown synchronization information can be conveyed relatively easily (and

elegantly) by simply conveying whether or not a memory operation is a relaxed operation

using unused prefixes in the ISA. We have then shown how the cache coherence protocol

can be designed to take advantage of the relaxations, yet ensure TSO for legacy codes.

All this with significant storage savings in comparison to not only the MESI baseline but

also TSO-CC, a lazy coherence protocol designed to target TSO. Performance of RC3

is significantly better than baseline RC as we eliminate redundant acquires. Despite

using only per-L1 timestamps (as opposed to per cache line timestamps employed by

TSO-CC), RC3’s performance is comparable to TSO-CC (and the MESI baseline) as

we exploit synchronization information.
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The following chapter proposes McVerSi, a new approach for rigorous simulation-

based memory consistency verification of a full-system. Its need was realized from the

verification challenges of consistency-directed protocols (TSO-CC, the basis for RC3,

is used as a case study) and the interaction with other components; note however, that

even conventional protocols and their interaction with the rest of the system is an open

problem, highlighted by the discovery of new bugs in Gem5’s MESI protocol.
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Chapter 6

McVerSi: A Test Generation

Framework for Fast Memory

Consistency Verification in

Simulation

6.1 Introduction1

The relationship between weaker MCMs and processor implementations can be seen as a

“chicken-and-egg” problem. While many existing weak MCMs are the product of desired

microarchitectural optimizations (MCM formalized after implementation), it is equally

desirable that new optimizations do not violate a specified MCM of an architecture.

For example, write-buffers, in the absence of any other visible optimizations, give rise

to TSO, as in e.g. x86 (see §2.4.2). On the other hand, this thesis proposes designing

consistency directed cache coherence protocols, e.g. TSO-CC (Chapter 4) has been

designed specifically with TSO in mind.

Problems arise, however, when the programmer believes they are working with

a particular model, but the hardware exhibits behavior weaker than the promised

MCM: either the model is incorrect, or the hardware contains bugs—both scenarios

are undesirable. Recent work has uncovered problems with deployed CPUs [AMT14],

and GPUs [Alg+15] using litmus testing. While a proof of MCM correctness of the

functional design implementation (e.g. cycle accurate model) would provide the highest

1For brevity and clarity, this chapter abbreviates “memory consistency model” as MCM throughout.
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possible guarantees, unfortunately, the complexity to achieve such a feat is usually not

cost-effective [Hie+09]. Nonetheless, there exists a wealth of literature on memory

system and MCM verification, which all help to raise the designer’s confidence in the

implementation.

Various methodologies can be applied at different stages of the design development.

In the pre-silicon design phase, approaches based on formal methods are usually

applied to abstract models of components of a design. For example, model checking of

coherence protocols has been studied extensively [ASL03; CSG02; Che+06; CMP04;

Jos+03; KAC14; McM01; PD97]; consistency properties verified are commonly based

on derived properties, such as the Single-Writer–Multiple-Reader (SWMR) invariant

(see §3.2). Another example is the recently developed PipeCheck [LPM14] tool,

which is a domain-specific MCM model checker for pipeline abstractions. Applying

any of these techniques to as many components as possible is essential, to avoid an

implementation based on faulty component specifications.

In the final design implementation, however, the composition and interaction of the

components must remain safe with respect to the MCM. With individual component

verification, this is often overlooked. For example, one of the bugs discovered in

our evaluation (MESI,LQ+IS,Inv1) would not have been discovered through individual

verification of either pipeline or coherence protocol.

Consequently, full-system MCM verification is required. This has arguably been

achieved in the post-silicon environment using a testing based approach [Alg+12;

Che+09; DWB09; Han+04; MH05; Roy+06]. Tests consist of threads of instruction

sequences, which are executed in the full-system and their results checked for ad-

herence to the MCM. There are various approaches to test generation, ranging from

random [Han+04] to user-directed [Alg+12]. Post-silicon approaches can afford to

execute large tests, as instruction throughput is much higher than in simulation. Yet,

while all these approaches could be made to work in a pre-silicon environment, i.e.

full-system simulation, they would be too slow as the above approaches do not optimize

test generation for simulation.

6.1.1 Approach

Any verification approach strives to ensure an implementation’s adherence to its high-

level specification. Test based methods trade off a non-exhaustive (reduced states and

1The coherence protocol fails to forward invalidation to the Load Queue (LQ), leading to reordered

reads (§6.5.3).
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transitions covered) result for a more detailed implementation. Therefore, the goal of

any test based method should be to cover as many states and transitions as possible, in

order to provide the highest possible guarantees about the system in the absence of a

proof [Hie+09; IE12]. To achieve this, we develop an approach to automatically improve

test suitability for exposing MCM violations and guide tests towards unexplored states

and transitions.

Our focus lies on automated simulation-based verification of a full-system design

implementation: we propose McVerSi, a test generation framework for fast, coverage

directed MCM verification in simulation. Using a Genetic Programming (GP) [Koz92]

based approach, we show how to generate tests for a full-system simulation that achieve

(§6.3):

(1) greater coverage of the system;

(2) and improved test quality specifically for MCM verification.

To achieve (1), we leverage the additional observability available in simulation (white-

box) and use coverage as the GP fitness function. The designer of a system can select

any number of suitable coverage metrics; in our implementation, we use the covered

logic implementing the coherence protocol as the coverage metric (structural coverage),

as the coherence protocol is crucial in enforcing the desired MCM, and is the source

of some of the most elusive bugs. To achieve (2), we design a domain-specific GP

crossover function. Our crossover is selective on memory operations contributing

to high non-determinism of a test; highly deterministic tests are uninteresting from

an MCM verification point of view, as few execution witnesses are invalid, and the

probability of observing an invalid witness due to a bug is low.

The tests generated are compiled on-the-fly to the target ISA, which are then

executed in the full-system. For a GP-based approach to quickly converge towards

better tests, high test throughput is essential. Therefore, instead of large tests typically

used with random tests (e.g. TSOtool [Han+04] shows results for ≥12k operations), we

are interested in very short tests (e.g. in our evaluation we use 1k operations). Thus, the

time from one test to the next must be minimized (overhead for checking, test generation,

synchronization). To accelerate test execution, we introduce several extensions that any

simulator to be used for verification must provide (§6.4). In particular, a host interface

for the simulation-aware guest control program for configuring the test generator,

emitting code on-the-fly, checking, and host-assisted barriers.
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6.2 Evolutionary Algorithms

Evolutionary algorithms are heuristic search algorithms, a machine learning approach

inspired by the principles of natural selection. Genetic Algorithms (GAs) [Hol75]

are one such approach, with a broad range of optimizations problems where GAs

have proven to be practical solutions [SP94]. The goal is to iteratively evolve an

initially random population of chromosomes (or genomes) towards increasingly optimal

solutions. In GAs, each chromosome is usually represented as a fixed-size string, which

encodes values of the parameters to be searched. Each solution has a fitness value,

determined via a domain-specific fitness-function. Based on the fitness values, selection

then chooses several solutions to be used to generate new offspring. Crossover and

mutation are the operators used to create offspring from the selected parents, with

crossover choosing parts of each chromosome to be recombined into one or more

children, and mutation selecting few individual genes to be modified.

Genetic Programming (GP) [Ban+98; Koz92] is an adaption of GAs, that instead of

searching for strings of parameters, search for actual executable programs which yield

executable solutions to the search problem. The general approach is like in GAs, but

the representation and crossover of chromosomes is specialized to yield valid programs

in the language and domain being targeted.

Machine learning approaches have been successfully applied to generate succes-

sively better tests to increase coverage across a wide range of microprocessor verification

scenarios [IE12]. For example, GAs have been used to search for biases for pseudo-

random test generators [Bos+01]. Using GP, µGP [CCS03] has been proposed to

generate test programs directed by various coverage metrics. In this work we use a

GP test generation approach, similar to µGP, but with a focus on multi-threaded test

generation for the purpose of MCM verification.

6.3 Test Generation

This section describes the proposed automated test generation approach, whose goal is

to reveal as many MCM bugs as fast as possible. Section §6.3.1 provides an overview;

§6.3.2 discusses in more detail the mapping of coverage to fitness; and finally §6.3.3

describes test representation, crossover and mutation operators.
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6.3.1 Overview

Given pseudo-randomly generated tests (instruction sequences), with some constraints

given by the user (distribution of operations, memory address range, and stride), how can

the test generator improve tests without further user input? Coverage, which refers to the

fraction of system state explored, is a widely used metric to assess test quality [Hie+09;

IE12; Bos+01; CCS03], giving an indication of how close the verification task is to

completion. Over time, the test generator’s goal should, therefore, be to direct tests

towards rarely covered state transitions based on coverage feedback. In the absence of

further information about the implementation, apart from coverage reports, the only

input we will give the simulated system are instruction sequences. Finding a precise

solution to cover rare state transitions given this degree of control is a complex problem,

and approximate solutions based on evolutionary algorithms (see §6.2) have been used

successfully.

McVerSi uses Genetic Programming (GP) [Koz92; Ban+98] based test generation.

Tests (chromosomes) are represented as directed acyclic graphs (DAGs) of opera-

tions [CCS03]. Each node (gene) represents a high-level operation of a thread; each

operation, in turn, maps to an executable representation in the target ISA. A test-run

corresponds to executing the test for several iterations; after a test-run completes, the

fitness of the run is evaluated and associated with the test.

As the goal of the test generator is to generate tests covering as many states and

transitions of the system as possible, the fitness function is defined in terms of coverage.

For the purpose of MCM verification, all crucial bits of logic affecting enforcement

of the MCM should be captured by coverage. This, by and large, means the processor

pipeline, coherence protocol and on-chip interconnect. In our implementation, we

restrict coverage to structural (code) coverage of the coherence protocol, as the most

challenging bugs we study are related to the coherence protocol; having said this, our

framework is not tied to this choice and it is indeed possible to augment coverage

with functional coverage metrics (e.g. store-buffer becoming full). Our coverage

computation dynamically adapts such that frequent state transitions are excluded from

coverage so that the focus shifts towards rare protocol transitions. In other words, the

GP verification goals change over time.

However, in order to be able to detect MCM bugs in the first place, we require

tests which are more likely to expose MCM violations; we will refer to this as MCM

test suitability. This means we seek tests where a large fraction of possible candidate
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init: x = 0, y = 0

Thread 1 Thread 2

x← 1 r1← y

y← 1 r2← x

Figure 6.1: Message passing pattern.

executions are invalid under the specified MCM, to increase the probability of observing

an invalid candidate execution due to a possible bug. To illustrate, Figure 6.1 shows

the common message passing litmus test. Assuming e.g. a TSO model, the outcome

r1 = 1∧ r2 = 0 is forbidden. If, however, we were to remove either write of x or y,

all candidate executions become valid—such a test would not be very useful from an

MCM verification perspective. While there are several ways to increase the probability

of generating suitable MCM tests (e.g. constrain the usable address range), this would

preclude us from generating tests which could expose bugs requiring large address

ranges (e.g. due to cache evictions).

In order to be able to converge towards more suitable tests, first, we must be able

to tell how suitable a given test is. Given that our tests far exceed the size of litmus

tests, it would be too costly to enumerate all possible candidate executions of a test

in order to determine the set of valid and invalid executions. Instead, we observe that

tests with a large number of candidate executions are highly non-deterministic/racy.

Therefore, to generate more suitable MCM tests, we should favor such tests. The key

metric we introduce is the average non-determinism of a test (NDT), which informally

is a measure of the average number of races observed per event (memory operation)

across all iterations of the test-run. More precisely, it is the average number of events

that are conflict ordered before any given event in the test.2 A value of 1 means the

test-run is not observed to be non-deterministic/racy, i.e. all events are only ordered

after the initial events (e.g. “init” in Figure 6.1). A NDT value larger than 1 implies that

races have been observed.

Definition 6.1 (Conflict orders across runs). Let i be the iteration in a test-run. The

simulator records the conflict order relations rfi and coi (defined in §2.2) for each

iteration. Then we define the union of all iteration’s observed conflict orders to be

rfcoRUN =
⋃

i

(rfi∪ coi)

2A prerequisite for this metric to be meaningful is that a test-run has more than one iteration.
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Definition 6.2 (Average non-determinism of a test). Let n be the total events (memory

operations) executed in a test. We define the average non-determinism in a test as the

cardinality of rfcoRUN divided by n

NDT =
|rfcoRUN|

n

We initially assessed including NDT in the fitness function, and using standard GP

crossover operators [Koz92; Ban+98]. This, however, did not result in significantly

more suitable tests over time. This is because, the non-deterministic result of a test

is sensitive to the specific sequences and interaction of instructions: breaking them

up without considering the key ingredients to the non-deterministic result caused little

progress towards more suitable MCM tests. In other words, merely combining random

instructions from two racy tests cannot guarantee a new more racy test—instead tests

must be recombined in a way, such that the resulting test is likely to be more racy than

its parents.

Instead, to generate more suitable MCM tests, we design a selective crossover,

which gives preference to memory operations involved in races, i.e. those with observed

non-deterministic results across several iterations. More specifically, our goal is to

preserve sequences of memory operations on addresses (a key ingredient of MCM

tests) which contribute highly towards non-determinism of the test outcomes. For this

we measure the non-determinism of each event (memory operation) (NDe), and give

preference to those events whose non-determinism is higher than the test’s NDT.

Definition 6.3 (Observed event non-determinism). We define the non-determinism of

an individual event ek as the cardinality of the set of events which are ordered before ek

(via conflict order) across a test-run

NDe = |{e | ∀e : (e,ek) ∈ rfcoRUN}|

Further details of GP parameters, selection method and operations used, which are

independent of our proposed scheme, are discussed in the evaluation (§6.5).

6.3.2 Coverage and Fitness

Coverage gives an indication of how close the verification task is to completion, and

ideally lets us judge if all interesting scenarios that we think can lead to bugs have been

covered. Therefore, we use coverage as the GP fitness function. Note, the verification
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scenarios and therefore coverage goals are highly system dependent, and the following

is one of many possible options.

In modern multiprocessors, the cache coherence protocol is a key component in the

implementation of the MCM [SHW11]. The goal of the coherence protocol is to make

caches transparent, such that data inconsistencies (and MCM violations) are not due to

accesses to stale cached data. Because the hardest to find bugs we study originate in

the coherence protocol, we use structural coverage over the protocol’s possible state

transitions as the fitness function.

More specifically, the simulator counts transitions, represented via the unique triple

of origin state, action and next state; here the state is any possible state, including

transient states. For our study, we do not distinguishing between identical controllers,

and instead consider the sum of their transitions.

Each test fitness is assigned a coverage value independent of any prior run tests, i.e.

only what has been covered by a particular test-run. Because the simulation is running

continuously, loading new tests on-the-fly, any state changes of previous tests that affect

following tests must be reset (e.g. flush caches—see §6.4) to produce consistent results.

Next, we do not always consider all protocol transitions, and instead frequent

transitions are excluded from coverage, i.e. we compute an adaptive coverage. The goal

of this is, since the simulation is running continuously, and thus recording all transitions

since simulation start, we can direct the test population towards unexplored and rarer

transitions. Effectively, this helps avoid getting a population stuck in a local maximum,

where little progress is made towards unexplored states.

Upon initialization we consider those transitions, whose transition counts is less

than a low initial cut-off value. If the adaptive coverage falls below a certain threshold

for too many test evaluations, the cut-off is doubled (exponential increase). Then, if we

consider a total of t transitions, and if in a test run n of these were covered, the fitness

of that test would be n/t. Each test’s fitness is evaluated only once.

6.3.3 Test Representation, Crossover and Mutation

Representation: Each test (chromosome) is represented as a DAG of a constant number

of nodes (genes), which naturally represents control flow [CCS03] and each disjoint

sub-graph representing one thread. A sequence of nodes corresponds to the program

order of one thread. Each node is a high-level operation (op) of a thread which maps to

executable code of the target ISA. Furthermore an op is responsible for the mapping
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to one or more events in the MCM (only for memory operations) as per the defined

instruction semantics.

Nodes are stored internally as a flat list of tuples: each tuple represents 〈pid,op〉,
where pid is the processor/thread ID and op is an operation. The order of nodes within

this list gives rise to the code sequence of instructions, but not necessarily program order

(po), e.g. due to branches. The class and properties of an operation specifies how nodes

are connected upon code generation, such that copying individual nodes of one thread

to another (via crossover), forms another valid thread. The final DAG representation

is restrictive enough to allow efficient generation of the static ordering relations of the

target MCM, as well as an efficient crossover as described in the following.

Crossover: As outlined in §6.3.1, we determine that a standard crossover is unsuitable

for the problem of generating more suitable MCM tests. We design a selective crossover,

which selects and merges thread sub-graphs based on operations which highly contribute

towards non-determinism of a test. The key metric we introduce to assess a test’s degree

of non-determinism is the average non-determinism of a test (NDT). After evaluation

of a test-run, we obtain its NDT (Definition 6.2) and each event’s NDe (Definition 6.3).

From this, we obtain the set of events’ addresses fitaddrs, where an event’s NDe is

larger than the rounded NDT of the test. The proposed selective crossover then always

selects those nodes where the address of a memory operation is a member of the set of

addresses fitaddrs.

To be able to place a bound on the simulated execution time of a test, we enforce the

number of nodes of a test to be constant. Note, however, that the number of nodes per

thread is not necessarily constant. Additionally, in MCM tests we would like to preserve

some of the relative scheduling properties of test operations; e.g. an operation which is

placed at the end of a thread should not be moved to the beginning of a thread in a new

test after crossover. During recombination of two tests, the flat list representation of the

DAG nodes simplifies enforcing both the above properties efficiently.

Mutation: Following crossover, mutation takes place if necessary, which mutates nodes

by randomizing thread and operation, but preserving the relative position in the test.

As not all operations are necessarily selected from either parent test, missing nodes

are generated pseudo-randomly: this step already contributes to mutation, effectively

enabling more directed mutation, such that in the early stages of test generation useful

sequences of operations are retained.

Summary: Algorithm 1 shows our proposed crossover and mutation. Figure 6.2

illustrates test representation and their crossover.
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Algorithm 1: Crossover and mutation.

Let PMUT be the mutation probability;

Let PUSEL be the unconditional mem. op. selection probability;

Let PBFA be the bias with which a new operation has an address from the set of fitaddrs;

Let fitaddrs(test) return the set of addresses of events, where NDe > rounded NDT of test;

Let is_memop(op) return true if op is a memory operation, false otherwise; where true, op

has a valid attribute addr denoting the memory address accessed;

Let random_bool(p) generate a Bernoulli variate with probability p;

Function fitaddr_fraction(test) begin /* Returns fraction of memory

operations which are guaranteed to be selected. */

mem_ops← [op|〈pid,op〉 ∈ test∧is_memop(op)];

return len([op|op ∈mem_ops∧op.addr ∈ fitaddrs(test)])
len(mem_ops) ;

Function crossover_mutate(test1, test2) begin
a1 ← fitaddr_fraction(test1); a2 ← fitaddr_fraction(test2);

PSELECT1← a1 +PUSEL− (a1 ·PUSEL); PSELECT2← a2 +PUSEL− (a2 ·PUSEL);

child← test1; mutations← 0;

for i← 0 to len(child) do
〈pid,op〉 ← test1[i];

if is_memop(op) then
select1← random_bool(PUSEL)∨ op.addr ∈ fitaddrs(test1);

else
select1← random_bool(PSELECT1);

〈pid,op〉 ← test2[i];

if is_memop(op) then
select2← random_bool(PUSEL)∨ op.addr ∈ fitaddrs(test2);

else
select2← random_bool(PSELECT2);

if ¬select1∧ select2 then
child[i]← test2[i];

else if ¬select1∧¬select2 then
mutations←mutations+1;

if random_bool(PBFA) then
child[i]←Make random 〈pid,op〉, with addresses constrained to

fitaddrs(test1)∪fitaddrs(test2);

else
child[i]←Make random 〈pid,op〉;

else
/* Retain node child[i]. */

if mutations/len(child)< PMUT then
Mutate child with probability PMUT;

return child
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Figure 6.2: Crossover and mutation example. Initially two tests with two threads each, 1 which are then evaluated and the set of fitaddrs

determined to be {a,b} for Parent-1 and {a,c} for Parent-2. 2 Given these two parents, crossover can produce several children, of which

two are shown. 3 Unselected addresses in the same slot for both parents result in mutation in this slot, and further mutation is no longer

necessary.
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6.4 Accelerating Test Execution & Checking

To allow a GP approach to progress towards more optimized tests as fast as possible, we

must increase test throughput, i.e. minimize the wall-clock time for each test-run. As

the tests are run in a full-system, a minimal guest workload is responsible for setup and

running each test. We minimize the wall-clock time to execute code that is part of test

setup and control, but does not contribute towards actual test execution. We propose

several extensions, that any simulator to be used for verification should implement.

Table 6.1 shows the proposed interface between the simulation-aware guest work-

load and the host system.3 Algorithm 2 shows the kernel of the guest workload, and

is self-explanatory. While it is possible to implement many of the functions as part of

the guest program (optional and suggested in Table 6.1), host-assistance transfers the

implementation onto the simulation host system, thereby speeding them up significantly.

In particular, we found that the host assisted barrier is a mandatory pre-requisite to

execute very short tests, as the perturbation and thread offset induced by a guest barrier

implementation was too large. With the host assisted barrier, thread start offset is

minimized, and using very short tests becomes possible.

6.4.1 Checker

A pre-silicon environment, in this case simulation, provides certain advantages over

post-silicon; most notably, we can afford to observe all necessary conflict orders to

implement a polynomial-time decision procedure to verify if a recorded candidate

execution object is valid or invalid with respect to the target axiomatic MCM [GK97].

Since axiomatic descriptions are effectively dealing graph based representations of

executions, the core of our checker relies on a depth-first search (DFS) to query the

graphs constructed.

The MCM descriptions that our checker accepts are based on the framework pro-

posed by Alglave, Maranget, and Tautschnig [AMT14] and summarized in §2.2. The

rationale behind this is that the precise and correct formalization of more complex

MCMs (e.g. ARM or Power, or proposed GPU [Alg+15] models) should not be at-

tempted in an ad-hoc manner, and by implementing the aforementioned framework

we can afford a more direct mapping of these published MCMs to our checker. Note,

however, that the style (axiomatic vs. operational) nor the particular formalization is a

dependency for our proposed test generation scheme.

3Here we refer to guest as the system being simulated, and host the simulation software.
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Table 6.1: Guest-Host interface.

Function Description

barrier_wait_coarse() Host-assistance optional. Barrier which does

not mandate threads to be precisely synchro-

nized.

barrier_wait_precise() Host-assistance suggested. Barrier which man-

dates that threads are precisely synchronized

via host-assistance or otherwise, such that upon

return threads are in lock-step.

make_test_thread(code) Direct host-interface. Host writes code for cur-

rent test of thread.

mark_test_mem_range(a, b) Direct host-interface. At guest workload initial-

ization, use to set test generator address-range

from start address a to end b.

reset_test_mem() Host-assistance suggested. Resets (write ini-

tial values) locations used by test; flushes cache

lines and other structures affecting following

test executions.

verify_reset_all() Direct host-interface. Verifies last test execution.

Clear entire candidate execution object (static

and conflict orders). Evaluates test-run and sets

up next test.

verify_reset_conflict() Direct host-interface. Verifies last test execu-

tion. Clears only conflict orders of candidate

execution object.

All static orders required to compute the preserved program order (ppo) are gathered

before first execution of a test. The DAG representation (§6.3.3) of a test makes this

straightforward. Furthermore, before test execution, each write event is assigned a

unique ID—the value to be written by the associated instruction—to be able to map

observed values to a producing write. This implies that the size of each instruction

can support the maximum desired writes; there is no limit for read count. Initially, all

memory is zero, and upon reading the initial value, the initial write event is created on

first use.

All dynamic orders (conflict orders rf and co) are observed during execution of a
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Algorithm 2: Guest workload: per thread kernel. The control thread is a thread

selected at program startup to drive the generate-verify-reset cycle.
Input: test_iterations denoting the execution count of a test per test-run.

/* Every thread has its own independent memory region,

which is used by the host to copy the respective code

for the thread. */

code← Allocate executable memory, host-writable;

while true do

barrier_wait_coarse();

make_test_thread(code);

for i← 0 to test_iterations do

barrier_wait_precise();

execute code;

barrier_wait_coarse();

if i+1 < test_iterations ∧ is control thread then

verify_reset_conflict();

reset_test_mem();

if is control thread then

verify_reset_all();

reset_test_mem();

test (without affecting functional execution). Constructing rf requires extracting the

value an instruction reads; inserting into co requires extracting the value an instruction

overwrites. In order to map committed instructions to an operation of a test, which then

maps to an event in the MCM, we use the respective instruction pointers (IPs) to create

a unique mapping. In case where an instruction can give rise to several reads and/or

writes, we use the microcode counter to uniquely map to an event.

6.4.2 Complexity Implications

At the core of an axiomatic model checker (of an execution) is a graph-search algorithm,

which is used to construct all required derived relations and then assert all constraints

over these are satisfied. The complexity of checking a candidate execution against

particular axiomatic models has been the primary concern of many post-silicon verifi-
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cation works [Han+04; MH05; Roy+06]. Unlike post-silicon, however, a pre-silicon

environment can afford a straight-forward, complete and polynomial-time decision

procedure as all conflict orders are visible [GK97].

On the other hand, operational models are defined in terms of an abstract machine,

which given a read, then specifies the set of possible values a read may observe. Their

complexity advantages for simulation-based verification have been realized in past

works [Sah+95; Sha+08], where such models are also referred to as relaxed scoreboards.

Each transition is monitored by a checker, effectively ensuring that the simulated system

only performs transitions which are legal according to the model.

In this work we describe MCMs in terms of axiomatic models (§6.4.1), as simulation

together with short tests (§6.4) affords an efficient and relatively simple checker. Note,

however, our main contribution concerns MCM test generation.

6.5 Evaluation Methodology

This section discusses the evaluation methodology used in obtaining the results (§6.6).

The goal of the evaluation is to show the performance of the McVerSi framework with

regard to its bug finding capability and the wall-clock time required to find a bug.

6.5.1 Simulation Environment

We evaluate our approach using the cycle accurate Gem5 simulator [Bin+11] with Ruby

and GARNET [Aga+09] in full-system mode with the x86-64 ISA. It is worth noting that

Gem5 is frequently used for pre-silicon design evaluation, with several industrial users.

The processor model used for each core is a simple out-of-order processor. Table 6.2

shows the key-parameters of the system. All cache coherence protocol implementations

are modeled in a functionally accurate manner (not just timing), to ensure that stale data

(e.g. due to a protocol bug) affects functional execution.

To demonstrate that the bug finding ability of a particular test generator is consistent

(statistically significant), we run each generator/bug pair 10 times with a time limit—this

should provide high confidence in a test generator in case all runs find a bug found. To

demonstrate that the convergence time of the GP-based approach is within practical

bounds, each simulation run is limited to 24 hours of host time.4 For non-GP test

4The host platform is server-grade, with Intel Xeonr E5620 CPUs; we measure 30k simulated

instructions per second.
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Table 6.2: System parameters.

Core-count & frequency 8 (out-of-order) @ 2GHz

LSQ entries 32

ROB entries 40

L1 I+D -cache (private) 32KB+32KB, 64B lines, 4-way

L1 hit latency 3 cycles

L2 cache (NUCA, shared) 128KB×8 tiles, 64B lines, 4-way

L2 hit latency 30 to 80 cycles

Memory 512MB

Memory hit latency 120 to 230 cycles

On-chip network 2D Mesh, 2 rows, 16B flits

Kernel Linux 2.6.32.61

generators, we shall note that this effectively translates to measuring the frequency of a

bug found within 24×10 hours (10 days), as these test generators do not continuously

update their internal state to progress towards better tests.

Each simulation run (out of 10) uses a different random seed for both simulation

and test generation yielding different executions per sample. Furthermore, simulation

startup overheads are negligible, as the simulation loads the guest workload (§6.4), and

then runs it continuously until a bug is found or the time limit is reached. Upon reset

after a test execution (one iteration of a test-run), non-test related simulation state is not

reset; therefore, the following executions of the same test in the same simulation are all

perturbed differently.

6.5.2 Test Generation & Checking

This section outlines the test generation and checking approaches we evaluate and

compare.

6.5.2.1 McVerSi

To demonstrate the effectiveness of our proposed test generation approach, we compare

against the following test generation variants. It is worth noting that each of the

following still makes use of the simulation-specific optimizations (§6.4) of the McVerSi

framework.

First, to show the effectiveness of pseudo-randomly generated tests, which most
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Table 6.3: Test generation parameters.

Test size 1k operations (total across threads)

Iterations 10 test executions per test-run

Test memory (stride) 1KB (16B), 8KB (16B)

Operations:bias% (comment)
• Read:50% (read into reg.)

• ReadAddrDp:5% (read into reg. with address

dependency)

• Write:42% (write from reg.)

• ReadModifyWrite:1% (RMW, on x86 also im-

plies fences)

• CacheFlush:1% (cache flush, e.g. clflush

on x86)

• Delay:1% (constant delay using NOPs)

McVerSi-ALL, McVerSi-Std.XO

Population size 100

Tournament size 2

Mutation probability (PMUT) 0.005

Crossover probability 1.0

McVerSi-ALL

PUSEL 0.2

PBFA 0.05

previous works (§6.7) rely on, we include the McVerSi-RAND configuration.

Next, we evaluate a naïve GP-based approach, McVerSi-Std.XO, which demon-

strates the need for our domain-specific crossover. McVerSi-Std.XO does not make use

of the selective crossover and instead, for all threads, connects sub-graphs, by removing

a random vertex, of a thread from two parents; a standard single-point crossover over

the flat list can be exploited to efficiently realize this. The fitness function is modified

to include the additional objective for improving test suitability (equal weighting for

coverage and normalized NDT).

Finally, the configuration McVerSi-ALL includes all proposed test generation (§6.3)
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and the simulation-specific optimizations (§6.4). Both McVerSi-ALL and McVerSi-

Std.XO implement a steady-state GA with tournament-selection and the delete oldest

replacement strategy [VF96]. It is worth noting that steady-state GAs have been shown

to outperform generational GAs in dynamic or non-stationary environments [VF96].

To assess the effect of our proposed crossover function alone—i.e. to answer

the question: are highly non-deterministic tests alone sufficient?—we did evaluate a

configuration with a constant fitness function. While better performing than either

McVerSi-RAND or McVerSi-Std.XO, we still found its performance to be notably

inferior to McVerSi-ALL, and so do not include it in the final results in §6.6. In a similar

vein, we do not include configurations without our simulator-specific optimizations in

our results, as without these, the simulation runs were impracticably slow (around a

couple of orders of magnitude slower).

Test Generation Parameters: Key parameters for all configurations are shown in

Table 6.3. Note that these parameters were determined to give good results in a limited

design space exploration. The test size of 1k operations is sufficient to find all studied

bugs; in fact, we determine that larger test sizes cause performance to degrade, as the

evolution of tests simply takes longer. We must ensure that tests are large enough

to be able to detect most bugs in the first place, but not too large to limit the search

performance. With this test size and depending on several factors (conflicting accesses,

L1/L2 cache hits/misses, etc.), we note that the checker (§6.4.1) generally uses between

30% and 40% of the total wall-clock time.

The test memory size denotes the usable address range. The stride merely affects

the base address (base addresses are generated in multiples of stride). In order to

ensure cache capacity evictions take place, the test memory is partitioned in contiguous

blocks of 512B, where the respective starting addresses of partitions are separated by

a range of 1MB; e.g. in the case of 8KB, 16 such 512B partitions exist. As we are

running full-system simulations, the allocation is not fully under our control, and the

virtual memory manager (VMM) of the OS has final control over placement in physical

memory. In our experiments, however, we observe our chosen test memory partitioning

to have the desired effect.

The selected operations and their bias, while independent of a particular ISA,

should be guided by the target MCM. In our case, to cover all enforced orderings of

x86-TSO, the presented operations are sufficient. For more relaxed MCMs, the set of

operations that need to be generated could be more extensive.
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6.5.2.2 diy-litmus

The diy tool suite [Alg+12] automates litmus test generation, using knowledge of the

MCM to generate a number of short tests which may trigger interesting behavior. Litmus

tests are self-checking, i.e. they include the code for performing checking.

We generate all litmus tests for x86-TSO—we use all 38 tests available. We modified

the run-script to exit the simulation on a detected MCM violation. As the simulation is

time-limited (24 hours), and realistically it is not possible to pre-determine which of the

litmus test will detect an error, we choose conservative parameters to limit the runtime

of an individual litmus test, but re-execute all tests (in an outer loop) after the last of the

tests has been executed. Thus the litmus tests may run until the simulation is terminated

by the time-limit. For simulation we choose the following parameters: -st 4 (stride), -r

3 (runs), -s 8000 (size of test, iterations).

6.5.3 Selected Bugs

The following outlines the 11 studied bugs, 2 of which have not been discovered in

Gem5 prior to this work. All bugs marked with a “*” denote real bugs in Gem5;

others refer to artificially injected bugs. The prefix of the name we give a bug denotes

which protocol is affected, as well as if either Load Queue (LQ) or Store Queue (SQ)

contribute to the bug manifestation. We study two cache coherence protocols, one

being the Ruby MESI implementation in Gem5, and the other the proposed TSO-CC

(Chapter 4) protocol. TSO-CC provides an interesting case-study, as it implements

a lazy consistency-directed coherence protocol for TSO. TSO-CC explicitly violates

SWMR, a key invariant of traditional coherence protocols such as MESI, which makes

it arguably more difficult to verify adherence to memory consistency using formal

verification approaches such as model checking.

MESI,LQ+IS,Inv*: This bug causes read-read reordering (same or different addresses)

that is prohibited by TSO. It is caused by the coherence protocol failing to forward

an invalidation to the LQ after sinking an incoming Inv (invalidate) request in the

IS (invalid-to-shared) transient state. The correct behavior would be to forward the

invalidate along with the data once the data response message is received in the IS_I

(invalid-to-shared, sunk invalidate) transient state. This is a real bug in Gem5, that

had not been discovered previously. It is worth noting that this bug could not have

been found via individual verification of either the coherence protocol (SWMR is

not violated) or the LQ. The fix required correcting both components, and the Gem5
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developers have been notified.

Note that this bug, as well as all following bugs with prefix MESI,LQ are variants of

the “Peekaboo” problem [SHW11]—in these cases, arising due to speculative execution.

Indeed, Gem5’s implementation of the LQ provides correct behavior on a forwarded

invalidation: if there exist any unperformed older reads and an invalidation is received,

all newer reads are retried. However, if the coherence protocol never forwards an

invalidation as is the case here, then newer reads may observe stale values.

MESI,LQ+SM,Inv*: This bug also causes read-read reordering (same or different

addresses). It is caused by the coherence protocol failing to forward an invalidation to

the LSQ in the SM (shared-to-modified) transient state upon receiving an Inv request.

This bug has not been discovered previously. The fix only required correcting the

coherence protocol, and a patch has been sent upstream to Gem5.

MESI,LQ+E,Inv: This bug results in read-read reordering (same or different addresses).

It is caused by the coherence protocol failing to forward an invalidation to the LQ in the

E state upon receiving an Inv.

MESI,LQ+M,Inv: Similar to MESI,LQ+E,Inv, but fails to forward an invalidation to the

LQ in the M state.

MESI,LQ+S,Replacement: This bug is caused by the coherence protocol failing to

forward an invalidation to the LQ upon replacement in the S state. It results in read-read

reordering (same or different addresses).

MESI+PUTX-Race*: This bug is caused by a protocol race condition and subsequent

invalid transition. It is described in detail by Komuravelli et al. [KAC14], who previously

discovered it via model checking with Murϕ . This bug does not manifest as an MCM

bug directly, but instead is caught by Ruby as an invalid transition. If such a protocol

had passed to a post-silicon stage, the effect the bug can have is not very clear: the

result may be unexpected behavior (including an MCM bug) or something arguably

more critical (e.g. system lockup). This bug has since been fixed in Gem5 (in January

2011).

MESI+Replace-Race: This bug is another protocol race; however, it is more subtle in

nature. It manifests due to an L1 replacement in M and simultaneous L2 replacement of

a previously clean block in MT (potentially modified, in local L1), where the L2 does

not expect modified data, thereby failing to write back the modified block to memory.

TSO-CC+no-epoch-ids: To reset timestamps, TSO-CC requires epoch-ids to avoid

races between timestamp-reset messages and read/write requests. Eliminating epoch-ids

causes TSO violations (read-read reordering).
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TSO-CC+compare: This bug is subtler than the previous one. In the presence of

timestamp-groups, §4.2.3 states “where the requested line’s timestamp is larger or equal

than the last-seen timestamp from the writer of that line self-invalidate all Shared

lines”—we change the comparison to just larger than. This bug causes read-read

reordering.

LQ+no-TSO*: This bug causes read-read reordering to different addresses. The bug

is caused by the LQ not squashing subsequent reads after an incoming forwarded

invalidation from the coherence protocol. We previously discovered this bug via litmus

testing, and sent a fix upstream in March 2014. This bug has also been independently

discovered by PipeCheck [LPM14].

SQ+no-FIFO: This bug causes write-write reordering by not writing back in FIFO

order, but instead out-of-order from the SQ.

6.6 Experimental Results

This section discusses the results we obtain for each individual test generation approach.

First and foremost, we are interested in bug coverage, which addresses the bug-finding

guarantees that each approach provides. This is followed by analysis of structural

coverage, which addresses how thoroughly each approach explores the coherence

protocol state transitions.

6.6.1 Bug Coverage

As seen in Table 6.4, the only configuration consistently finding all bugs in under 24

hours is our GP-based approach McVerSi-ALL (8KB). In comparison, McVerSi-RAND

(best case with 1KB) only finds 8/11 of bugs and litmus tests only 2/11 bugs consistently

within 24 hours. Furthermore, we can see that even when the competing approaches

successfully find all bugs consistently within 24 hours, our GP-based approach almost

always finds them sooner. This confirms our hypothesis that, although litmus testing and

pseudo-random testing are effective post-silicon verification methodologies, without

substantial optimizations, they are unsuitable for practical simulation-based verification.

What guarantees are provided with increasing runtime? Other than our McVerSi-

ALL (8KB), no other configuration is able to find all bugs within 1 day. But what

happens when the competing non-GP approaches (pseudo-random and litmus tests)

are run for more than 1 day? Recall that we run each generator/bug pair 10 times
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(samples) up to 24 hours.5 Since the non-GP approaches are stateless (they do not

continuously update their internal state to progress towards better tests), we note that

running each bug 10 times for 24 hours is tantamount to measuring bug coverage when

running for up to 10 days. Table 6.5 summarizes the results under this assumption. It is

worth noting that neither litmus nor pseudo-random tests are able to find all bugs within

effectively 10 days of running time. Although McVerSi-RAND (8KB) can guarantee

finding additional bugs after running for more than 1 day, 2 out of 11 bugs (18%) are

still not found. In these cases (NF in Table 6.4), the implication is that the test generator

would either need more than 10 days, or is incapable of generating tests required to

expose the particular bug.

How does usable address range affect test quality? With just 1KB of test memory,

all test generation schemes achieve similar results. Because of the constrained address

space, tests consist of a large number of conflicting accesses even if generated randomly.

However, note that both GP approaches improve the average time to find all bugs over

the pseudo-random test generator even with just 1KB of test memory; in particular,

McVerSi-ALL reduces the average time by 27% in comparison with McVerSi-RAND.

It is important to note, however, that none of the approaches using 1KB of test memory

are able to find the following bugs: MESI,LQ+S,Replacement, MESI+PUTX-Race,

and MESI+Replace-Race. Clearly, we require a larger test memory size to find these.

With 8KB of test memory, McVerSi-ALL is able to find all bugs in all simulation runs,

including the 3 bugs above.

How effective is our selective crossover? We note that McVerSi-Std.XO is unable

to find certain bugs (NF), in cases where the bugs only manifest due to racy accesses.

Those configurations not making use of the proposed selective crossover simply do

not converge towards suitable MCM tests with high non-determinism/races; i.e. their

set of candidate executions is too small to have a high probability of encountering

the sequence of events in the system required to expose faulty logic. In order to find

bugs which only manifest due to replacements, a large address range is required but

also suitable MCM tests, i.e. highly racy tests. The bugs which are only found by

McVerSi-ALL (8KB) require tests with an average NDT of at least 2.0, and often greater

than 3.0. The 1KB configurations’ initial set of tests automatically achieve an average

NDT exceeding 2.0, whereas the 8KB configurations start out with an NDT of around

1.1. At 8KB, only McVerSi-ALL is able to generate tests with an NDT of 2.0 or above.

5For practical reasons, we are restricted to 24 hours per run.
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Table 6.4: Bug coverage: bug found count out of 10 samples (arith. mean hours to find the bug across 10 samples); NF = “Not Found within

24 hours”; bold highlights configurations which consistently find the bug within 24 hours.

Bug McVerSi-

ALL (1KB)

McVerSi-

ALL (8KB)

McVerSi-

Std.XO (1KB)

McVerSi-

Std.XO (8KB)

McVerSi-

RAND (1KB)

McVerSi-

RAND (8KB)

diy-litmus

MESI,LQ+IS,Inv 10 (0.01) 10 (0.49) 10 (0.01) 10 (0.73) 10 (0.01) 10 (0.89) NF

MESI,LQ+SM,Inv 10 (0.33) 10 (5.20) 10 (0.27) 1 (5.01) 10 (0.48) NF NF

MESI,LQ+E,Inv 10 (2.97) 10 (0.09) 10 (3.22) 10 (0.16) 10 (4.34) 10 (0.10) NF

MESI,LQ+M,Inv 10 (1.42) 10 (1.37) 10 (2.40) 7 (3.80) 10 (1.93) 10 (11.05) NF

MESI,LQ+S,Replacement NF 10 (2.69) NF 4 (15.05) NF 6 (10.10) NF

MESI+PUTX-Race NF 10 (4.64) NF 5 (8.83) NF 3 (9.63) NF

MESI+Replace-Race NF 10 (0.12) NF 10 (0.12) NF 10 (0.19) 5 (0.53)

TSO-CC+no-epoch-ids 10 (0.90) 10 (7.40) 10 (0.50) NF 10 (0.96) NF 6 (5.93)

TSO-CC+compare 10 (0.01) 10 (2.28) 10 (0.01) NF 10 (0.01) 1 (22.31) 10 (0.92)

LQ+no-TSO 10 (0.00) 10 (0.03) 10 (0.00) 10 (0.02) 10 (0.00) 10 (0.08) 10 (5.35)

SQ+no-FIFO 10 (0.01) 10 (0.24) 10 (0.01) 10 (0.83) 10 (0.01) 10 (0.40) 9 (4.77)

All 80 (0.71) 110 (2.23) 80 (0.80) 67 (2.31) 80 (0.97) 70 (3.41) 40 (3.60)



126 6. McVerSi: A Test Generation Framework for Fast Memory Consistency Verification in Simulation

Table 6.5: Bugs found, when running up to the equivalent of 10 days time.

Bugs found within 1 day 5 days 10 days

McVerSi-ALL (8KB) 100% N/A N/A

McVerSi-RAND (1KB) 73% 73% 73%

McVerSi-RAND (8KB) 55% 73% 82%

diy-litmus 18% 45% 45%

Table 6.6: Maximum total transition coverage observed across all simulation runs.

Protocol McVerSi-

ALL

(1KB)

McVerSi-

ALL

(8KB)

McVerSi-

Std.XO

(1KB)

McVerSi-

Std.XO

(8KB)

McVerSi-

RAND

(1KB)

McVerSi-

RAND

(8KB)

diy-

litmus

MESI 60.9% 82.3% 62.3% 81.9% 60.9% 81.9% 66.5%

TSO-CC 51.8% 63.1% 50.8% 41.2% 51.8% 62.6% 54.8%

6.6.2 Structural Coverage

What is the impact of using coverage as fitness? Table 6.6 shows the maximum total

achieved coverage (higher is better). Recall that, the fitness function we use does not

make use of the total coverage, and instead focuses on rare transitions to avoid getting

stuck in a local maximum. We note that the implementations of the variant of the MESI

protocol and TSO-CC contain transitions which are extremely unlikely to occur (e.g.

replacements in transient states from invalid—the LRU replacement policy in use is very

unlikely to select such blocks), which we did not exclude from the coverage calculation,

and therefore we do not reach 100%.

From Table 6.6 we can see that McVerSi-ALL (8KB) achieves highest coverage

for both the MESI protocol and TSO-CC. Using coverage as fitness achieves its goal,

leading to the improved performance (bug coverage discussed above) of McVerSi-

ALL compared to McVerSi-RAND. More importantly, while the selective crossover

continually increasing NDT could have a negatively correlated effect on coverage, the

GP-based approach ensures balance by simply proceeding to no longer select individuals

with too high NDT.
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6.7 Related Work

This section provides a broader overview of methodologies for verifying that the

coherence protocol, the memory system and other components of a system adhere to

the MCM.

6.7.1 Formal Verification

While formal verification provides the highest possible guarantees, i.e. a proof of

correctness, the model being verified against its specification is typically a component

abstraction of what is present in the functional design implementation; with the coher-

ence protocol being the main artifact being subjected to formal verification [PD97]. For

most model checking approaches [ASL03; Che+06; CMP04; KAC14; McM01], the

consistency properties intended to capture MCM correctness are derived properties,

such as the SWMR [SHW11] invariant; these are inadequate for protocols explicitly

violating such properties (e.g. lazy self-invalidation based protocols using “tear-off”

blocks [LW95]). More powerful formal methods approaches for coherence protocol

verification use operational models [CSG02; PD96; PD98; PD00], but require more

user-effort to set up.

To raise confidence in a design, it would be prudent to apply the best tools at each

stage in the design. Indeed, the recent model checking of the MESI coherence protocol

of the GEMS memory simulator (and of Gem5) has found bugs [KAC14] (MESI+PUTX-

Race among others). Independent of the memory system, PipeCheck [LPM14] can be

used for model checking of pipeline abstractions (albeit against selected litmus tests),

which also uncovered a bug in Gem5 (LQ+no-TSO). None of the above approaches

can ensure the correctness of the interaction between components as we observed with

several of the studied bugs (§6.5.3).

The recently published and concurrently developed CCICheck [Man+15] (based

on PipeCheck [LPM14]), provides a methodology for verifying pipeline and memory

system (with focus on coherence protocol) together. Broadly, their motivation is similar,

in that the interaction between components is crucial in enforcing the consistency model,

and unconventional protocols cannot easily be verified using traditional approaches

(e.g. TSO-CC is also used as a case-study). By using abstract axiomatic models of the

pipeline (like PipeCheck) and memory system, the result is exhaustive (on input litmus

tests).

While extremely valuable at an early stage in the design, the above approaches are
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only tractable with abstractions of the relevant parts of a full-system functional design,

and thus are complementary to McVerSi.

6.7.2 Memory System Verification

Verifying the detailed implementation of the memory system in isolation can be done

in simulation. Wood et al. [WGK90] present a methodology where a stub CPU takes

control of the operations being issued to the memory system; tests are randomly

selected operations from user “action/check scripts.” A similar approach is taken

by [Pon+98]. None of the approaches automatically feed back coverage metrics into

the test generation.

The “witness string” method [ASL03; CAL04] generates test vectors for RTL

simulation of the coherence protocol which cover distinct states, thereby improving test

quality and reducing redundant simulation time. The witness strings are generated with

the Murϕ model checker, based on a model of the protocol. This approach, however,

depends on an external tool and is not tightly coupled with the simulation tool.

In the presence of a detailed FSM of the coherence protocol, [WB08; QM12] propose

methods to automatically inject events into the memory system to cover previously

uncovered states and transitions. This requires detailed knowledge of the memory

system’s FSM, and in the absence of other control logic (e.g. core pipeline), is a

feasible approach to generating high coverage. Yet, it would be much more difficult to

accomplish in a full-system, where the test input to the system does not directly control

the memory system, and instead is subject to other constraints of the control logic.

While these approaches target simulation, unlike them, McVerSi targets full-system

simulation, and also demonstrates checking a complete axiomatic MCM.

6.7.3 Full-System Verification

Related work in this area has primarily focused on the problem of checker complexity

due to limited visibility in a post-silicon environment. In the absence of conflict order

visibility, checking an axiomatic MCM has been proven to be NP-complete [GK97].

To address the complexity of MCM checking in simulation, relaxed scoreboards

(operational models) have been proposed [Sha+08; Sah+95] to monitor every memory

operation’s correct behavior. While this would even allow using real workloads and

monitor the system on-the-fly, the test generation method is independent of the proposed
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checking method. We find that checking an axiomatic MCM is fast enough for the

relatively short tests used in our GP-based approach.

TSOtool [Han+04; MH05] and derivative algorithms [Roy+06; McL+15] propose

approximate solution to the MCM checking problem in a post-silicon environment, due

to the limited conflict order visibility. Hardware extensions to facilitate fast checking

in post-silicon have been proposed, e.g. via counters [Che+09; Hu+12] or even re-

partitioning of the cache to log ordering information [DWB09]. While throughput in

post-silicon environments is generally higher, and therefore all use user constrained

random tests, all of these approaches are only applicable at the very latest stages of a

design.

Manually directed short tests, also called litmus tests, are also very common. More

recently, diy [Alg+12] automates litmus test generation, using knowledge of the MCM

to generate short tests which may trigger interesting behavior. Litmus tests have the

advantage that they are self-checking, and therefore are more portable and simpler to

set up for a wide variety of MCMs.

The above approaches target post-silicon testing, and none are specifically optimized

for simulation.

6.7.4 Hardware Support for MCM Verification

An alternative approach to ensuring correctness is fault-tolerance via hardware support

for detecting MCM violations dynamically and recovering from them [MS09; MQT12;

Qia+13; RLS10]. Our proposal, which focusses on test generation, is orthogonal

to these works. In particular, Romanescu et al. [RLS10] focus on detecting address

translation (AT) related bugs with the help of their AT-aware MCM specifications. Our

framework targets a full-system environment, including the TLB and MMU, and thus

is also capable of detecting AT bugs (we did not detect any). Note, however, that our

framework currently does not stress AT related aspects (it can handle synonyms, but

does not explicitly deal with memory mapping operations, etc.), which we reserve for

future work.

6.8 Conclusion

We have presented McVerSi, a test generation framework for fast memory consistency

verification in full-system simulation. At later pre-silicon design stages, it is imperative
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to rigorously verify the full-system. Due to the complexity of the implementation at this

stage, verification methodologies with rigorous test generation are of great importance

to raise the designer’s confidence.

In the domain of simulation-based MCM verification, there is need for an approach

which automatically improves test quality based on feedback from the simulation. This

is a difficult search problem with many hidden variables, especially in multiprocessor

systems, where the interleaving of threads is inherently non-deterministic. Indeed,

the enforcement of an MCM is what brings order into the non-deterministic world of

multiprocessors.

Our key contribution is a GP-based test generation approach, which generates

effective MCM tests. By proposing a novel crossover which favors non-determinism,

the generated tests increase the probability of the implementation having to work harder

to enforce the required ordering guarantees of the MCM. Then, by using coverage as the

fitness function, our approach evolves high-quality tests automatically. Our results show

that, compared with alternative test generation approaches, we find all 11 considered

bugs consistently, providing much higher guarantees about the classes of bugs McVerSi

is capable of finding within practical time bounds. While it may be conceivable to

achieve similar results via manual test generation, our approach automatically explores

tests satisfying the coverage criteria without user intervention.

The framework we present offers the building blocks for researchers and industrial

designers alike, to evaluate coherence protocols and other microarchitectural artifacts

to adhere to the promised consistency model early in the design cycle. A simulator-

independent C++ library (including consistency model descriptions, checker, and test

generator) is provided online: http://ac.marcoelver.com/research/mcversi

http://ac.marcoelver.com/research/mcversi


Part V

Conclusions

131





Chapter 7

Conclusions and Future Directions

7.1 Opening Pandora’s Box

This thesis has explored aspects of memory consistency directed cache coherence

protocol design to overcome some of the scaling challenges—particularly on-chip

storage overheads—with increasing number of processors in multiprocessors. This will

become even more important if designers wish to increase the number of cores in CMPs

(“multicores”) in the foreseeable future.

In particular, this thesis highlights the fact that not just consistency models exposing

synchronization information explicitly (e.g. RC) are amenable to a lazy coherence

approach. Indeed, stricter models can also benefit from the advantages of a lazy

coherence approach, in particular, reduced on-chip storage overheads. We demonstrate

this by first proposing TSO-CC (Chapter 4), a lazy coherence protocol for TSO without

the overhead of maintaining lists of sharers. Furthermore, we propose transitive

reduction (using timestamps) of acquires in the absence of explicit synchronization to

realize performance on par with a conventional MESI baseline protocol.

Next, we show that TSO-CC’s transitive reduction optimization together with ex-

plicit synchronization can provide greater storage savings by proposing RC3 (Chapter 5),

a lazy coherence protocol for RCtso. Especially modern programming language con-

sistency models already provide the explicit synchronization information required,

something that the hardware should ideally exploit via the RC3 protocol. Unfortunately,

an architecture such as x86-64 guaranteeing TSO does not allow conveying this infor-

mation to the hardware. While TSO-CC can be employed without further changes,

we also demonstrate how to employ RC3 on x86-64 via a backward compatible ISA

extension changing the consistency model from TSO to RCtso. With further reduced

133
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storage overheads, RC3 provides performance on par with TSO-CC as well as good

performance for most legacy codes that still assume TSO.

Several previous lazy coherence protocol approaches [Cho+11; RK12] also argue

that this approach affords simpler protocols relative to conventional eager protocols.

We initially conjectured simplicity to be another argument for the lazy coherence

approaches proposed in this thesis. This, however, may no longer be the case for the

consistency models and real-world architectural constraints targeted (both TSO-CC and

RC3 are evaluated using full-system simulation).

The quote by Sorin, Hill, and Wood [SHW11]—“opening the coherence box in-

curs considerable intellectual and verification complexity, bringing to mind the Greek

myth about Pandora’s box”—did provide a hint of the challenges, but also research

opportunities of this approach. Indeed, consistency directed coherence protocols cannot

use conventional coherence definitions (e.g. SWMR) to be verified against, and few

existing verification methodologies apply. Furthermore, as the full consistency model

is used as a specification, the interaction with other components of a system must not

be neglected. Out of these realizations, we propose a novel methodology for rigorous

simulation-based verification.

McVerSi (Chapter 6) is unique in its ability to generate high-quality test cases for fast

memory consistency verification of a detailed full-system implementation in simulation,

something we felt none of the existing verification approaches could provide. The results

show that the McVerSi approach finds bugs faster compared to alternative approaches

such as pseudo-random or litmus tests (with some bugs only found by McVerSi). An

approach like McVerSi is not just valuable for verifying consistency directed protocols

in the context of a full-system, but also conventional eager protocols. This is highlighted

by the fact, that we discovered 2 new bugs in the MESI protocol provided by the Gem5

simulator—bugs caused by the faulty interaction between protocol and pipeline.

The protocols and verification method proposed in this thesis demonstrates not only

the potential of consistency directed cache coherence protocol design but also how to

manage some of the new challenges associated with this approach. As designers are

looking for ways to increase core counts, consistency directed designs are one option to

achieve this—like in may other areas, specialization can provide the means to a suitable

solution.
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7.2 Critical Analysis

This section provides a brief critical analysis of the work in this thesis, focusing on

perspectives suitable for future work.

7.2.1 Cache and Directory Organization

As mentioned in §4.2.8, for the protocols evaluated, a simple cache and directory

organization was chosen. First, as the focus of this thesis was on designing consistency

directed protocols, rather than optimize organization, this was to highlight that even in

the presence of a simple organization we can achieve substantial savings. Second, this

choice was pragmatic, in order to avoid introducing further complexities that would

distract from the main theme of this thesis.

However, as suggested in §4.2.8, combining the proposed lazy coherence protocols

(TSO-CC and RC3) with approaches optimizing directory organization and data struc-

tures would result in even greater storage savings. Some approaches would be trivial

to apply (e.g. [Fer+11]), but others may require modification and some thought about

more low-level aspects of an implementation. The overall scalability of a combined

approach should be even greater. This would also allow for a fairer comparison with

related work that focus on cache and directory organization.

7.2.2 Conversion to RCtso

In the evaluation of RC3 (§5.5) is performed in the context of a full-system with

workloads converted to use the x86-RCtso consistency model. Although GCC was

modified to emit the modified instructions, some parts of the software stack may not

have been converted optimally. In particular, some synchronization libraries that rely on

hand-written assembly code, will not have been translated optimally. Furthermore, the

Linux kernel used was not modified; here, it became apparent that a proper conversion

was well beyond the scope of this thesis.

We, therefore, assume that the performance results presented for RC3 are likely con-

servative. In practice, if a rigorous conversion would be performed, overall performance

should be better than the presented results.
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7.2.3 Transparency of Genetic Programming

Although the use of genetic programming for McVerSi (Chapter 6) can be justified due

to the complexity of the problem—the only inputs are the test programs and the control

over and information about the system is otherwise limited—precisely understanding

why tests evolve a certain way is difficult. Indeed, the sentiment was shared by one of

the anonymous reviewers of the McVerSi paper:

In general, I am not a fan of evolutionary approaches, especially genetic
algorithms, because it is not easy to figure out why they work. However, I
must admit that the results of this paper are so good that it’d be a pity to
not have it on the HPCA program.

7.3 Future Directions

To conclude, this section discusses broader open questions and research opportunities

beyond this thesis.

7.3.1 Microarchitectural Gaps and Power Modelling

Several open questions regarding the low-level microarchitectural implementation of

some cache operations and structures (self-invalidations, timestamp operations, etc.)

should be answered. In particular, lazy coherence protocols rely on selective self-

invalidations of cache lines. Several options for implementations of self-invalidations

are mentioned by Lebeck and Wood [LW95], but their respective details are not analyzed

further. This may be a good starting point for further study, in particular, the realization

of a detailed analytical power model.

This is required to also achieve faithful power modeling of systems with lazy

coherence protocols—existing efforts have only been partial, estimating this portion to

be negligible [RK12; KK10]. Finally, the realization of an RTL prototype with a lazy

coherence protocol would answer many of these open questions.

7.3.2 Better Formal Verification

In order to manage more complex consistency directed protocols, automated formal

verification methods are necessary to complement simulation-based approaches like

McVerSi (which is not exhaustive yet rigorous, to handle much more detailed imple-
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mentations). In particular, tools are required that can handle the types or protocols (lazy

protocols) and specifications (consistency model) proposed in this thesis.

The current state of the art (§6.7) is not there yet, something we realized while we

were attempting a parameterized proof of the optimized TSO-CC protocol via model

checking. Furthermore, approaches that provide a proof that the protocol, together

with given constraints of how it interacts with other components (e.g. an out-of-order

pipeline), guarantees the promised consistency model would be very valuable. The

concurrently developed CCICheck [Man+15] is a step in the right direction, but its

proof (over litmus tests only) as well as modeling capabilities (e.g. TSO-CC is modeled

without timestamps, as difficult to express axiomatically) are limited. Indeed, providing

an automated proof of correctness of even abstract models with detail beyond manual

reasoning are extremely valuable. Automating as much of this process as possible will

be vital to be of use to the wider community.
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Appendix A

Detailed Protocol Specification for

TSO-CC

This chapter provides a detailed specification of the TSO-CC protocol (Chapter 4). It is

intended as a precise description to be used as a reference for an implementation. The

below uses literals introduced in Table 4.1.

A.1 Assumptions and Definitions

1. The protocol requires distinguishing valid and invalid timestamps (b.ts). In the

following specification ∅ is used to denote an invalid entry. In our implementa-

tion, we use 0 to denote an invalid timestamp, which means the smallest valid

timestamp is 1.

2. DataS, DataX and Data messages are expected to carry data.

3. A receive message action is of the format: source?Message.

4. A send message action is of the format: destination!Message.

5. A batch transition of all lines in states State1, State2, ... to state NextState is

abbreviated tr_all {State1, State2, . . . } NextState.

A.2 Protocol State Transition Tables

The state transition tables can be found in Tables A.1 and A.2. The following sections

provide notes about events in the Tables marked by the respective raised number.

141
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A.2.1 Private Cache Controller

1. We can’t just set the state to Invalid, as the directory might have gotten a read and

forwarded the request to us. So we must write back, and wait for Ack to ensure

that the line propagated to the L2, and thus no more Fwd requests are outstanding.

2. If Bwrite−group = 0, in the presence of non-infinite timestamps, the comparison op-

erator cannot be <, as it would violate correctness. This is due to how timestamp

resets are dealt with in the L2 (see §A.3.3).

3. Must reset timestamp, in case the line has since been evicted from L2 and we

obtain it in Exclusive. If this is the case, the line may have been modified by

another node; now, if we get a FwdX request, the old timestamp must not be

forwarded.

A.2.2 Directory Controller

1. Reuse the block’s b.owner bits to maintain a superset of SharedRO sharers: each

bit is a pointer to d CL1
dlog(CL1)ee sharers.

2. Checking if a line’s timestamp in the L2 is decayed. In order to allow Shared

blocks which have not been written to in a long time to transition to SharedRO,

we can use the timestamp b.ts and compare against the owner’s entry in the last-

seen table: check if a fixed period has passed between the last-seen timestamp

and when the line was updated according to b.ts.

ts_L1[b.owner]> 2Bts−n∧b.ts≤ ts_L1[b.owner]−2Bts−n



A
.2.

P
rotocolS

tate
Transition

Tables
143

Table A.1: TSO-CC private (L1) cache controller transition table.TSO-CC Specification December 17, 2015

Table 2: TSO Coherence private (L1) cache controller – table of states and events.
Read Write Evict src?DataS(state,

�

owner, ts)
src?DataX(owner,

�

ts, ackc)
src?FwdS(dst) src?FwdX(dst) src?Ack src?InvRO

Invalid dir!GetS;
b.ts← ∅;
→ WaitS;

dir!GetX;
update b.ts;
→ WaitX;

dir!AckRO;

Exclusive hit; hit;
update b.ts;
→ Modified;

dir!PutE;
→ WaitEI;1

dst!DataS(SharedRO,

�

self, b.ts);
dir!Ack(0);
→ SharedRO;

dst!DataX(self,

�

b.ts, 1);
→ Shared;

dir!AckRO;

Modified hit; hit;
update b.ts;

dir!Data(b.ts);
→ WaitMI;

dst!DataS(Shared,

�

self, b.ts);
dir!Data(b.ts);
→ Shared;

dst!DataX(self,

�

b.ts, 1);
→ Shared;

dir!AckRO;

Shared if b.acnt < maxac then

increment b.acnt;
hit;

else

dir!GetS;
b.ts← ∅;3

→ WaitS;
endif

dir!GetX;
update b.ts;
→ WaitX;

→ Invalid; dir!AckRO;

SharedRO hit; update b.ts;
dir!GetX;
→ WaitX;

→ Invalid; dir!AckRO;
→ Invalid;

WaitS stall; stall; stall; copy_data; hit;
reset b.acnt;
if state = Exclusive then

dir!Ack(0);
endif

→ state;

dir!AckRO;
→ WaitSROI;

WaitSROI stall; stall; stall; copy_data; hit;
reset b.acnt;
if state = Exclusive then

dir!Ack(0);
elif state = SharedRO then

→ Invalid;
endif

→ state;

dir!AckRO;

WaitX stall; stall; stall; copy_data; hit;
reset b.acnt;
dir!Ack(ackc);
→ Modified;

dir!AckRO;

WaitEI stall; stall; stall; dst!DataS(SharedRO,

�

self, b.ts);
→ Invalid;

dst!DataX(self,

�

b.ts, 0);
→ Invalid;

→ Invalid; dir!AckRO;

WaitMI stall; stall; stall; dst!DataS(Shared,

�

self, b.ts);
→ Invalid;

dst!DataX(self,

�

b.ts, 0);
→ Invalid;

→ Invalid; dir!AckRO;

DataS

�

@ WaitS, WaitSROI
DataX

�

@ WaitX

if owner = ∅ ∧ ts 6= ∅ then

if ts_L2[src] < ts then

ts_L2[src]← ts;
tr_all {Shared} Invalid;
endif

. . .

. . .

elif owner 6= self ∧ (ts = ∅ ∨ ts_L1[owner] ≤ ts) then2

if ts 6= ∅ then

ts_L1[owner]← ts;
endif

tr_all {Shared} Invalid;
endif

4
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Table 3: Directory (L2) controller – table of states and events.
p?GetS p?GetX p?Data(ts) p?Ack(c) p?PutE p?AckRO

Invalid p!DataS(Exclusive, ∅, ∅);
b.owner← p;
b.ts← ∅;
→ WaitE1;

p!DataX(∅, ∅, 0);
b.owner← p;
b.ts← ∅;
→ WaitE1;

Uncached p!DataS(Exclusive, b.owner, b.ts);
b.owner← p;
b.ts← ∅;
→ WaitE1;

p!DataX(b.owner, b.ts, 0);
b.owner← p;
b.ts← ∅;
→ WaitE1;

Exclusive b.owner!FwdS(p);
tbe.sharers← {p};
→ WaitS;

b.owner!FwdX(p);
b.owner← p;
b.ts← ∅;
→ WaitE2;

copy_data;
p!Ack;
b.ts← ts;
→ Uncached;

p!Ack;
→ Uncached;

Shared if expired b.ts ∨ decayed b.ts then2

b.owner← {p};
update b.ts;
p!DataS(SharedRO, ∅, b.ts);
→ SharedRO;

else

p!DataS(Shared, b.owner, b.ts);
endif

p!DataX(b.owner, b.ts, 0);
b.owner← p;
b.ts← ∅;
→ WaitE1;

SharedRO p!DataS(SharedRO, ∅, b.ts);
b.owner← b.owner ∪ {p};1

dst← {q | q ∈ b.owner ∧ q 6= p};
dst!InvRO;
tbe.need_acks← |dst|;
b.owner← p; → WaitEn;

WaitE1 stall; stall; if p 6= b.owner then

→ Exclusive;
else

copy_data;
p!Ack;
b.ts← ts;
→ WaitU1;

endif

→ Exclusive; if p 6= b.owner then

→ Exclusive;
else

p!Ack;
→ WaitU1;

endif

WaitE2 stall; stall; if p 6= b.owner then

→ WaitE1;
else

copy_data;
p!Ack;
b.ts← ts;
→ WaitU2;

endif

if c = 1 then

→ Exclusive;
else

→ WaitE1;
endif

if p 6= b.owner then

→ WaitE1;
else

p!Ack;
→ WaitU2;

endif

WaitU1 stall; stall; → Uncached; → Uncached; → Uncached;
WaitU2 stall; stall; → WaitU1; if c = 1 then

→ Uncached;
else

→ WaitU1;
endif

→ WaitU1;

WaitEn stall; stall; tbe.need_acks−−;
if tbe.need_acks = 0 then

b.owner!DataX(∅, b.ts, 0);
b.ts← ∅;
→ WaitE1;

endif

WaitS stall; stall; copy_data;
b.ts← ts;
→ Shared;

b.owner← tbe.sharers ∪ {p};
update b.ts;
→ SharedRO;

b.owner← tbe.sharers;
update b.ts;
→ SharedRO;

5
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A.3 Additional Rules and Optimizations

The following is a list of additional rules and optimizations, which have an impact on

both L1 and L2 controllers; this completes the full protocol description.

A.3.1 Cache Inclusivity and Evictions

Evictions from the L2 are omitted from the transition table; the following must hold:

upon eviction of lines from the L2, inclusivity must be maintained for lines which are

tracked by the L2 (Exclusive and SharedRO).

A.3.2 Timestamp Table Size Relaxations

The L1’s timestamp-tables ts_L1 and ts_L2 do not need to be able to hold as many

entries as there are respective nodes. Applying an eviction policy to evict entries from

the timestamp-tables allows to have a reduced-size timestamp-table.

A.3.3 Effect of L1 Timestamp update

To update a timestamp in the L1 means assigning the locally maintained timestamp to

the line, and also increment this timestamp based on either of the following policies:

1. Always (write-group = 1).

2. Write-groups: If constant number of writes falling under the same timestamp

reached.

Timestamp overflows in the L1 are dealt with sending out a TimestampReset

broadcast to L1s and L2 tiles:

1. Each L1 invalidates ts_L1[src] on receiving a TimestampReset.

2. Every L2 tile must also maintain a table ts_L1 of last-seen timestamps; ts_L1[src]

is updated on every b.ts← ts, if ts is newer than the existing last-seen timestamp

entry from an L1; on receiving a TimestampReset the respective entry is inval-

idated. The table of last-seen timestamps must be able to hold, unlike the L1’s

timestamp-tables, the full list of timestamps of every possible L1.

3. The L2 will assign a response message b.ts if the last-seen timestamp from the

owner is larger or equal to the line’s timestamp (not expired), the smallest valid
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timestamp (∅ is valid, but degrades performance) otherwise. Similarly for all L1

data messages by comparing against L1’s own timestamp.

A.3.4 Effect of L2 Timestamp update

To update a timestamp in the L2 (for SharedRO) means assigning the L2-local times-

tamp to the line and incrementing the timestamp under the following conditions:

• from-Invalid, check against in WaitS to SharedRO transition: after an L2 eviction

of a dirty line; after a GetS event in Uncached where b.ts 6=∅ before resetting

b.ts.

• from-Shared, check against in Shared to SharedRO transition: after a block

transitions to Shared.

Maintain a bit for each from-condition to signify if the timestamp should be incre-

mented on the next update or not, resetting all bits after the increment was performed.

In essence, the L2’s timestamp should always be increment after a transition which

can lead to a block ending up in the SharedRO state, but need not actually be incre-

mented until the first block transitions to SharedRO.

It is possible to use only one bit for all conditions, but this would cause unnecessary

timestamp increments when a cache line transitions to SharedRO based on the not-

modified rule, as transitions to Shared are quite common, but Shared to SharedRO

may not be, therefore it makes sense to maintain extra bits for each observed transition

that may lead back to a SharedRO state, but only check the condition at the appropriate

nearest transition to SharedRO.

Rule for when to increment an L2-timestamp: if a set of writes W happened before

a set of transitions T that can cause likely transitions R to SharedRO, but we can not

keep track of which blocks are affected, the system should remember that T happened

so that upon the first transition in R we can allow L1s to deduce W happened before

R. For two timestamps t and t ′, if t < t ′ then W→ T→ R→W′→ T′→ R′; in order

to make visible all writes from W′ the L1 needs to self-invalidate on R′, if the largest

timestamp value from the L2 it has seen is only t.

Dealing with timestamp overflows:

1. Timestamp overflows in the L2 are dealt with sending out a TimestampReset

broadcast and each L1 resetting ts_L2[src]. To not send invalid timestamps, like
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in §A.3.3, the L2 will assign a response message b.ts if the current L2-local

timestamp is larger or equal to the line’s timestamp, the smallest valid timestamp

(∅ is valid, but degrades performance) otherwise; in case the smallest valid

timestamp is used, the next timestamp assigned to a line after an overflow must

always be larger than the smallest valid timestamp.

2. In a NUCA architecture, it will be necessary to either propagate all increments

to the L2-local timestamp across all tiles, or each L2 tile maintains its own

timestamp, and the L1s maintain a ts_L2 entry per tile or cluster of tiles in a

separate table.

A.3.5 TimestampReset Races

To resolve TimestampReset races, without requiring the sender of a TimestampReset

to wait for acks, if we can assume a bounded time on message propagation delay:

1. Every node in the system (L1s and L2 tiles) maintains an epoch_id, which is

set to a value different than the previous value on sending a TimestampReset;

the TimestampReset message contains the new epoch_id. The number of bits

required per epoch_id must be large enough to eliminate the probability of having

more than one TimestampReset message with the same epoch_id in-flight, but

small enough to satisfy storage requirements.

2. The L1s maintain a table of epoch_ids with entries for every L1 and L2 tiles in

the system.

3. The L2 tiles each maintain a table of epoch_ids with entries for every L1.

4. On receiving a TimestampReset message, the sender’s entry in the respective

timestamp-table is invalidated but the epoch_ids entry for the sender is updated

with the epoch_id that was received along with the TimestampReset message.

5. An epoch_id is sent with every Data, DataS and DataX message:

• If the message originates from an L1, it is the L1s own epoch_id.

• If the message originates from the L2, and owner 6=∅, the entry in

epoch_ids_L1[b.owner] is assigned.

• If the message originates from the L2, and owner = ∅∧ ts 6= ∅, the L2’s

epoch_id is assigned.
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6. The L2 updates epoch_ids_L1[p] along with every b.ts← ts. If epoch_ids_L1[p] 6=
epoch_id, the last-seen entry in ts_L1 must be updated (timestamp reset).

7. On receiving a DataS or DataX message, before the check for potential acquires,

the L1 must perform the following check:

if ts 6=∅∧owner 6= self then

if owner 6=∅ then

if epoch_ids_L1[owner] 6= msg_epoch_id then

invalidate ts_L1[owner];

epoch_ids_L1[owner]←msg_epoch_id;

endif

elif epoch_ids_L2[src] 6= msg_epoch_id then

invalidate ts_L2[src];

epoch_ids_L2[src]←msg_epoch_id;

endif

endif

If a self-invalidation is possible due to seeing a newer value than in the timestamp-

tables ts_L1 or ts_L2 respectively, but not having done this check yet, check if

the currently held epoch-id for the line’s source is valid or not, if not, invalidate

the entry in the timestamp-table, essentially performing the same action if a

TimestampReset is received.
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