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Abstract

A new approach to automatic natural-language text generation is
described. The approach exploits artificial intelligence (AI]
problem-solving techniques and explicitly represents the grammars
using an established linguistic formalism. It is demonstrated that
AI problem solving and Halliday's theory of systemic grammar share
some fundamental properties, and that this has resulted in an
equivalence between the representations found in these two fields.
The equivalent representations mean that a systemic grammar can be
translated trivially and automatically into Al knowl edge-
representation languages and then wused as a linguistie knowledge
base. This knowledge base can be put at the disposal of a powerful,
general-purpose problem solver which applies goal-directed
knowl edge-based techniques to selectively and efficiently generate
text. A significant linguistic characteristic of this approach is
that it allows the incorporation of the socio-semantic level of sys-
temic theory exactly as described in Halliday's recent writings.
This is also of major computational significance because the socio-
semantic level acts as highly-compiled knowledge that guides the
grammatical problem solving. The approach thus exploits the state-
of-the-art computational techniques while manifesting an established
linguistic theory.

The approach is ideal for generating explanations in expert
systems because the same problem solver that applies the expert
knowledge to problems can also apply the linguistic knowledge in the
grammar to text-generation problems. This not only supplies a
powerful and efficient mechanism for the text-generation problem,
but also greatly simplifies the system as a whole.

Although any one of several Al knowl edge-representation
languages could have been used to represent systemic grammars, pro-
duction rules were chosen for this project. Since systemic grammars
can be trivially translated into production rule form, a formaliza-
tion of systemic grammars can be given in terms of productions and
derivations, resembling the traditional formalization of structure
grammars. This formalization of systemic grammar is part of the
formal model of the text-generation method which, together with a
sample implementation, serves to clarify and illustrate the
approach.
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1. Introduction

1.1. General overview

This thesis explores a new approach to text generation that
interprets systemic grammar as a computational representation. Sys-
temic grammars are interpreted as domain-specific knowledge and used
by an artificial intelligence problem solver to solve text-
generation problems. This is made possible by a fundamental, but
hitherto unrecognized, relationship between systemic grammar and
problem solving. This approach solves the methodological problem of
interfacing spécialized knowledge-based computational representa-
tions with equally specialized 1linguistic representations--because
in this case the representation is the same. Previously, text-
generation systems have had to make either linguistic sacrifices for
computational reasons or computational sacrifices for linguistic

reasons.

This approach to text generation has been investigated through
two different channels. The primary means of investigation has been
a substantial implementation involving a relatively large systemic
grammar. The secondary means of investigation has been the con-
struction of a formal model. Aside from a detailed discussion of
the approach to text generation, the implementation, and the formal
model, the topiecs covered in this thesis include the relevant back-
ground in AI problem solving and systemic grammar, a discussion of
the theoretical issues raised by this approach, a comparison with
other work in the field, and a sampling of ideas for future

research.

1.2. The scientific context

Work in the area of natural-language processing has appeared
under several banners, each of which has associated objectives and
assumptions. It is therefore important to clarify the objectives
and assumptions of the present work. Perhaps it would be best to

begin by explicitly stating some of the fields of study to which no



contribution has been intended.

Some of the work in natural-language processing, and in partic-
ular text generation, is intended to have psychological implications
(e.g. McDonald, 1980). No such implications are intended here. It
is hoped that, like any other artificial intelligence (AIJ research,
this thesis may provide useful suggestions and concepts for future

psychological description (see Ritchie, 1980, p.19).

Some other work in natural-language processing is intended to
introduce or develop a linguistic theory (e.g. ibid.). Although the
theory of systemic grammar is central to this thesis, no attempt has
been made, with the exception of some formalization, to contribute
to the existing theory. This point must be emphasized since one of
the most important claims that is made here is that an established
linguistic theory has been used and has not been tampered with in

any way.

Finally, although the state-of-the-art AI problem-solving tech-
niques play a central role in this thesis, no attempt has been made
to advance this state-of-the-art. This too must be emphasized since
the credibility of this approach to text generation depends on the

use of indubitable problem-solving techniques.

1.2.1. Major context: AI text generation

The primary scientific context for this work is the AI field of
text generation. Text generation is a subfield of natural-language
production although its boundaries are not easy to define exactly.
Certainly the bottom end of text generation is the actual text
itself, but at the top end the picture is not so clear. It will be
assumed that natural-language production consists roughly of two
stages that perhaps operate in parallel: text planning and text gen-
eration. The text planner is responsible for dividing up and order-
ing the conceptual input to the language production facility. The
text generator takes the resulting chunks of semantic/pragmatic
representation and transforms them into the desired natural-language

[English will be assumed throughout the thesis].



There are two major text-generation objectives that will be
stressed here. The first is that the text generator should include
an explicit grammar written in an established linguistic formalism.
This allows the grammar to be written, understood, modified, judged
and so on, independently of the rest of the text-generation system.
It also facilitates 1linguistic contributions to the project from

other sources.

A second objective of AI text generation is to develop systems
that are practical. The current interest in expert systems, and the
important claim that expert systems can explain their reasoning,
means that proficient text-generation systems are urgently needed
for practical application. The urgency is increasing as expert sys-
tems are adopted in socially oriented domains such as medicine and
law. To be practical in this sense, the text generator must have
good 1linguistic coverage, and it must be fast. Given that the
linguistic coverage will be provided by a 1linguistic grammar [see
previous point], the coverage 1is really a linguistic problem and
will not be addressed here. The speed of the generation 1is, how-
ever, eXxtremely relevant. This constraint requires that the text
generation be controlled by the most sophisticated computational
techniques available. For this kind of problem, the most sophisti-
cated and efficient computational techniques are those used in AI

knowledge-based problem solving.

Unfortunately, there appears to be a conflict in the two objec-
tives Jjust mentioned. Established linguistic formalisms use highly
specialized representations developed for linguistic purposes. AT
problem solving also uses highly specialized representations, but
these were developed for computational purposes. The problem is
that these two sets of highly specialized representations [not
surprisingly] appear to be incompatible. A crucial objective of AI
text-generation research 1is thus to interface the linguistic and
problem-solving representations so that the other two objectives can
both be met.



1.2.2. Minor context: functional linguistics

The nature of the text-generation task--finding grammatical
constructs that satisfy semantic/pragmatic goals--suggests that a
functional linguistic approach is most appropriate. A functional
approach to linguistics views language in terms of what the speaker
can do with it; it attempts to tie language to the social purposes
for which it 1is used. The linguistic theory used throughout this
thesis [systemic grammar) is a functional theory. It 1is therefore
important that the grammars described here, and indeed the linguis-
tic theory itself, not be judged by structural or generative cri-
teria. The functional framework also means that there are several
terms used in this thesis in an unorthodox manner. Systemic gram-

mar, the concepts and terms, are discussed in Chapter 3.

1.3. Important assumptions

Having defined the context of this thesis, and explicitly
stated that the 1linguistic coverage is a problem that will not be
addressed, it must be pointed out that a vital assumption has been
made here. Although the grammar implémented for this project is
relatively large, it still has very limited coverage. An assumption
has been made that systemic grammar, with enough work and develop-
ment, can adequately describe the grammar of natural language for
the purposes of text generation. A more precarious assumption has
also been made, viz. that the semantic component of systemic theory
is 'adequate. The justification for these assumptions is discussed

in Section 9.2.

1.4. Specific overview

At this point a brief outline of the remaining chapters should
be given. The thesis is roughly divided into three sections. The
first three chapters [including this one] provide the background and
introduce the relevant terms and concepts. The second three
chapters form the core of the thesis--they put forward the original

ideas. The final three chapters support and consolidate these ideas



by illustration, comparison and discussion.

The title of Chapter 2 is "Background I: AI problem solving."
This should not be interpreted as background to the field in gen-
eral, but rather as background to those problem-solving terms and
concepts that play a major role in the remainder of the thesis. The
primary purpose of this chapter is to introduce the key concept of

"search" and some powerful knowledge-based search techniques.

Chapter 3 is also a background chapter; it provides the back-
ground to systemic grammar. Again the treatment is heavily biased
toward the terms and concepts that are important 1later on. This
chapter also provides a brief history of the development of systemic
theory to vindicate some of the less orthodox ideas. Examples are

provided to illustrate the key concepts.

Chapter 4 is the crux of the thesis. Here the special rela-
tionship between AI problem solving and systemic grammar is unfolded
and developed into an approach to text generation that surmounts the
problem of interfacing AI problem-solving methods and an established
linguistic formalism. This "Systemic Linguistic Approach to
Natural-language Generation” [SLANG] is then illustrated by working

through an example in some detail.

Having presented SLANG, the new approach to text generation,
and shown how it overcomes specific text-generation problems, the
next chapter--Chapter 5--examines the approach from a broader per-
spéctive. The approach raises several theoretical issues concerning
both scientific explanation and linguistic theory. Specific issues
addressed here are the functional approach, the interface between
the semantics and the grammar, and the differences between this

linguistic approach and generative grammar.

One problem with systemic grammar is that it has never Dbeen
given a formalization similar to that of more traditional grammars.
This makes it difficult to provide a formal model for this approach
to text generation. These problems are remedied in Chapter 6: "The

formal model." One of the interesting side-effects of the



relationship between systemic grammar and AI problem solving is that
it provides the basis for an almost traditional formalization of
this functional grammar. This allows formal definitions to be given
for "valid syntactic structure" and "derivation" and so on. A for-
mal analysis of SLANG in terms of computational algorithms is also
provided. Several lemmas concerning both the formalization of sys-

temic grammar and the computational process are proven.

The text generation, problem-solving and 1linguistic ideas
appearing 1in the the thesis have been implemented in a test system:
SLANG-I. This implementation is described in detail in Chapter 7.
The description 1s supplemented by a discussion of the limitations
of the implementation and some thoughts on alternative implementa-

tions.

Chapter 8 compares SLANG with other recent approaches to text
generation. A scheme for classifying text-generation systems is
presented, and SLANG is shown to combine successfully the positive

attributes of both the major text-generation classes.

Finally, Chapter 9 provides a summary of the thesis and some
thoughts toward the future. Both the problems that may obstruct
future work, and some potential extensions and offshoots, are exam-

ined.

Four appendices have been included at the end of the thesis.
Apﬁendix A, a supplement to Chapter T, is a brief tutorial on OPS5-
-the implementation language of SLANG-I. Appendix B is a collection
of sample texts produced by SLANG-I. Appendix C is a transcript of
the grammar used in SLANG-I. Finally, Appendix D is a 1listing of
the OPS5 and LISP code of the SLANG-I prototype text generator.



2. Background I: AI Problem Solving

This chapter will provide the background in AI problem solving
necessary for the remainder of the thesis. The treatment of this
topic here is not intended to provide a comprehensive understanding
of all the issues in this large field; only the specific issues and
perspectives relevant to the argument will be discussed. Indeed,

this chapter should be read as part of the thesis argument.

The discussion will begin by presenting the underlying notion
behind AI problem solving: search. The methods that have been used
to perform search will be examined and compared, culminating with a
preview of rule-based search. Finally, a synopsis of knowledge com-

pilation issues is given.

2.1. Search

Problems in an AI context are often described in terms of
search. The idea is that a problem solver has a number of possibil-
ities available to it, and the difficulty is to search through the
alternatives to find a solution to the problem. The exact nature of
the alternatives depends on the type of task. Planning, for
instance, involves alternative actions or operations that can be
performed by the agent. The problem is to search through the combi-
nations of sequences of operations to find one that satisfies some
pre-set criteria. Similarly in a design application, the alterna-
tives may be the various spatial arrangements of components that can
potentially be used to build an object. The task is then to find
some configuration of components that, again, satisfies some pre-set

criteria.

The reason this involves search is that the various alterna-
tives are not independent. A set of alternatives that would
independently satisfy the solution criteria may be incompatible.
For instance, two actions may be required to go before each other,
or two components may require the same space. Thus a suitable com-
putational representation for the alternatives must not only

describe all the possibilities, but also their interdependencies.



2.1.1. Brute-force search

There are several approaches to searching for a solution to a
problem. The simplest is just to start looking at all the possibil-
ities, one by one, until a solution is found. This 1is called
"brute-force" or "blind" search. Two examples of this method are
depth-first search and breadth-first search (see Barr et al., 1981,
pp. 38-40). This approach may be adequate for problems where ﬁhere
are only a small number of alternatives, but it is seriously inade-

quate for large problems.

2.1.2. Heuristic search

Often, during search, all the alternatives are not equally
promising, given a particular set of solution criteria. An "evalua-
tion function" can sometimes be found that can indicate preference
for particular alternatives as the search proceeds. The search can
then immediately focus on the most promising of the alternatives,
ignoring the others--at least as long as the promise is sustained.
The advantage of such "heuristic" search over brute-force search is
that by rejecting unlikely alternatives, the solution is often found

much sooner.

There are, however, some problems with this type of heuristic
search. For many domains it is difficult to find a suitable evalua-
tion function. Also, if the function is expensive to compute--in
particular if it must take into consideration many complex

interactions--the benefits of heuristic search are lost.

For instance [following Bundy, 1983, p. 54], suppose a robot
needs to be at a certain position tb satisfy the solution criteria.
An evaluation function could be devised that would favour moves
toward this position. Now suppose the robot is to collect an object
and return to the original position. In this case the evaluation
function would not work because the robot must move away from the
desired position in order to collect the object. The function could
perhaps be modified to take into account the distance between the

robot and the object, but suppose more than one object 1is to be



collected. Even 1if a function could be written that takes every-
thing into account, it would be so expensive to compute that it
would be doing all the work instead of the heuristic search mechan-
ism. Applying large amounts of knowledge to work out interactions
is not a bad idea, but in this case the problem-solving process is

no longer this kind of simple heuristic search.

2.1.3. Forward-chaining

One way to express problem-solving knowledge is in the form of
rules. Rules can be expressed in several ways, but there is always
a set of "conditions" and a set of "effects." Rule-based systems can
reason from the conditions to the effects, or from the effects back
to the conditions. These forms of reasoning are called forward-
chaining and backward-chaining respectively. Forward-chaining will

be examined in this section.

It was pointed out above that one of the reasons search 1is
necessary is that there are complex interactions between the various
sets of alternatives. Knowledge of these interactions can be wused

to guide the search. For instance there may be a rule that says:

IF alternative A has been chosen
AND alternative C has been chosen,

THEN choose alternative X.

~ If in fact the problem solver has already decided to choose A
and C then it can use this rule instead of using search to decide
between X and other alternatives. Note that the problem solver can
use chains of these rules to reason from an initial situation toward
the solution--hence the term "forward-chaining." For instance, in a

medical domain the knowledge base may contain rules like:

IF the patient has symptom X
AND symptom Y
AND symptom Z
THEN the patient has condition C.



IF the patient has condition C
AND is over 40 years old

THEN prescribe drug D.

Of course, the solution to complex problems may involve the

construction of several interconnected chains of reasoning.

2.1.4. Goal-directed backward-chaining

Another form of rule-based reasoning involves chaining together
rules starting from the solution--the goal--and working backwards.

This is called goal-directed backward-chaining.

There may be a rule that achieves goal A but is conditional on
two other (preferably simpler) problems, B and C, having been
solved. The problem solver then sets B and C as subgoals and
attempts to solve them recursively. Problem A has been "reduced" to
problems B and C. This problem-solving strategy is thus called
"problem reduction." If the problem solver is successful, the prob-
lems will eventually decompose into problems that can be solved

directly by applying a rule whose conditions are already satisfied.

Backward-chaining uses rules very similar to those used for
forward-chaining. In fact some systems [e.g. MYCIN, see Hasling et
al., 1984) use the same rules for both forward- and backward-
chaining. The inference engine simply looks in the knowledge base
for a rule whose effects directly satisfy the goal. The rule is
only applicable if the conditions are satisfied--so they are set as
subgoals and solved recursively. Eventually the goals will be
reduced to problems which can be solved directly or which are

already solved as part of another problem.

The effectiveness of goal-directed backward-chaining depends on
the interdependence of the rules. In the worst case many of the
rules have disjunctive conditions, and several rules are applicable
to each goal. 1In this case goal-directed backward-chaining degen-
erates into blind search because the problem solver does not know

which rules and which subgoals result in a solution. In the best

_10_



case there will be no disjunctive entry conditions and only one rule
will be applicable to each goal and subgoal. In this case the

"search" is deterministiec.

2.2. Compiled problem-solving knowledge

[T]he quality true experts seem to possess that laymen do
not 1s an ability to recognize large-scale patterns and
jump quickly to reasonable hypotheses. Expert behaviour
seems to demand that blind search through large numbers of
hypotheses be avoided in favour of quick elimination of
many possibilities in each inferential move.

High-level macromoves that allow large amounts of ground
to be covered 1in each step are a key feature of all the
expert systems that have been built to date. [Brachman et
al., 1983, pp. HN]

Compiled knowledge. Knowledge that encodes rules of
inference in which implied chains of reasoning are
suppressed for the sake of efficiency [Brownston et al.,
1985, Glossary).

A topic that deserves substantial attention here is "compiled"
knowledge. This 1is of interest to AI because it is this kind of
knowledge--together with techniques such as forward- and backward-
chaining--that has led to the success of AI problem solving in
expert systems. It is currently of particular interest Dbecause of
the recent research into giving expert systems the ability to reason
fraom first principles using deep as opposed to compiled knowledge
(see Chandrasekaran and Mittal, 1984). The topic of compiled

knowledge is also important for discussions in later chapters.

2.2.1. Sources of compiled knowledge

Much of the compiled knowledge used to date has been acquired
in that form from human experts, or compiled by hand. There are
also limited means of automatically compiling knowledge. Both of
these sources are important in later chapters, so each will be

briefly discussed in this introduction.



2.2.1.1. Precompiled knowledge and compilation by hand

Most compiled knowledge in the problem-solving literature was
simply acquired in that form during the knowledge acquisition phase
of building an expert system--the human expert uses this sort of
compiled knowledge to solve problems in his domain of expertise.
Another possibility is that the problem solving 1in some specific
cases 1is too slow. The knowledge engineer may decide to add some
high-level specific rules that replace the long reasoning process in

these cases.

2.2.1.2. Automatic knowledge compilation

While compiled knowledge is desirable for reasons of effi-
ciency, the rules are often awkward and difficult to understand,
modify and so on. A useful technique to avoid these problems is to
have the knowledge engineer work with knowledge of a certain grain
size [level of compilation, see Hobbs, 1985), and then automatically

compile the knowledge to a larger grain size.

Probably the best known example of automatic knowledge compila-
tion 1is the MACROP [macro operator] facility in STRIPS [see Bundy,
1983, pp. 60-62; Barr et al., 1981, pp. 131-134). The basic idea
is that after constructing a plan to achieve some task, the plan is
generalized (by replacing specific tokens with variables where pos-
sible) and saved for future use. The more of these MACROPS that
havé been saved, the less work the planner has to do on the fine

details--the grain size of the planner's work increases.

Another type of automatic knowledge compilation is to have a
preprocessor that takes a rule-base and compiles it into larger,
more efficient rules. This technique, 1like the construction of
MACROPS, has the advéntage that the knowledge engineer does not have
to write, modify, understand etc. rules with too large a granularity

(see Brownston et al, 1985, pp. 263-264).
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2.2.2. Reasoning from first principles

piled knowledge,

from first principles." This type of reasoning is used to supplement

the

After the initial success of expert systems that relied on com-

reasoning with compiled knowledge, primarily for reasons of

robustness and explanation.

The principle quality that general knowledge and inferen-
tial ability produces, over and above what expert rules do
is robustness. As new, unanticipated patterns crop up,
inflexible, compiled solutions fail. General problem-
solving abilities allow a more graceful degradation at the
outer edges of domain knowledge--a kind of conceptual
extrapolation--as well as permit interpolation between
high-level rules that are not complete within the
domain....

It should be noted that this type of knowledge 1is essen-
tially the antithesis of high-level macro-move expertise.
It is knowledge that is explicitly not compiled, so that
it may support general inferentiafnﬁrocedures. Applying
knowledge with general methods, however, 1is "inevitably
slower than using multi-step inferential rules. (Hayes-
Roth et al., 1983, p. 46)

This "reasoning from first principles" has also been advocated

for providing explanations of high-level reasoning.

2.3.

necessary to understand the AI problem-solving terms and concepts

Explanation in expert systems is usually associated with
some form of tracing of rules that fire during the course
of a problem-solving session. This is about the closest
to real explanation that today's systems can come, given
the fact that their knowledge 1is represented almost
exclusively as high-level rules. However, a satisfactory
explanation of how a conclusion was derived demands an
ability to connect the inference steps with fundamental
domain principles as justifications.... Each high-level
macromove can be justified only by recourse to the basic
principles that make it sound--the rule cannot be its own
justification. (Brachman et al., 1983, p. 48)

Summary

The purpose of this chapter has been to provide the background

appearing later in the thesis.

_13_
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The concept of search was introduced first. Then some methods
for performing search were surveyed. Of particular note were the
knowl edge-based techniques of forward-chaining and goal-directed

backward-chaining.

The issue of the compilation of the knowledge used by problem-
solving methods was then examined. The important concept here was
that problem-solving knowledge can be expressed at different levels
of compilation or granularity. The knowledge at higher levels of
compilation can be more efficient, and knowledge at lower levels of
compilation 1is robust and allows detailed explanations. Knowledge-
based problem-solving systems can contain knowledge of different
degrees of compilation, and may have mechanisms for automatically

raising the level of compilation.
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3. Background II: Systemic Grammar

Any work on text generation must give an account of the
linguistic formalism--adopted or created--on which the generation
process operates. This chapter is an introduction to the linguistic
formalism adopted here--systemic grammar. The linguistic represen-
tation plays a particularly important role in this thesis. Indeed,
an understanding of many of the computational text-generation ideas
requires an understanding of the underlying concepts in systemic

theory.

This introduction to systemic grammar begins with a short his-
tory focused on the major contributors: Malinowski, Firth and Halli-
day. Then the goals or aims of systemic grammar are outlined. Some
of the concepts from systemic theory which are most relevant to this
thesis are then discussed in detail. Finally, descriptions of the
stratification of systemic grammar, and in particular of the seman-

tic stratum, are given.

3.1. History

3.1.1. Malinowski

The origins of systemic linguistics clearly lie in the work of
the anthropologist Bronislaw Malinowski (e.g. 1923). From Mali-
nowski come two ideas that have had a profound influence on systemic
theory. The first is the observation of the inseparability of
language and its social and cultural context [Whorf must also be
credited as an influence on this point--Kress, 1976, pp. ix-x).
Malinowski argued that language could only be viewed and explained
with reference to the social and cultural milieu. It is important
to note the sharp contrast between this starting point of systemic
linguistics and the starting point of the structural/formal tradi-
tion: that language is a self-contained system (ibid., p. viii).
Most importantly here, Malinowski provided the idea of "context of
situation"--an abstract description of the contextual factors

influencing an utterance.



The second important idea from Malinowski is that 1language is
"functional"--it 1is wused to perform certain functions in society.
Of particular note is his grouping of the functions of a particular
language 1into broad but culturally dependent categories. For
instance, one of the functions of 1language in the Polynesian
societies studied by Malinowski 1is the "magical function" where

language is used to control the enviromnment (ibid., p. viii).

Malinowski's influence remained unmistakable as his ideas were
refined and developed by others. The first step in the refinement
process was to transfer the thinking of the anthropologist into a

linguistic framework.

i.l.g. Fir‘th

It was the linguist J.R.Firth who took Malinowski's ideas and
adapted them so they could fit into a linguistic theory. In partic-
ular he accepted the close relationship between language and society

put forward by the anthropologist.

One key notion in Firth's work was the concept of "system"
[fran which systemic grammar eventually took its name)--a set of
linguistic choices in a specific 1linguistic context (ibid., p.
xiii]. Firth's emphasis on differentiating (according to de
Saussure's dichotamy) this "paradigmatic" (system-based) description
and the "syntagmatic" (structureHbased) description set him apart

from the Bloamfieldian tradition (Halliday and Martin, 1981, p. 19).

Firth realized that words or sentences could not just be
related directly to a general context, but rather the context had to
be divided up into different levels--as he said, 1like "breaking
white light into a spectrum" [Monaghan, 1979, p. 185). Thus the
phonological choices must be made in a phonological context, gram-

matical choices must be made in a grammatical context and so on.

Another key observation was that the general situation types
described by Malinowski resulted in a "multiplicity of languages"

within a language as a whole [Kress, 1976, p. xiv]. This 1insight
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later led Halliday to the important concept of register [see Section
350

3.1.3. Halliday

Though Malinowski and Firth had made many important observa-
tions and insights, a complete linguistic theory had still not been
developed. Halliday took this previous work and extended and
refined it to produce the theory of systemic grammar (originally
presented in Halliday, 1961].

Halliday adopted Firth's emphasis on paradigmatic description,
and took it even further, to the point where the paradigmatic
description clearly dominates the syntagmatic description. Another
extension from Firth was the presentation of a coherent set of
categories which could be related to each other at the interface
between different 1levels of context (e.g. between the grammatical
and phonological levels. Kress, 1976, p. xv). Later work included a
grammar notation--system networks--and the work on register stemming
from Firth's "multiplicity of languages" [e.g. Halliday, 19?8]. The
remainder of this chapter will explore in some detail Halliday's

theory of systemic grammar.

3.2. The goals of systemic grammar

The previous sections have shown that the origins of systemic
grammar differ significantly from those of the currently dominant

school of linguisties. The roots of systemic grammar

... Were in anthropology and sociology, not in mathemat-
ies or formal logic. The questions that motivated its
development were not those of grammaticality or the
acquisition of linguistic competence, but those of
language as a social activity: What are the social fune-
tions of language? How does language fulfill these social
functions? How does language work? [Winograd, 1983, p.
273)

Some of the relevant goals of systemic grammar result from the
historical interests introduced in the previous sections. The first
of these is the goal of describing the function of language. There
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are several levels at which this description must be made. On one
hand there is what might be called the semantic function--an utter-
ance functions as a question or a statement, or part of an utterance
may identify the performer of an action or what 1is being talked
about . On the other hand there is what might be called the syntac-
tiec function--the "subject" of a clause, the "head" of a nominal-
group and so on. Thus one goal of systemic grammar is to capture
the subtle relationship between the semantic function, the syntactic
function and the form itself [ibid., pa 277 )5

Another important goal in systemic grammar, as in other gram-
mars, is the description of the constituent structure of language.
The concept of constituency is the same in systemic grammar as in
more traditional grammars, but the goal of describing the various
functional aspects of 1language will force a somewhat different

approach to this topic.

Finally, and of primary significance for the present work, an
important goal in systemic grammar is the classification at all lev-
els of linguistic alternatives. The classification of both social

situations and 1linguistic forms "plays a major theoretical role in
systemic grammar" (Winograd, 1983, p. 276). A result of this clas-
sification is that a systemic grammar embodies a paradigmatic

description of all the alternatives in meaning and in form available

to the speaker.

3.3. Important concepts in systemic grammar

A brief look at the history and goals of systemic grammar has
been presented, and an introduction to the theory itself will now be
given. This will not be a thorough linguistic treatment, but will
attempt to provide some insight into the concepts from systemic
grammar that play a significant role in the remainder of this
thesis. A good general overview of systemic grammar can be found in

(Winograd, 1983, Chapter 6).



3.3.1. Feature

Probably the best starting point is the notion of a "feature."
One of the primary goals of systemic grammar is classification [see
Section 3.2 above) and a feature can be defined as the name of a
class [Halliday and Martin, 1981, Glossary]. Some features of the

clause [classes to which a clause may belong), are declarative, fin-

ite, benefactive, negative, interrogative, positive and so on.

Now it should be apparent that these features are not all
independent. If a clause has the feature declarative then it cannot

also have the feature interrogative. Similarly if a clause is nega-

tive then it cannot also be positive. This leads to the concept of

"system."

3.3.2. System

A system is a mutually exclusive set of classes [or features)
and thus represents a choice or "potential." This description of
language in terms of choices is the "paradigmatic" description men-
tioned above. Note that this is important from the point of view of
classification and information theory--if a clause 1is 1labelled as

declarative it also means that the clause is not interrogative.

The next step is to observe that a particular choice 1is not
always applicable--e.g. a 1linguistic item 1is not always either

declarative or interrogative. Thus some sort of context must be

introduced to determine which choices are relevant when. For Firth,
the context was a structural one--the relevant choices were directly
dependent on the structure of the linguistic item. Halliday, how-
ever, made the radical step of defining the context in terms of
other choices. For instance the choice between declarative and

interrogative is only appropriate if the clause is indicative as

opposed to imperative.

Often a choice will depend on a logical combination of features
instead of on Jjust one. In any case, the features that must be

present for a system to be appropriate are called the "entry
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conditions" of the system. The system and entry condition relation-

ships can be illustrated by drawing a "system network."

3.3.3. System network

System networks display graphically the relationships between
features in the grammar. A system is illustrated by a "T" intersec-

tion (representing a choice between two or more features):

f1

declarative
£2 e.g.
f3 interrogative

Entry conditions are illustrated by simply drawing 1lines from the
entry conditions to the system:
declarative
indicative

wh-
interrogative

imperative ' polar

If several features are involved in entry condition relations--
either a feature acts as an entry condition to several systems or a
particular system has several entry conditions--this is illustrated
with curly brackets, "{" and "}" respectively. Disjunctive (not
necéssarily exclusive) entry conditions are represented by a square

bracket ("T" merge ) "]—".
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animate
*r_i"' subjective
question—[ objective
CASE reflexive
possessive
possessive-determiner

first

— personal PERSON second
feminine
third
GENDER [masculine
singular
neuter
NUMBER

demonstrative—{j; near plural

far
System networks for English pronouns

Figure 3.1 (from Winograd, 1983, p. 293)

Consider Figure 3.1. Here there is a variety of complex relation-
ships between features. Features are in lower case; system labels
are in upper case and aré merely for documentation. The feature
question 1is the sole entry condition for the system containing ani-
mate and is a disjunctive entry condition for the CASE system. The
feature personal is the entry condition for the PERSON systaﬁ and a
disjunctive entry condition for the CASE and NUMBER systems. The
feétures third and singular must both be chosen if the system'GENDER

is to be relevant.

In addition to features which are terms in systems, there are
features--called '"gates"-- which are simply dependent on some combi-
nation of other features, without choice. These could be thought of
as degenerate systems with only one feéture. The entry conditions
of gates are represented in exactly the same ﬁay as those of sys-

tems.
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past

«s o~ |present

future

.. dO_f il’li te

does
mass-subject

.+~ [Singular-subject
plural-subject

Figure 3.2.
A gate from a clause network (Mann/Halliday].

In Figure 3.2, if the features present and do-finite have been

chosen, and either mass-subject or singular-subject have been

chosen, then the feature does is chosen as well--there is no choice
here. The entry conditions to gates may be terms in systems or

other gates: in Figure 3.2 present, mass-subject, and singular-

subject are terms in systems, while do-finite is another gate.

Excerpts from the clause system network, and the pronoun system
net work [actually part of a 1larger noun network] have been
presented. System networks are required for constituents such as
the prepésitional phrase, the clause-complex (roughly corresponding
to a sentence] and so on. "The grammar itself thus takes the form
of a series of system networks, where each network represents the
choices available to a given constituent type,..." [deJoia and Sten-
ton, 1980, #685). Although there are clearly structural relation-
ships between the types of constituents, the system networks allow a
complete paradigmatic description--in terms of feature choices--to
be given for any particular constituent without referring to 1its

substructure at all.

3.3.4. Delicacy

As with any classification system, a system network for
syntactic objects can go to varying levels of detail. In
biology, an organism that is assigned a species feature is
more precisely described than one assigned only to a
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family or genus. The more precise the classification, the
more information is available about the object. 1In sys-
temic grammar, this scale of precision is called deli-
cacy.... [(Winograd, 1983, p. 296)

Delicacy applies to features and systems, and is clearly illus-
trated in system networks. Generally speaking, system networks
increase in delicacy from left to right. Some of the delicacy rela-
tions in Figure 3.1 are: the feature masculine is more delicate than
the feature personal; the system GENDER is more delicate than the
system NUMBER; the features subjective and objective are of equal

delicacy; and the system whose terms are question, personal and

demonstrative is the least delicate system.

3.3.5. Functional analysis

Another important concept in systemic linguistics is the idea
of "function." Functional analysis in systemic grammar consists of
more than just labelling linguistic items with terms like "Subject"
and "Agent." The theory provides for analysis of several functional
dimensions simultaneously, and indeed a large part of the linguistic

description consists of relating these analyses.

This gazebo was built by Sir Christopher

————————————— R e et 1
MOOD | Subject | Predicator| Adjunct

—————— e e e e e e e e e e e e
TRANSITIVITY | Goal | Aetion | | Actor
_____________ e —
THEME |  Theme ] Rheme

Figure 3.3. (Winograd, 1983, p.283)

Figure 3.3 shows three functional analyses of the same clause. Each
function 1is associated with one type of analysis. The function
Actor, for instance, is always used in the analysis of transitivity,
and the function Subject 1is always used in the analysis of mood.
The different analyses are related by '"conflating" functions from
different analyses [e.g. Subject, Goal and Theme are all interpreta-

tions of "this gazebo" above).

A consequence of this multidimensional functional treatment is
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that there are in fact several constituent analyses associated with
a linguistic item--one for each different functional analysis. This
thesis will use four functional analyses: transitivity, ergativity,

mood and theme.

3.3.5.1. Transitivity

The analysis of transitivity [see Halliday, 1985, p. 101-144;
Winograd, 1983, pp. 497-504) is an analysis of "process." The pro-
cess per gg.is represented by the function Process [realized by
"built" in Figure 3.3). The remainder of the set of functions

depends on the nature of the process.

The first type of process is "material" (Halliday, 1985, p.
102-106), a process of "doing" or "creating." The primary functions
are Actor and Goal. A Beneficiary appears in the case of benefac-

tive processes.

Jack gave the book to Janet
tm———— Fom————— Fmm e +

|Actor|Process| Goal | |Beneficiary|

the apples were eaten by Jack

If the process is "mental" [ibid., 106-112] then the functions

are phe Process, the Senser, and the Phenomenon.

I like cheeseburgers
Fmmm——— e ——— e L +

| Senser |Process| Phenomenon

cannons hurt my ears
Fm———————— e ————— e ———— +

Phenomenon | Process | Senser |

If the process is "verbal" [ibid., P. 129] then the functions

are the Process, the Sayer and what is usually an embedded clause,
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Beta.

I said it was cold
Fm———— Fom Fom e —————— +

|Sayer |Process|  Beta |

Finally, the process may be "relational" (ibid., p. 112—{28].
There are two kinds of relational process, each with its own set of
functions. There are "attributive" processes which involve an
Attribute and a Carrier.

the book is pathetic

There are also the "identifying" processes which involve the func-
tions Identifier and Identified.

Jack is the vice-president
e ——————— Fm———— i — +
| Identified|Process| Identifier |
B e T +
the fleas are his
Fm————————— Fm————— e —————— +
| Identified|Process|Identifier|
et +

3.3.5.2. Ergativity

Halliday [1985, pp. 144-157) has argued that transitivity is no
longer as important an analysis of English as it once was. The idea
of transitivity is that there is a process and an Actor, and the
question is whether or not the process extends beyond the Actor to
something else (the Goal) (ibid., p. 145).
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a) the gun fired (intransitive)

b) the gun fired the bullet (transitive)

Here "the gun" is the Actor in each case, and b] is transitive
because the bullet is the Goal. However, according to Halliday
(ibid.) the majority of high-frequency verbs that can be either

transitive or intransitive, yield pairs such as:

a] the glass broke [intransitive]

b] the singer broke the glass [transitive]

Here the relationship isn't really transitivity at all. The process
of the glass breaking in a] does not extend to the singer in b] as
did the firing of the gun in the previous example. The distinction
being made in this case is whether the process was caused or not--
ergative or non-ergative processes respectively. The functions used
for the ergative analysis are the Process, the Agent [called the
Causer in some of the earlier literature], the Medium (earlier

called the Affected), and perhaps the Beneficiary.

the glass broke

—————— i e i e e
ERG | Medium |Process|
------ A L L P
TRANS | Actor  |Process|
—————— B om s ot o st o et o

the singer broke the glass

+

| Agent |Process| Medium |
------ B T e O o

|

+

Actor ]Process| Goal I

Notice that the Medium is constant in the above examples, whereas
the Actor shifts in the transitivity analyses. Both the transi-
tivity and ergativity analyses, as well as their interaction [sane-
times the Medium is conflated with the Actor, sometimes with the

Goal) are useful.
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3.5.3. Mood

The functional analysis of mood (Halliday, 1985, pp. 68-100) is
slightly more complex than that of either transitivity or erga-
tivity. This is because there is more than one level of analysis.
At the top level the functions used are: Mood, Residue and, option-

ally, Moodtag.

the man has eaten the steak

Each of these functions is divided or "expanded" into a number of
subfunctions. The Mood is expanded into the Subject and the Finite,
the Residue is expanded into the Lexverb (this differs from much of
the systemic literature] and the Residual, and the Moodtag is
expanded into the Tagsubject and the Tagfinite.

the man has eaten the steak

Fm—————— Fm————— e ——— e ———— +

]SubJect FinlteILexverb[ Residual [

e ittt +

] Mood [ Residue |

A e e ———————————————— +
let's find the answer shall we
o ———— t—————— ————— e —————— Fo o ————— +
| Subject |Lexverb| Residual [Tagfin1te|Tagsubject|
fmm————— T e +
| Mood | Residue ] Moodtag |
e +

Like the analysis of mood, the analysis of theme [ibid., pPp.
38—67) involves several layers of functions. At the top layer are
the functions Theme and Rheme. The Rheme is not expanded further,
but £he Theme is expanded into the Textual, the Interpersonal, and

the Topical. These are expanded further in (Halliday, 1985) but the
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further subdivisions are not used here. The Topical is usually con-
flated with the Subject, the Interpersonal is a modal adjunct
(ibid., p. 50), and the Textual is a conjunction or conjunctive

adjunct [ibid., and especially Halliday and Hasan, 1981, Chapter 5].

perhaps my team will win
¥ NS R, b i e P +
| Int erpersonal | Topical | [
g s e +
] Theme | Rheme |
e e e e g i

in other words to be honest they are bad

S — S S — S +
| Textual Interpersonal |Topical | ]
e e N — +
| Theme | Rheme |
e e i o e e e e +

3.3.5.5. Information

Another functional analysis is important when working with
speech. This is the analysis of "information structure" and
involves the functions Given and New (Halliday, 1985, pp. 274-251;
Winograd, 1983, pp. 505-506). The portion of a "tone group" (often
a clause] conveying informatidn already possessed by the hearer
functions as Given; the portion of the tone group conveying informa-
tion new to the hearer functions as New. Information analysis is

germane to issues of stress, intonation and word order.

Since the information analysis is largely concerned with speech
issues, it has been excluded from this work to avoid the added com-

plexity.

3.3.5.6. Functional analysis for groups

The functional analysis of the group is much less camplex than
that of the clause. Although relatively complex group analyses are
provided in (Halliday, 1985, p. 159-175), the simpler analyses given
in (Halliday, 1976a, p. 131-135) are used here. The only substan-

tial group network used is the nominal-group, because the verbal-
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group is treated in the analysis of the clause. The functions
appearing in the analysis of the nominal-group are the Numerative [a
quantifier), the Deictic (usually a determiner), and the Head (often
a noun, pronoun, substitute etc., but may be conflated with either
of the other two functions);

a few of the castles
tm———————— Fmm————— e ———— +

|Numerative |Deictic| Head |

those castles
e ——— Fommmm +

|Deictic| Head |
+

some castles
Fm———————— —————— +

|Numerative | Head |

(1'11 take) a few of those

Fmm Fmm————— +
[Numerative[Deictic|
e ————— Fm————— +
[ | Head |
e +

3.3.6. Rank

Although the emphasis in systemic grammar is primarily on the
functional issues of language, it still must relate this function to
structure. This requires a structural analysis that is similar to
that found in the traditional "immediate constituent" grammars, but
that is also consistent with all of the different functional ana-
lyses. The deep, narrow trees [where each node has a small number
of constituenta) produced by immediate constituent grammars typi-

cally will conflict with at least one of the functional analyses.

Systemic grammar therefore adopts an approach called "minimal
bracketing" (where constituents are grouped together in a separate

level of structure only when absolutely necessary, see dedJoia and

_29_



Stenton, 1980, #3). In fact there are only a small, fixed number of
groupings called units: the "clause-complex," the "clause," the
"group"/"phrase," the "word," and the "morpheme." The minimal brack-
eting of a "rank grammar" has a significant effect on the consti-
tuent analysis: the constituent treés are short and bushy rather

than long and narrow.

Clearly there is a hierarchical relationship between the vari-
oﬁs units. The constituents of a clause, for instance, will usually
be groups'and words, while the constituents of a group will tend ¢to
be words. For this reason the relationship between these various
units is called rank. Since all constituents in systemic grammar
are at one of these ranks, systemic grammar is called a "rank gram-
mar" (see deJoia and Stenton, 1980, #608, #609). Note that the top
and bottom ranks [elause—complex and morpheme) will not be used in
this work.

A constituent normally realized by units at a particular rank
may occasionally be realized by a wunit of a higher rank. For
instance the Deictic in a nominal-group is normally an item at the
word rank (e.g. "that" in "that hat"). 1In the case of a possessive
determiner, however, the Deictic may be a nominal-group acting as a

word (e.g. "the elephant's trunk"]. This is called "rankshifting."

Although "rank" and "unit" are important concepts in systemic
theory, they do not appear to play a significant formal role [see
Chapter 6], contrary to what one might expect given their praminence
in the systemic literature (Halliday, 1961, for instance). This is
largely due to the phenomenon of '"rankshifting," since no formal

restriction can be placed on the rank of constituents.

It is important to distinguish between "rank" and "delicacy."
It is weasy to confuse these two scales of abstraction, but in fact

they are orthogonal. The feature nominal-group is not more delicate

than the feature clause; they are each the least delicate features
at their respective ranks. Starting at the feature clause, and

increasing in delicacy to finite to indicative to interrogative, the

description is not moving toward smaller constituents, but to finer
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distinctions between classes of clauses.

3.3.7. Realization rules

The features and system networks have been introduced, as have
been the ideas of functional analysis and rank. But there is a gap
left to be filled between the features and system networks on the
one hand, and the functional analysis and constituent structure on
the other. This gap is filled by the "realization rules" attached

to the features in the grammar.

The realization rules can be regarded as specifying the struc-
tural implications of the feature to which they are attached. Ele-
ments of structure are represented in realization rules by their
function [e.g. Subject , Agent]. The set of functions described in
Section 3.3.5 is fairly standard, but unfortunately the realization
relationships vary from source to source, and there seems to be no

standard notation for even the widely-used ones.

The notation used in this thesis is taken from [Mann/Halliday].
An additional convention of enclosing realization rules in
parentheses has been introduced. Some examples of the various real-

ization rules and their associated features will now be presented.

3.3.7.1. Conflation (/)

A realization relationship that seems to be used universally in
sfstenic grammars is "conflation™ [the symbol is "/" in
Mann/Halliday but "=" in Winograd, 1983, p. 305]. This states that
the same 1linguistic item realizes more than one function. For

instance the feature unmarked-declarative-theme has the realization

rule [Subject / Topical), as in "Jack was applauded by the Duke,"
where "Jack" is functioning as both the Subject and Topical:
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Jack was applauded by the Duke

————— e e S At ST Y

MOOD ISubJect[ ]

THEME|T0p10a1| |
————— Bt et

3.3.7.2. Expansion (())

The "expansion" realization rule takes two arguments: a func-
tion to be divided into subfunctions, and one of the subfunctions.
For instance, in Section 3.3.5.3 Mood was expanded into Subject and
Finite--this is written as the two realization rules (Mood(Subject))
and (Mood(Finite)), attached to the features indicative and finite
respectively. Similarly, [Theme[Topical]) is attached to topical-

inserted, and so on.

Expansion is indicated in the structure diagrams where there
are two levels of the same analysis, and one of the functions in the
bottom row spans exactly the same distance as two or more functions
in the top row. The expansions (Mood(Subject)), (Mood(Finite)),
[Residue(bexverb]), [Residue[Residual]), (Moodtag{Tagfinite)] and
[Moodtag(Tagsubject]] are drawn:

the man has eaten the steak has he

Fm—m s e g o e T fmmm——————— +
|Subject|Finite|Lexverb]Residual |Tagf1n1te Tagsubject |
e O - S +
| Mood ] Residue [ Moodtag |
O +

Another realization relationship is "adjacency." This states
that the 1linguistic items realizing two particular functions are
adjacent in the structure. Consider the feature declarative, which
has the realization rule (Subject "~ Finite), where """ is the symbol
for adjacency. For instance, in "Jack was applauded by the Duke,"
"Jack" is the Subject, and "was" is the Finite element. The feature

finite has the realization rule (Mood ~ Residue). In the same
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example, which 1is also finite, "Jack was" is the Mood, and
"applauded by the Duke" is the Residue.

Jack was applauded by the Duke

e ———— Fm———— e e +
| Subject” Flnitel ]
i e T +
| Mood Residue |
o e +

Same other grammars use a realization relation which merely indi-
cates that one of the functions appear after [as opposed to immedi-
ately after] the other (e.g. Winograd, 1983, p. 305; Mann et al.,

1983). This can be used instead of, or as well as, adjacency.

A special case of adjacency is that in which an item is a left-
most or rightmost constituent, and therefore adjacent to the boun-
dary. The feature clause has the realization rule [# " Theme) indi-
cating that in all clauses the Theme is at the beginning. This
thesis treats the boundary symbols as quasi-functions that apbear in
adjacency statements like other functions. Mann et al. (1983] have
opted to have special realization relationships called "order-at-
front" and "order-at-back" which take one real function as an argu-

ment. These are simply two notational variants on the same theme.

Since it is convenient to be able to state, for instance, that
Subject 1is the leftmost subfunction of Mood, a new symbol has been
introduced to denote the boundary of an expanded function: %. The
realization rule [% ) Subject] indicates that Subject is the left-
mdst subfunction of some expanded function. This is not ambiguous
since a function can only be a subfunctioh of at most one function-
-though it can be associated with other expanded functions via conf-
lation. For instance Topical is a subfunction only of Theme, and
Subjeeﬁ is a subfunction only of Mood, and the Subject and the Topi-
cal may be conflated; but there can be no realization rules
(Mood(Topical)) or (Theme(Subject)). Expansion, together with conf-
lation, allows very complex structures to be specified. For
instance, (Mood(Subject)), (Mood(Finite)), (% " Subject), (Finite
%) (Theme(Interpersonal)), (Theme(Topical)), (% ~ Interpersonal),
(Topical ~ %), (# " Theme) and (Subject / Topical) constrain the
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first three items in the clause to be the Interpersonal, the

Topical/Subject followed by the Finite:

perhaps this teapot was P
—_—————— e e ——— e ———— e
[ %" Subject ‘Finite"}
MOOD #====mmmmm = e B
| | Mood |
~~~~~~ e e e
4" Interpersonal” Topical "%
THEME #========-==c=-—momoeoomoe ¥
# = Theme ]
—————— e — ¢

The grammar may require a function to be realized by a particu-
lar lexical item. This is indicated by the realization relationship
"lexify." This is most often found at the word rank, but is also

found at the clause and nominal-group ranks.

In fact lexify is not used in the clause network
(Mann/Halliday) but was adopted from (Mann et al., 1983, see p. 25)

for convenience. For instance the feature speaker-subject was given

the realization rule [Subject = I) as in:

I like that

3.3.7.5. Preselection [:]

A realization rule that 1is particularly important in this
thesis 1is "preselection” [the symbol ":" is used in Mann/Halliday,
but it is called "classification" with the symbol "/" in Winograd,
1983, p. 305]. This is the form of realization used to interface
the different system networks. Sometimes classification at the
clause rank, for instance, implies classification for its consti-
tuents at other ranks. A preselection classifies a linguistic item

(identified by a funetion] by selecting a feature for that item from
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a network representing a lower 1level of «classification. For

instance, the feature speaker-subject mentioned above has the reali-

zation rules [Finite * !first—person] and (Finite $ !v—singular)
which preselect, from the verb network at the word rank, the
features classifying the Finite as a first person singular verb.
The grammar described in (Mann et al, 1983) uses the symbol "!I"
instead of ":" when preselecting lexical features because that gram-
mar has no networks at the word rank (e.g. (Finite ! pastform)
ibid.; D 45). Even though the grammar used here does have word
rank networks, it is useful to distinguish preselections from the
word rank to avoid confusion where it is not clear to which rank a
feature belongs [e.g. it may not ©be clear if the feature name

singular has been used in the nominal-group network or the noun net-

work). Thus 1in the grammar described throughout the present work,
the symbol ":" is used for all preselections, but features at the
word rank are prefixed with a "I" [!singular as opposed to singu-

lEEJ' This is purely a notational convention to aid the reader;

there is no linguistic or computational significance.

This (Function 3 feature) notation is fine so 1long as the
feature applies to the constitueﬁt immediately below that
represented by the function in the constituent tree. In the case of
Finite, it is realized by a verb so there is no problem preselecting

the verb features !first-person and !v-singular.

However, consider the case of the feature proper-subject in the
clause netwark [Mann/Halliday]. The problem is that the Subject

will be realized by a nominal-group, and what is really needed 1is
for the feature !proper to be preselected for the Head of that
nominal-group--not for the nominal-group itself. This cannot be
done with the notation currently in the systemic literature, short
of introducing a special feature (e.g. Eroper] at the group rank
which itself has the realization rule [Head - !proper]. This inter-
mediate feature addition has been avoided here by wusing a "path
notation" for preselection realization rules. Instead of just giv-
ing the single function, a whole path of functions are specified,
separated by the symbol "<" (symbolizing the constituent tree). The
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feature proper-subject has the realization rule [Subject(Head

Iproper) .*
the Mercedes was black
—————— e e e ————
CLAUSE{ MOOD | Subject |Finite| ]
=======I=======+=======t+===t3=:::==3+ —————— F———— +
GROUP { #Deictic| Head #
e +

The group analysis is separated from the rest of the diagram by a

double line to indicate that it is not part of the clause analyses.

Paths can easily be represented with and read from a structure
diagram. For 1instance, in the clause "Jack's Uncle's hat was

mashed"; where there are several embedded groups:

Jack's Uncle's hat was mashed

——————— tm———pm b e b e e ——
CLAUSE{  MooD | Subject -  |Finite|Lexverb|
EssEsSsSSSaSSSssSse oo osEssaaSsEESeESEIESEteme——— Fm—————— +
GROUP { # Deictic |Head #
SsESSsESsSsSSsSsssssstessossosoSssososssasSas+
GROUP { #Deictic|Head #
GROUP { #Head#

F———t

Jack's Uncle's hat is the Subject

Jack's Uncle's is the Subject<Deictic

Jack's is the Subject<Deictic<Deictic

Jack is the Subject<Deictic<Deictic<Head
Unclé is the Subject<Deictic<Head

hat is the Subject<Head

¥ Although this added notation may not appear to be justified by
the few cases for which it is needed, it is essential for other
reasons discussed in Section 3.4.4,
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3.3.7.6. No insertion/inclusion (+)

One type of realization rule which is almost universal in the
systemic literature but not used here is "insertion" (Mann et al.,
1983, p. 25), also called "inclusion" (Winograd, 1983, p. 305) and
represented by the symbol "+"., For instance, the feature finite
(Mann/Halliday) has the realization rule (+ Finite) meaning that
finite clauses have Finite elements. The feature determined in a
nominal-group network may have the realization rule (+ Deictic)
meaning that determined nominal-groups have an element functioning

as Deictic.

This type of realization rule has not been implemented here
because in any grammar detailed enough to be used in an automatic
text-generation system, the functions that are inserted will always
appear in other realization relationships [at least when given the
set of relationships outlined above). Therefore the insertion
statements are at least technically redundant. It could perhaps be
argued that it is wuseful to provide insertion statements for
linguistic clarity, but the author's experience has not indicated
this [e.g. Note in Winograd, 1983, p. 305 that inclusion is almost
always combined with another realization relationship in the same

rule).

3.3.8. The metafunctions

Following Malinowski's observation that language functions can
be grouped 1into abstract categories, Halliday has identified three
general "metafunctions" in adult language.¥* These provide a valuable
conceptual grouping, but 1like "rank" do not play a formal role in
the model.

¥ Halliday's work concerning the functional aspects of the
language of young children reveals a larger number of less
developed "macro-functions™" [e.g. Halliday, 1978, pp. 50, 55-56,
and especially 121). There may be some confusion because the term
"macro-function" was used in earlier writings (e.g. Halliday,
1973) to also refer to what are now called metafunctions.
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3.3.8.1. The ideational metafunction

The ideational metafunction 1is language functioning to
represent the "world" in general--processes, events, actions,
objects etc., as well as logical relationships between them (Halli-
day, 1978, p. 21).

3.3.8.2. The interpersonal metafunction

The interpersonal metafunction is 1language functioning to
express roles of the speaker in the discourse. The speaker is com-
municating: what is being talked about, the relationship with the
hearer [e.g. contradicting, supporting], how strongly the text is
believed, whether or not the speaker is happy about what 1is being

said, and so on [ibid.).

3.3.8.3. The textual metafunction

The textual metafunction of language is to organize the text in
such a way that it is internally cohesive, and fits into both the
larger discourse and the social situation in general. In other

words it ensures that the text is relevant and coherent [ibid.].

3.3.8.4. Metafunction and linguistic description

Although the metafunctions can be correlated with the different
functional analyses, in keeping with the spirit of systemic grammar
thé metafunctions have their basis in the paradigmatic description.
Looking at system networks of natural languages, Halliday noted that
there tends to be a high degree of interdependence among some groups
of features and relatively low interdependence between these groups.
The groups of features correspond to the three metafunctions men-

tioned above.

In origin ..., the concept of metafunction is an empirical
claim about the paradigmatic organization of the clause
systems in English. (Martin, 1984)

Halliday claims {1978, p. 21—22] that these metafunctions are
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common to all adult natural language [not Jjust English). Presumably
other languages may have others, such as the "magical"” metafunction

observed by Malinowski in the Polynesian languages he encountered.

The functional analyses presented above are correlated with the
three metafunctions. The realization rules attached to ideational
features in general specify the transitivity and ergativity ana-
lyses, the realization rules attached to interpersonal features in
general specify the analysis of mood [as illustrated by Figure 3.4),
and the realization rules attached to textual features in general

specify the theme analysis.

imperative
finite
Mood|(Finite) ) declarative
Mood " Residue) indicative (subject ~ Finite)
(Mood(Subject))
non-finite interrogative
Figure 3.4

An excerpt from the interpersonal section
of the clause network.

3.3.9. Recursive systems

The multi-dimensional functional analysis and the principle of
minimal bracketing have led to a serious problem with the system
network notation. The advantages of minimal bracketing are often
illustrated using the example of "parataxis." Parataxis is simply a
logical combination of items of the same rank forming a list (see
Halliday and Martin, 1981, Glossary--e.g. "John and Bill and Mary,"
"the red one, the blue one, or the black one," this list of examples
and so on]. The minimal bracketing principle says that paratactic

structure should be flat:

Whereas immediate constituent grammars would form the 1list recur-

sively, resulting in a tree:
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Since the paratactic lists can be arbitrarily long, some recur-
sive mechanism 1is needed to produce the structure. The solution
suggested in the current systemic literature is the "recursive sys-

tem," which amounts to a loop in the system network.

e.g. ( incomplete )

complete

Hudson (1971, p. 61-62) claims:

The big advantage of allowing recursion of this kind in
the system network, rather than in rules that affect the
structure directly, is that it does not add unwarranted
structure. If we use a phrase-structure rule, such as 'x
-> x+x' then we can generate nothing but binary struc-
tures, whereas we really want to generate single layers of
structure with any number of ICs. In TG theory, the way
has been found out of this dilemma by the introduction of
a new bit of theoretical apparatus, the 'rule schema', but
in systemic theory, no special apparatus is needed. We
allow 'incomplete' to occur any number of times in the
paradigmatic description of an item, by a recursive sys-
tem, and then we map each occurrence of 'incomplete' onto
a separate element in the item's structure.

Despite Hudson's claims, it is readily apparent that there are
some problems with recursive systems. If features are the name of a
class, then the distinction made here involves the number of times
an item belongs to a particular class, which makes little sense.
Hudson proposes to abolish the one-to-one correspondence between
classes and features. This not only introduces new theoretical
problems, but also does not really solve the origiﬁal problem. For
instance, feature X in the example is really only an entry condi-

tion for the first occurrence of the choice--not those following--
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yet the entry condition in the network is always a disjunction
involving x. More seriously, the functions in the realization rules
inside the 1loop would need to be indexed [as Halliday and Martin,
1981, Glossary, say they are), and almost certainly require vari-
ables (e.g. (Fn "~ Fn+1)).

Given the problems with recursive systems, it is not surprising
that they have not been implemented in previous text generation pro-
jects [e.g. Davey, 1978, says he is not convinced that recursive

systems are the answer to the problan].

There are sane general approaches that might lead to a satis-
factory solution. All of these retain the one-to-one correspondence
between features and classes. First, since it appears that even
following Hudson's radical proposal the functions would have to be
indexed, the result ends up looking very much like a schema anyway.
Perhaps it would be best just to remove the recursive entry condi-
tion and treat features with indexed functions as schemas of some

sort.

The suggestion in McCord (1975, p. 211) is that new realization
relations could be introduced that operate uniformly on lists of
structure nodes. For instance there could be a realization relation
"listify" that is similar to "lexify" but associates a list of lexi-
cal items with a function. The problem here is that paratactic ele-
ments [for example] may not always be treated uniformly (e.g. "John,
Bill, and Mary"]. This suggestion has the advantage of not requir-
ing an entirely new mechanism to be added to systemic grammar, but

it is not clear that it will be sufficient in all cases.

There is no doubt that a replacement needs to be found for
recursive systeamns. This is a major theoretical problem that
severely restricts the abilities of systemic text generators.
Nevertheless, no attempt has been made to remedy this situation
here; system networks are required to be loop-free and parataxis has

been avoided.
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3.4. The strata

Halliday adopts

..+ the general perspective on the linguistic system you
find in Hjelmslev, in the Prague school, with Firth in the
London school, with Lamb, and to a certain extent with
Pike--language as a basically tristratal system: seman-
tics, grammar, phonology. (Halliday, 1978, p. 39)

It should be pointed out that "grammar" here refers to 1lexi-
cogrammar, i.e. it includes vocabulary. Also, "phonology" should
really be expanded to "phonology/orthography" to include writing as
woll as speaking (as Halliday often does elsewhere in his writings).

It is important to understand that the relationship between
these strata is not one of delicacy; for instance, phonology is not
just a more detailed continuation of the grammar. Each stratum has
its own relationships and dimensions of abstfaction——this is the
point of stratification. Semantics, grammar and phonology are each
described in terms most appropriate to that particular aspect of
language. The result is three different but not independent

representations of language.

Although the three strata are different representations, the

representation language for the most part 1is the same. Each

description is organized as systems of features. As stressed ear-
lier, this means that the representation at each of the strata is a

description of "potential.”

3.4.1. The semantic stratum

The semantic stratum is a representation of the speaker's
"meaning potential": using Halliday's gloss, this is what a speaker
"can mean." For instance, suppose a mother wants to control the
behaviour of her child by issuing a threat. There are two potential
choices: she may threaten the child's privileges, or she may
threaten some form of physical punishment. The semantic stratum will

be discussed in detail in Sections 3.5 and 3.6.
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3.4.2. The grammatical stratum

The grammatical stratum is a representation of what the speaker
"ecan say" [in the sense of “formulate"). A typical choice here is
between an indicative and an imperative clause. The grammatical

stratum has already been discussed in some detail in this chapter.

3.4.3. The phonological/orthographic stratum

The phonological/orthographic stratum is a representation of
how the speaker "can sound" or "can write." Typical kinds of choices
here are whether or not to emphasize a particular word in the case
of phonology, or what punctuation to use in orthography. This stra-
tum will not be discussed further because it follows the same
theoretical principles as the other two strata, and has not been

impl emented.

3.4.4. Interstratal preselection

Although the strata have been presented as independent
representations, they are clearly related. The relationships are
represented through interstratal preselectioﬁ, which is essentially
the same as the preselection between ranks described earlier.
Features at the semantic stratum may have realization rules which
preselect grammatical features. Similarly, grammatical features may
preselect features from the phonological/orthographic stratum. As
Halliday (1973, p. 85) says:

In general the options in a semantic network will be real-

ized by selections of features in the grammar--rather than

'bypassing' the grammatical systems and finding direct
expression as formal items.

Thus, sets of features at the semantic stratum are mapped,
using preselection, onto sets of features at the grammatical stratum
which are, in turn, mapped onto sets of features at the
phonological/orthographic stratum. At the phonological/orthographic
stratum there is no lower stratum.from which to preselect, so the

realization is in terms of physical characteristics instead of
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features.

Note that there is no restriction on the rank from which gram-
matical features are preselected. The semanties can, and in most
grammars probably must, preselect sdne features from each of the
clause, group and word ranks. This means that the path of preselec-
tions from the semantics to the word rank can involve several steps.
For instance, in the case of the Subject, the number is important at
the clause rank, so the semantics may preselect the feature

singular-subject. One of the realization rules of this feature

preselects the feature singular from the nominal-group network.
This in turn results in the feature !singular being preselected from
the noun network (for the Head function). In other cases, for
instance to preselect a lexical entry like !floor, the semantic
stratum preselects the feature directly from the word rank. In
other cases the semantic stratum choses from the nominal-group

network--for instance, to preselect features 1like non-possessive-

nom, which preselects the feature !non-possessive for the Head. It

makes no difference what the preselection path is. For instance all

the above features at the word rank are entry conditions to a gate:

... 1floor

... !non-possessive "fl?or" ]
!Noun = floor
... !singular

Since there is no phonological/orthographic stratum, the "lex-
ify" realization rule above simply associates a lexical item with

the function.

3.5. The semantic stratum

The semantic stratum, as it appears in the systemic theory, is
particularly relevant to systemic work on text generation. This is
because the semantic stratum must act as the interface between the

extralinguistic inference and the grammar. Although systemic
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grammar has been used in several text-generation projects, the
semantic stratum as described in [Halliday, 19?8) has never been
included. For these reasons the semantic stratum will be given some

extra attention here.

The term "semantic" in systemic theory has quite different con-
notations than it does in other branches of linguistics. 1In sys-
temic linguistics "semantices" includes much of what is‘ normally
referred to as "pragmatics," and it is not represented or defined in
terms of truth functions. Semantics here is directly related to
Malinowski's notion of "context of situation." In fact Halliday ori-
ginally used the term "contextual" to refer to this stratum.

All language functions in contexts of situation, and 1is
relatable to those contexts. The question is not what
peculiarities of vocabulary, or grammar or pronunciation,
can be directly accounted for by reference to the situa-
tion. It is which kinds of situational factor determine
which kinds of selection in the linguistic system. [Halli-
day, 1978, p. 32)

Thus, in systemic theory, the context becomes the key to the
semantiecs. Clearly, in this case a more precise notion of "context"
is requiréd. To this end Halliday and others have developed the
idea of "register."

Types of linguistic situation differ from one another,
broadly speaking, in three respects: first, what is actu-
ally taking place; secondly, who 1is taking part; and
thirdly, what part language is playing. These three vari-
ables, taken together determine the range within which
meanings are selected and the forms which are used for
their expressions. In other words, they determine the
'register'.

The notion of register is at once very simple and very
powerful. It refers to the fact that the language we speak
or write varies according to the type of situation. This
in itself is no more than stating the obvious. What the
theory of register does is to attempt to uncover the gen-
eral principles which govern this variation, so that we
can begin to understand what situational factors determine
what 1linguistic features. (ibid., pp. 31-32).

The three respects in which situations differ, as just
described, are termed: field--"what 1is actually taking place";

_1;5_



tenor--"who is taking part"; and mode--"what part language is play-
ing" (Halliday, 1978, passim). Field, tenor and mode are useful
conceptual groupings that play a similar role to the metafunctions
at the grammatical stratum. Also, like the metafunctions, they do

not appear in the formal model.

3.5.1. Field

The field is the socially recognized physical setting in which

text occurs, including the activities in progress.

The tenor is a characterization of the relationship between the
participants. This includes not just their respective social posi-
tions, discourse roles etc., but also the emotional issues of the

moment .

3.5.3. Mode

Mode refers to the role language is playing in a particular
situation. This involves characteristics of the text such as
whether iﬁ is spoken harshly or written, and so on. It also
involves the social function the text is performing, e.g. being

descriptive, being persuasive ete.

Field, tenor and mode define the register of a social context.
The semantic stratum is represented as a system network that speci-
fies the choices available in field, tenor and mode--i.e. it 1is a

paradigmatic description of register.

3.5.4. Register and metafunction

Hall iday [ibid.] relates field, tenor and mode individually and
as a group to the metafunctions at the grammatical stratum [see Sec-
tion 3.3.8]. Both register and metafunction provide broad organiza-
tional principles to explain the relationship between features or
sets of features at their respective strata. Individually, field 1is
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related to the ideational metafunction, by stating the general prin-
ciple that semantic features associated with field tend to preselect
ideational features. Tenor and the interpersonal metafunction have

the same relationshiﬁ, as do mode and the textual metafunction.

As an illustration, Halliday briefly describes two registers as
follows (ibid., p. 226 and p. 115 respectively):

Field: Instruction: the instruction of a novice
- in a board game (e.g. Monopoly) with equipment present
- for the purpose of enabling him to participate

Tenor: Equal and intimate: three young adult males;
acquainted

- but with hierarchy in the situation [2 experts, 1
novice)

- leading to superior-inferior role relationships

Mode: Spoken: unrehearsed Didactic and explanatory, with
undertone of non-seriousness

- with feedback: question-and-answer, correction of
error

Field Child at play: manipulating movable objects (wheeled
vehicles) with related fixtures, assisted by adult; con-
currently associating (i) similar past events, (ii] simi-
lar absent objects; also evaluating objects in terms of
each other and of processes.

Tenor Small child and parent interacting: child determin-
ing course of action, (i) announcing his own intentions,
(ii) controlling actions of parent; concurrently sharing
and seeking corroboration of own experience with parent.

Mode Spoken, alternately monologue and dialogue, task-
oriented; pragmatic, (i referring to processes and
objects of situation, (ii relating to and furthering
child's own actions, [iii] demanding other objects; inter-
posed with narrative and exploratory elements.

Here are sane examples of interactions between register and the
grammar: In the second example, when assistance from the adult is
the subject matter, the ideational features related to benefaction
are relevant to the field. Similarly, when similar events are
recalled, the ideational featﬁre past will be preselected. In the
case of tenor, interaction with the parent will require pﬁeselecting
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the interpersonal features concerning "person." Determination of
course of events will mean preselecting interpersonal mood and
polarity features. In the case of mode, reference to objects and
situations will involve anaphoric and exophoric reference by

preselecting textual features (ibid., p.117).

3.5.5. A closer look

Unfortunately, there has been little detailed work done on the
semantic stratum, and several important issues are yet to be

resol ved.

For instance, one of the most important aspects of the grammat-
ical stratum is the specification of grammatical structure. Halli-
day (1978, p. 41) admits:

We know more or less what the nature of grammatical struc-
ture 1is. We know that constituent structure in some form
or other 'is an adequate form of representation of the
structures [at] the lexicogrammatical level. It is much
less clear what is the nature of the structures [at] the
semantic level.... [When working with the language of
young children] it has been possible to bypass the 1level
of semantic structure and go straight into lexicogrammati-
cal constituent structure. That's all right for certain
limi ted purposes. But ‘there 1is obviously a limitation
here, and when we attempt semantic representation for any-
thing other than these highly restricted fields, it is
almost certainly going to be necessary to build in some
concept of semantic structure. But what it will look like
exactly I don't know. I don't think we can tell yet.

For reasons of convenience, and since it seems to be adequate
for the 1limited examples presented here, the realization rules at
the grammatical stratum have been used at the semantic stratum as
well . In other words, a simplifying assumption has been made that
the structures at the semantic stratum are directly analogous to the
structures at the grammatical stratum. This implies that there are

semantic functions analogous to Agent, Subject etec.
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3.6. Example

An example of the semantic stratum for a typical expert system
domain would be ideal at this point, but unfortunately the only
example from adult registers that Halliday presents in any detail is
that of a mother threatening her child. Nevertheless, this will be

sufficient to illustrate the ideas discﬁssed in the previous sec-

tion.
get-attention
command—[
unmar ked-command
loss-of
privilege :
rejection immediate
decision deprivation
pending | unmarked
resolution={ time
deferred
obligation
mother-centred
child-centred
adult-centred
-
child-centred
chastisement
authority-figure
punishment
non-cond explicit-repetition
condi tional non-repetitive reason
logical-cond alternative
non-log-cond straight
explanatory
exclamatory
Figure 3.5

Some semantic choices
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Figure 3.5 shows sane systems fran a semantic system network--

the gates and realization rules have been omitted.

Note that this network represents only some of the choices for
some very restricted registers. The choices illustrated here are
mainly to do with tenor--the shecific relationship between the
mother and her child. For instance, in the case of explanatory on
one hand, the mother 15 acting as an informant and backing it wup
with a threat; in the case of exclamatory on the other hand, the
mother is setting herself up as the authority and telling what the
consequences of disobedience will be. For instance, if the features

straight, explicit-repetition, chastisement, adult-centred, non-

log-cond, conditional, and punishment are chosen with explanatory,

the result is "you mustn't do that, next time I'1l1l smack you". T
exclamatory is chosen instead, the text is "don't do that, nexf time
I'll smack you". Alternatively, the mother may set herself up as an
intermediary between the child and an "authority figure" who is to
carry out the threatened action. For instance, suppose instead of

chastisement above, the featﬁre authority-figure is chosen. The

resulting text may be "don't do that, next time Daddy will smack

you".

When generating a clause, the choices for field and mode must
also be made. The mode will almost certainly involve choosing a
harsh tone of épeech. The choices for field and mode may interact
with the choices illustrated here for tenor. Field choices are
likely to influence the choice of authority figuﬁe should the tenor
require one. If the scene is set at home, the authority figure is
very likely ﬁo be the father. If set elsewhere, the authority fig-
ure may be, for instance, a policeman (Halliday, 1978, p. 84). oOf
course the field may also influence the mode--the tbne of ﬁoice may
be lowered if there are other people present, and so on. Thus there
may be a gate for a mode feature harsh-whisper that has'entry condi-

tions from both the field and tenor sections of the network.

It may appear that semantic features like people-nearby imply

that the semantic stratum must represent every possible physical
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situation. This is not the case--only those factors that are
linguistically relevant for a particular speaker must Dbe
represented. The fact that there are people nearby may have a sig-
nificant effect on the form the utterance should take; the fact that
there is a person in the Empire State Building wearing red socks may
not. The point is that there is a discernable set of factors which,
for.a particular speaker, are linguistically relevant during text
generation. The semantic stratum represents these and their various

interrelationships.

3.7. Summary

The purpose of this chapter has been to introduce and motivate
those concepts from systemic 1linguisties that play a significant
role in the rest of the thesis. The origin of many of these con-
cepts can be traced back through Halliday, through Firth, to Mali-
nowski. Malinowski's concept of an abstract "context of situation"
was déveloped by Firth into the 1idea of "system" and developed
further by Halliday into systemic grammar. Malinowski's emphasis on
the cultural and social environment of language led to Firth's con-
cept of the "multiplicity of languages" within a 1language and to
Halliday's work on register and the senantic stratum. Malinowski's
observation of the broad functions of language 1led to Halliday's
idea of macro- and metafunctions--making systemic grammar a func-
tional theory as opposed to just a syntactic theory with some func-
tional labels attached.

Three goals of systemic grammar were then identified. They
are: the description of the function of language, the description of
the structure of language, and the «classification of 1linguistic

alternatives.

) Some specific concepts from systemic grammar were then dis-
cussed, and illustrated at the grammatical stratum. It was then
pointed out that there are in fact three strata: the semantic, the
grammatical, and the phonological/orthographic. Since the preceding

discussions were primarily concerned with the grammatical stratum,




and since the semantic stratum plays a particularly important role
in the approach to text generation described 1later, the semantic
stratum was then discussed in some detail.
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... 8lang is ... often used by people who are deli-
berately adopting a certain speech variant for social pur-
poses. (Halliday, 1978, p. 158)

4. The Conflation

The previous two chapters have discussed the independent fields
of AI problem solving and systemic grammar. This chapter will point
out that in fact there is an important relationship between the two
fields that can form the basis for a "Systemic Linguistic Approach
to Natural-language Generation" [SLANGJ. The first few sections
will describe the various facets of the relationship between AI
problem solving and systemic grammar, and the text-generation method
that results. Then some examples will be presented to illustrate
the text-generation method just described. Finally there is a short
discussion of the significance of this approach to text generation.

4.1. The fundamental relationship

The central nature of intelligent problem solving is that
a system must construct its solution selectively and effi-
ciently from a space of alternatives. [Hayes—Roth et al.,
1983a, p. 20) :

We shall define language as 'meaning potential': that is,
as sets of options or alternatives, in meaning, that are
available to the speaker-hearer. [Halliday in dedJoia and
Stenton, 1980, #572)

, Compare these two quotations. The fields of study examined 1in
the previous two chapters