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Abstract 

Today there is great interest in micro/nanomanipulation tools for both physical and 
biomedical applications. Since the first demonstration of optical trapping in 1986, 
optical tweezers have proven to be one of the leading manipulation techniques for 
microscopic colloidal particles. Furthermore, the combination of optical tweezers with 
single molecule fluorescent imaging provides the necessary combination for the study 
of single biopolymers such as DNA. In optical tweezers radiation pressure from a laser 
beam is used to trap, control and manipulate dielectric objects, in a size range from nm 
to Itm. 

The first part of the work focuses on biophysical applications. A commercial micro-
scope combined with fluorescence imaging was used to analyse the stretching and un-
winding of DNA, as well as DNA condensation. Deformation of polymers under flow 
is important for understanding the rheological properties of dilute polymer solutions. 
I studied the DNA shape at different velocities using optical trapping of single DNA 
molecules tethered on polystyrene beads. The results showed clearly the two theo-
retically predicted regimes of "trumpet" and "stem and flower". Furthermore, they 
suggest that the hydrodynamic interactions depend on the flow velocity. In addition, 
the kinetics of hydrodynamically-stretched DNA condensation induced by spermidine 
was investigated. DNA collapse is essential to the functioning of viruses, bacteria and 
eukaryotic cells. An unexpected period of latency during which the DNA remained 
stretched in the presence of the condensing agent was observed. This latency time ex-
tended from a few seconds to over 20 seconds. The results indicate that the spermidine 
binding is strongly affected by the flow induced straightening of the DNA. 

The second part of this work is dedicated to technical issues and system developments. 
An optical tweezers set-up based on a home-built microscope was used in combination 
with two photon fluorescence to investigate the deterioration of the quality of the trap 
due to optical aberrations. It was shown that using adaptive optics (i.e. a deformable 
membrane), the aberrations were partially corrected. Furthermore, it was demonstrated 
that using the deformable membrane one can achieve the axial-position control of the 
trapped particle over a limited range. A home-built optical microscope was also used in 
combination with a ferroelectric liquid crystal spatial light modulator to construct mul-
tiple trap tweezers. The fast switching speed of the ferroelectric device, compared to 
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a conventional nematic system, enabled very rapid reconfiguration of trap geometries, 
controlled, high speed particle movement, and the first tweezers array multiplexing. 
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Chapter 1 

Introduction 

This thesis is concerned with the use of optical traps, or laser tweezers, in the manip-

ulation of single molecules, and in the further development of the trapping technique 

itself. In this chapter, a brief introduction of the history of optical tweezers, their ap-

plications in current research and an outline of this thesis are presented. 

Optical tweezers is an instrument using a tightly focused laser beam to capture and 

manipulate microscopic objects in three dimensions. The trapping is achieved without 

any mechanical contact and without causing any overt damage. The size of trapped 

species ranges from a few nanometres up to a few micrometers. 

The physics of optical traps is based on radiation pressure, that is the forces exerted due 

to the change of light momentum when the light interacts with matter. Arthur Ashkin 

was the first to demonstrate in 1970 the ability of an unfocused laser beam to attract 

micron-sized particles with high refractive index into the beam axis and accelerate 

them in the direction of the beam propagation. At the same time he used two counter-

propagating beams to create an "optical bottle"; thus dielectric particles were trapped 

in three dimensions [1].  In a later experiment, radiation pressure was used to levitate 

small particles and liquid droplets [2]. 

1 
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Optical tweezers were developed for first time in 1986 by Ashkin in his publication 

"Observation of a single beam gradient force optical trap for dielectric particles" [3]. 

A microscope objective with high numerical aperture was used to focus a beam of 

intense radiation from a laser in order to create a stable trapping zone. 

The optical trapping forces generated are in the region of few piconewtons when mil-

liwatts of laser power are used. These forces are tiny for the macroscopic world but 

strong enough to trap and manipulate microscopic particles. Two colloidal particles 

attracting each other with a potential whose contact value is - 10 kRT and which de-

cays over " 10 nm can be separated by a force of a few pN. A force equal to 10 pN is 

enough to stretch or bend biomolecules like DNA or RNA, while 20 pN can break most 

protein-protein interactions. Thus, a variety of physical and biological applications are 

possible, and the technique is rapidly becoming common-place in many laboratories. 

The only caveat, particularly relevant for biological application, is laser damage: laser 

power can cause damage to the live organisms, a phenomenon called opticution. In 

order to avoid that effect the trapping laser has to be carefully selected. For biological 

samples the appropriate choice has proven to be lasers with wavelengths in the near JR 

region (1064 nm) were light absorption is low. Thus, the absorption of light and the 

associated damage are minimised. 

The first experiment, done by Ashkin and Driedzic in 1987, was the trapping of bacteria 

and tobacco mosaic virus [4]. The same year they trapped and manipulated cells [5] 

and in a later development they trapped cell organelles and measured the force of their 

movement inside living cells [6].  Other groups used tweezers for single molecule 

studies: Block et al. have explored the movement of single kinesin molecules inside 

microtubules [7];  while Kuo et al. stretched kinesin [8] and measured the associated 

forces [9].  The mechanics of myosin was also studied [10, 11]. Optical trapping was 

applied to stretch DNA and study its dynamic properties [12], to unzip DNA [13] or to 

investigate DNA interactions with different enzymes and proteins [14].  Furthermore, 

the forces exerted by single molecular motors were measured [15, 16]. 
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Numerous more applications on polymer physics [17],  mechanical properties of mem-

branes [18],  cell manipulation [19],  colloids science [20, 21, 22] and pharmacology 

[23] have used the advantages of the technique. 

While the basic technique of optical tweezers must be considered well developed, nu-

merous technical innovations continue to add to their versatility. One important area 

of development concerns how optical trapping is combined with imaging. In the "stan-

dard" set-up, imaging is performed simply in the bright-field mode. But it is now possi-

ble to perform optical trapping also with fluorescence imaging, phase contrast [24, 25], 

confocal scanning microscopy [26] and other optical techniques, for example interfer-

ometry [27], Raman spectroscopy [28],  single molecule fluorescence spectroscopy in 

order to obtain high resolution information on position or conformation [29].  Opti-

cal tweezers have also been used as optical scissors [30] when combined with another 

laser, and as optical spanners for rotation of particles [31].  Trapping ability was also 

expanded to capture metallic particles [32, 33] and other objects with higher refrac-

tive index than the surrounding medium [34]. Many parametric studies for calculat-

ing the trapping efficiency have been done both on theoretical and experimental level 

[35, 36, 37]. 

In this thesis, I report the use of optical tweezers for the study of single molecules of 

DNA in flow fields (Part 1, Chapters 3, 4 and 5), and the development of the trapping 

technique itself (Part 2, Chapters 6 and 7). The rest of this work is organised as follows: 

In Chapter 2 we introduce the basic concepts of optical microscopy and the physi-

cal principles of optical trapping; the design of a basic optical tweezer set-up is then 

described. 

In Chapter 3 we explain the importance of combining single molecule fluorescence 

imaging with optical tweezers in order to perform single DNA molecule studies. A 

brief description of DNA and the sample preparation procedures is given. 

In Chapter 4 a systematic experimental study of DNA deformation under uniform 
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flow is presented; the effect of flow on DNA shape is discussed within the framework 

of scaling theory. 

In Chapter 5 the nucleation kinetics of DNA condensation under uniform flow is in-

vestigated, including its dependence on flow speed, the condensing agent binding, the 

introduction of salt and the DNA length. 

In Chapter 6 the effect of spherical aberrations on the stability and strength of the 

optical trap is described and an attempt to reduce aberrations by using a deformable 

membrane mirror is presented. 

In Chapter 7 a ferroelectric liquid crystal display is used to create an array of 4 >< 4 

optical traps, to achieve high translation speeds of 1 pm polystyrene beads and to 

perform multiplex trapping. 



Chapter 2 

The Physics of Microscopy and 

Optical Tweezers 

2.1 Introduction 

A typical optical tweezers setup consists of a microscope combined with a series of 

external lenses and mirrors, and a laser source. In this chapter, the basic concepts of 

microscopy are examined with more details on the parts of the microscope which play 

a key-role for the creation of an optical trap. Subsequently, the background theory of 

optical tweezers is explained and a description of how to built a setup is given. 

2.2 Microscopy 

2.2.1 The Compound Microscope 

In everyday life the most common single lens met is the human eye. When an ob-

server wants to see the details of an object, he can bring it closer to his eye in order to 

5 
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achieve higher magnification [38].  The magnification ability of the human eye though, 

is limited; when the object comes closer than the eye's near point the image becomes 

blurred. In that case, a simple magnifying glass or a simple microscope can be used 

to increase the magnification [38, 39].  Figure 2.1 shows the image formed by a single 

lens with focal Iengthf. 

Object distance 
0 

------------------------ 

Image distance 

Figure 2.1: Image magnification from a single lens with focal lengthf. 

The lateral magnification is defined as [39, 40] 

(2.1) 

where h 0 , h, are the size of the object and the image, respectively. 

However, when objects in the micron scale are examined in order to be able to provide 

high magnification and visualise their fine details without compromising the image 

quality a compound microscope is needed [41]. The first compound microscope dates 

back hundreds of years; it is an instrument where more than one lens is used. The basic 

optical components used in a microscope are: 

. the illuminator, which consists of the light source and the collector lens, 

. the condenser lens, 
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the microscope objective lens and 

the ocular or eyepiece. 

Figure 2.2a gives the schematic diagram of a single microscope. Initially the specimen 

is magnified by an objective lens forming a real image at the intermediate image plane 

which is further magnified by the eyepiece giving a final magnified virtual image [39, 

42]. This image is perceived either by the observer's eye or a camera. All the above 

have to be on the same axis; the whole configuration is called the optical train of a 

microscope. Furthermore, additional components, for example apertures which control 

the illumination, filters which modify the contrast, or extra components for applications 

other that brightfield microscopy are usually inserted in the optical train of todays 

microscopes. 

Each of the optical components mentioned above consists of one or more lenses and 

plays a different role in the illumination or image formation of the specimen. A 

description of these operations follows with additional details for those components 

which determine also the performance of a tweezers system. 

The illuminator consists of the light source which is usually a tungsten-halogen lamp 

of 50 or 100 W and the collector lens which collects the light rays emerging from the 

lamp filament and images them onto the condenser aperture placed at the front focal 

plane of the condenser. The field diaphragm acts as a virtual source of light: it controls 

only the width of the light rays reaching the condenser and it does not affect the angle 

or the numerical aperture (NA) of the illumination. 

The condenser condenses, i.e. refocuses, the light onto the specimen and controls the 

aperture of the illumination through its aperture. Its adjustment is the most critical step 

in achieving uniform illumination of the specimen. 

The microscope objective is the most important lens in a microscope; it is this one that 

images the specimen by collecting the light emerging from it and forms an intermediate 
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image inside the microscope tube. The distance between the back focal plane of the 

objective and the intermediate image plane is called optical tube length and may be 

different from the mechanical tube length, which is defined as the distance between the 

mount of the objective and the eye's lens point (see Figure 2.2) [42].  The mechanical 

tube length used to be fixed (but different for different manufacturers) until recently, 

when the infinity corrected microscopes were introduced [42, 43]. 

Mechanical tube length 

	

a 	
4 

Optical tube length 
d=6Omm 

Spec/men 

	

Objective lens 	 / 	Eyepiece lens 

Intermediate 

	

Fb 	 Image Plane 

Parallel Optical 
---- 

Specimen 

Objective lens 	 Tube lens 	 Eyepiece lens 

Figure 2.2: Basic components of a microscope; a) the optical path of the image formation rays with a 

microscope objective and b) the optical path with an infinity corrected microscope objective. The focal 

length of the objective is 10,  the eyepiece fe  and the tube lens fT. 

Infinity corrected objectives are designed in such a way that they form the intermedi-

ate image plane at infinity, with the rays emerging from the exit pupil of the lens being 

parallel rather than converging; thus a lens has to be inserted to allow the formation of 

the image in the tube. This lens is called the tube lens and its focal length varies for dif- 
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ferent manufacturers. Infinity corrected microscopy enables extra optical components, 

for example beam-splitters or filters, to be added in the optical tube without increasing 

the degree of aberrations. For a finite tube length microscope these components would 

shift the intermediate image introducing aberrations, in particular spherical aberration 

and field curvature. Moreover, the microscope has become more flexible since now the 

objective can move independently from the eyepiece. Figure 2.2 gives the optical path 

for the two different types of microscopes. 

It is the properties of the objective being used which mainly determine the quality of 

the final image, its magnification and its resolution. The different specifications for a 

microscope objective are: the magnification, the degree of corrections for optical aber-

rations and the curvature of the field of view, the working distance, the medium used 

between the objective and the cover glass of the specimen and finally the numerical 

aperture (NA). 

The working distance (WD), is defined as the distance between the coverslip and the 

front lens of the objective, while the parfocal distance (PFD), is the one between the 

object plane and the mount of the objective. Objectives with different power have ob-

viously different WD but they can have the same PFD which make them exchangeable 

without causing any damage to the specimen and without any change of focus. 

The numerical aperture of the objective is defined as: 

NAnsinO, 	 (2.2) 

where n is the refractive index of the medium used and 0 is half the angle of the angular 

aperture A of the light cone, Figure 2.3 

The eyepiece examines the real inverted magnified image formed by the objective at 

the intermediate image plane which is at the position of the fixed diaphragm of the 

eyepiece. The same can be done by a camera with capturing images or even movies of 

the specimen. 
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Figure 2.3: Numerical Aperture of a lens: the control of the light cone emerging. 

2.2.2 Image Quality 

The parameters characterising an image are: 

The total magnification of the compound microscope is given as the product of 

the magnifications achieved by the objective and the eyepiece, or the camera. 

Although more powerful objectives provide higher magnification it has to be 

mentioned that sometimes extremely high magnification is meaningless if it is 

not accompanied by good resolution; such magnification which gives no more 

details of an object is called empty magnification [39]. The useful range of mag-

nifying power depends on the NA of the objective and it is between 500 x and 

1000  NA when observed by the eye. 

The resolution of the microscope - and any imaging system - is defined as the 

minimum distance between two points at which they are distinctly separate. The 

aperture of an imaging system governs the brightness of the image formed but 

it also introduces diffraction effects. Even for a aberration-free system the rays 

converge with each other around the focus and they yield in a three dimensional 

diffraction pattern symmetrically located about the microscope axis [40].  Thus 

any well corrected system is said to be diffraction-limited. This 3-D pattern is 

called the Point-Spread-Function (PSF) and when projected on the focal-image 
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plane it gives a 2-D pattern called the Airy disk [38, 43] as seen in Figure 2.4. 

ItI 

2f 	 2f 

Figure 2.4: The intensity distribution in the diffraction pattern and the Airy disk by a single lens. 

Thus, when an objective lens focuses on a specimen, each point of it is repre-

sented by an airy-disk rather than a single point. If the airy disks from two ad-

jacent points come too close then the amount of overlapping becomes too much 

and it is not possible to distinguish between the two points, Figure 2.5. 

There is quite an arbitrary check to determine whether two points are individu-

ally discernible and that is the Rayleigh criterion: two points are just resolvable 

when the centre of the Airy disk of one falls on the first minimum of the sec-

ond. This means that the angular separation (ç)  between the two points from the 

objective lens of the system has to be [41]: 

1.22A 
(2.3) 

where ) is the wavelength of the illumination light and c is the diameter of the 

lens. This corresponds to 

R = 	 (2.4) 
NA 

where R is the minimum distance between two points and NA the numerical 

aperture of the objective. 
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A 	 B 	 C 

Figure 2.5: The resolution criterion: A) Schematic diagram of the diffraction pattern and Airy disk for 

a point source of light. B) and C) The diffraction patterns and Airy disks from two neighboring light 

sources separated by different distances: in B the centre to centre distance between the Airy disks is 

larger than their radii and the two disks can be distinguishable where as in C the distance is less than the 

radius and the two peaks are not resolved. 

The contrast and the brightness of the image are also important. The contrast 

of the image depends on the grey level difference that is provided in an image. 

Usually it exists in the sample itself, otherwise there are different techniques in 

microscopy or in sample preparation which create or enhance it. The brightness 

of the image depends on the light gathering performance of the objective 

Brightness a 	. 	 (2.5) 
1112  

Another important parameter is the depth of field; the vertical distance above 

and below the focus throughout which the image remains at a good quality. This 

also depends on the NA of the objective [42, 44] 

DoF 
(NA)2 	

(2.6) 

The above result is deduced when the Strehl Limit is introduced to the equation 

of the defocus. System that obey that rule maintain good imaging properties. 
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Optical aberrations such as spherical aberration, field curvature, coma, astigma-

tism distort the final image. Usually the amount of these aberrations depends on 

the characteristics of the lens used and may be corrected with appropriate design 

for the objective. However, for most of them the correction is limited at the des-

ignated image plane and not for the entire field of view. Moreover aberrations 

are more difficult to correct for higher NA used in optical tweezers. 

2.2.3 Köhler Illumination 

High quality images require uniform and glare-free illumination of the specimen. A 

compound microscope is designed in a way that a magnified image of the lamp filament 

has to come into focus on the diaphragm plane of the condenser, called the aperture 

diaphragm. Any change in the aperture of this diaphragm alters the angle and the 

amount of light emerging from the condenser and directed to the specimen; thus it 

determines the size and the NA of the light cone. The aperture diaphragm has to be 

chosen appropriately in order to achieve the correct illumination, the best contrast and 

depth of field; opening it too wide it yields a low-contrast, glared image while setting it 

too small gives a low resolution image distorted due to light refraction and diffraction 

from the specimen. Although it is usually overlooked, the condenser aperture has to be 

correctly chosen, in particular the NA of the condenser to be as close as possible to that 

of the objective. The minimum acceptable ratio between the two is 70 %, however all 

manufacturers advise of values around 80-90 11c. Parallel rays when they pass through 

the specimen are focused at the back aperture of the microscope objective. The next 

plane at which the filament is at focus is the eyepiece diaphragm. 
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Conjugate 	 L 
Köhler Illumination 	 Conjugate 

Aperture 
Planes 

CI  - Retina 

Eye 

Eyepiece Diaphragm 

Eyepiece 

Field 
Planes 

Intermediate 
Image Plane  

Objective back 
Aperture 

Microscope 
Objective 

Specimen  

Condenser 

Condenser 
Diaphragm 

Field 
Diaphragm 

Collector 

Light source 

Figure 2.6: Kahler Illumination; the conjugate planes: the image of the lamp filament represents the 

conjugate aperture planes while the image of the specimen represents the conjugate field planes. 
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As can be also seen from Figure 2.6 there are four planes with common focus for 

the illumination pathway; these are the conjugate aperture planes signifying that when 

there is a restriction in any of these planes the aperture of the illumination will be 

altered'. These planes are: 

The lamp filament 

. The condenser aperture diaphragm 

. The back focal plane of the microscope objective 

. The eyepoint or exit pupil of the eyepiece 

Likewise there is also another set of conjugate planes corresponding to the image for-

mation rays. In each of these planes a focused image of the specimen should appear 

had the illumination been set correctly. These planes are: 

. The field diaphragm 

. The specimen in focus 

. the intermediate image plane 

. The retina of the eye, or the film plane, or the chip of the CCD camera. 

A typical procedure of setting up Köhler illumination is as follows [45]: 

1. Initially, make sure that all the optics is clean and in place. 

'When a lens is focusing an object lying in plane S1  onto a plane S, if we place the object in 82 it 

will get focused onto S. These two planes are called conjugate planes. 
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Switch on the illumination source. Choose the voltage in such a way that the 

brightness is in the mid-range. Check the image of the lamp filament at the 

aperture diapragm. In case it is not focused arrange the tilt of the minor at the 

back of the lamp. 

Open fully both the field and the aperture diaphragms. Place a specimen on the 

microscope stage and check whether there is light going through it 

Move the condenser lens as close as possible to the specimen. Using a low power 

objective bring the specimen into focus. At this stage maybe the fine details of 

the sample are not yet resolved. Check the brightness of the image and adjust it 

if necessary. 

Narrow down the field aperture diaphragm until its edges can be seen in the field 

of view; it is usually a polygon. By moving the condenser, focus the image of 

the field diaphragm on the object plane. Center the image of the field aperture 

diaphragm by laterally shifting the condenser lens. It would be better to close the 

diaphragm in order to center it more accurately. Every time a different objective 

is used the condenser has to be centered again. Then open the field diaphragm 

until its edges is just at the edge of the field of view. 

Adjust the condenser aperture so that its NA is around 80% of the NA of the 

objective; this means that the image of the aperture has to be slightly smaller 

than the objective exit pupil. 

Correct adjustment of the microscope, following the Köhler illumination rules yields 

a homogeneously illuminated field the size of which can be decided independently of 

the NA of the condenser. The resolution of the resulting image is the maximum that 

can be achieved both in lateral and axial directions. Furthermore, the contrast which 

is crucial for the fine details of the specimen is enhanced when the front focal plane of 

the condenser and the back focal plane of the objective are conjugate [40]. 
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2.2.4 Oil Immersion Technique 

As can be seen from equation 2.3, the NA of a microscope objective is limited when 

a dry objective is used; i.e. when there is air between the objective and the coverslip. 

Theoretically the maximum value of the NA in this case should be 1 but in practice it 

is 0.95 since the half angle of the angular aperture has a practical upper limit of 9 

72 °. In order to increase the NA and thus enhance the resolution and the brightness of 

the image an immersion medium is used: glycerin, oil or water which have refractive 

indices higher than 1. 

Cover glass 

4 	 Air 
	

Oil 

Microscope 
Objective 

Figure 2.7: Influence of the immersion medium on the NA of the objective. The oil in the right figure, 

enhances the ability of the microscope objective to collect light rays coming from the specimen. 

The most common one used is oil with a refractive index n011  = 1.515 the same value 

as the refractive index of glass coverslips. The advantage is that now there is no re-

fraction at the coverslip-oil interface as there was in the coverslip-air one, therefore the 

number of light rays missing the objective is reduced dramatically, even eliminated. 

This results in a reduction in the depth of field and increase the susceptibility of the 

system to optical aberrations. 
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2.2.5 Building a Microscope 

In the initial implementation of the tweezers system it was chosen to use a component 

built microscope for flexibility and cost-efficiency. In this first stage the task was to 

assemble this instrument for white light and check its resolution. Figures 2.8 and 2.9 

give a schematic diagram and a photograph of the microscope built. 

Light 
source 

Collector _____ 
diaphragrrLkZIIIiII 	Collector 

Condenser - - 
diaphragm 	I  

Condenser 
Specime4__-.,,,:::j 	lens 

Objectiv :-translator 

Polarising 

CCD camera  Filter ______ Beam splitter 

cI / Mirror 

Achromat 
doublet 

Figure 2.8: Schematic diagram of the home-built microscope. 

The initial design was a conventional upright microscope but the next version was an 
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inverted one; a microscope where the illumination and the condenser are above the 

stage, and the microscope objective lies just below the sample. The advantage of such 

a design is that the condenser lower lens is further away from the specimen than the 

front lens of the objective in the upright version, giving more access to the specimen 

and the ability to use extra equipment needed for some applications. It provides also 

extra advantage in an optical tweezers setup for reasons explained in that section. 

The main component to choose was obviously the microscope objective. The choice 

was a NIKON lOOx, oil immersion objective with NA = 1.4 Plan Apo, infinity cor-

rected. The tube lens used was 200 mm corresponding to the design of the objective. 

The rest of the components were common optical components from different compa-

nies and the choice of the dimensions and optical properties were made based on the 

specific design; for example the condenser focal length was chosen in order to match 

the NA of the objective as much as possible, while the collector focal length had to 

match the dimensions of the filament. The magnification of the microscope depended 

on the camera or eyepiece used while the resolution which is mainly due to objective 

was measured to be 0.3 tm, see Figure 2.10. Figure 2.11 gives a snapshot from a 

sample consisted of distilled water and 3 firn polystyrene beads. 
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Figure 2.9: Photograph of the home-built microscope. 
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Figure 2.10: Image of the test slide. 

Figure 2.11: Image of the sample; 3 pm polystyrene beads in water. 
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2.3 Optical Tweezers 

2.3.1 Optical Forces 

The physics of optical traps is based on the radiation pressure, that is the forces exerted 

to particles due to the change of light momentum when the light interacts with matter. 

Light comprises of photons, each one having energy and carrying momentum equal to 

E 	
E 

hv thus p = -- . 	 (2.7) 
C 

where h is Planck's constant and c is the velocity of light. When light rays are im-

pinged on a nearly-transparent dielectric particle with refractive index higher than the 

surrounding medium, each of these rays undergoes refraction, reflection and absorp-

tion. Assuming that the amount of absortion is small, since light carries momentum 

its deflection leads to a change of momentum. Initially light has only longitudinal mo-

mentum but finally it has also a tranverse component of momentum [46]; therefore a 

force equal to that change but in the opposite direction is going to apply on the particle 

as can be seen from Figure 2.12. 

The total optical force can be analysed into two components: the scattering force being 

parallel to the light propagation and arising from the scattered photons, and the gradi-

ent force being proportional to the gradient of light intensity and pointing in the same 

direction as the gradient [4].  To achieve a three-dimensional stable trap there are cer-

tain requirements which have to be met and will be examined in the following section. 

In order to explain how tweezers work, two different approaches are used depending 

on the relationship between the wavelength of the laser beam used for trapping and the 

size of particles. When the particle is much larger than the wavelength the particle is in 

the Mie regime (when ray optics applies) otherwise it is in the Rayleigh regime [47]. 
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F=-P=PP, 

Figure 2.12: Optical forces: basic principle. The light entering an object with a higher refractive index 

changes momentum. The total optical force can be decomposed into two components: the scattering 

and the gradient force. 

2.3.2 Ray Optics Regime 

If particle size is >> \ the ray optics model is applied. In this region the diffraction 

effects arising from the wave nature of light are neglected and since the size of the 

volume of the focus is in the order of the wavelength and we can assume that it is a 

point. In this regime, laser light can be represented by parallel rays propagating in the 

same direction as the energy flow; after passing through the objective lens the rays are 

converging to the focus [48].  By encoutering the particle's surface the rays are both 

reflected and refracted as can be seen in Figure 2.13. 

The forces due to any single ray are given by [49]: 

_ 77mP 	 T 2[sin(2-2f)+R cos 2] 
Fseat  - 	I 1 + R cos 29 - 	 2 	. 	 (2.8) 

C 	 1+R +2Rcos2s 	I 

and 
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Figure 2.13: A ray optics picture of the scattering and gradient forces for lateral trapping. The red 

arrows give the gradient force while the blue give the scattering force. The light intensity from the laser 

has a Gaussian profile and it is depicted here by the darker colour region in the middle of the light beam. 

Also the difference in thickness of the arrows reflects the different magnitude of the forces, i.e. F9 is 

larger than F1 . As can be concluded from the above diagram the gradient force plays the key role for 

lateral trapping, since the scattering force acts in the direction of light propagation, in .-axis. 

flmPI 	T 2 [s]ri(29 - 2E) + R sin 2O] 
Fgrad 	

( 	
R sin 28 - 	1+R 2  + 2Rcos2e 	

(2.9) 

where n, is the refractive index of the surrounding medium, 8 is the angle of inci-

dence, e is the angle of refraction and R and T are the Fresnel reflection and refraction 

coefficients. The overall force exerted on the particle is going to be the vectorial sum 

of each of these forces arising from the different rays. 

From the explanation of the optical forces one can conclude the essential requirements 

for three dimensional trapping: If the intensity of the light is the same throughout the 

cross section then the resulting gradient force will equal zero as can be easily visualised 
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from the above Figure. By using a source with a Gaussian profile, rays emerging from 

different regions of the laser are going to have different intensity and carry different 

momentum and energy. Therefore, the forces imparted on the particle from different 

rays are going to have different magnitudes as shown in Figure 2.13 F2  is larger than 

F1 . Obviously in that case the total force acting on the object is directed towards the 

region of higher light intensity and it is trapped in the x - y plane. 

Laser Beam 

+ 

NET 
FORC 

Z-trapping 

Figure 2.14: A ray optics picture of the scattering and gradient forces for axial trapping. The red arrows 

give the gradient force while the blue give the scattering force. The light intensity from the laser has a 

Gaussian profile and it is depicted here by the darker colour region in the middle of the light beam. In 

this case a stable trap is created if the total gradient force overcomes the total scattering force. Thus, the 

object is driven towards the focus. 

For trapping in the axial direction the total gradient force has to overcome the total 

scattering force as can be seen in Figure 2.14. In order to maximize the gradient force 

the beam has to slightly overfill and be focused by a high NA microscope objective; 
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thus the outer rays are highly convergent and they contribute significantly to the trap-

ping force. From Figures 2.13 and 2.14 it is obvious that for lateral trapping is the 

gradient force that plays the key role, while for axial trapping the stable trapping po-

sition is below the focus where the forces have different signs (above the focus both 

forces have the same sign). Another interesting note is that if the rays are reversed the 

direction of the gradient force remains the same, but this does not apply for the scatter-

ing force. Furthermore, if the refractive index of the particle becomes lower than the 

one of the immersion medium it is now the gradient force which changes sign and the 

trap becomes unstable. 

2.3.3 Rayleigh Regime 

In this regime the description of the trapping forces is based on the wave nature of 

light; light is a time-varying electromagnetic field so when it passes through a dielectric 

object (and by accepting that, in this limit the electromagnetic field is uniform across 

the particle) it induces point dipoles. The total force decomposes again into the same 

two components: the scattering force is given by the equation [49] 

_ 
1cat - 	

a KS) 	 (2.10) 
C 

where a is the scattering cross section of a Rayleigh particle with radius r 

(rn2  - 1 \ 2 
a 	7, k4 

+ i) 	
(2.11) 

3 	M2 

KS) is the time-averaged Poynting vector, c and k: are the velocity and the wave number 

of the light respectively, m.  is the refractive index of the surrounding medium, n is the 

refractive index of the particle and rn is the relative refractive index ni = n/nm . 

The gradient force is [49] 
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Fgrad 3V(T(E2) 	 (2.12) 

where & is the polarizability of the particle 

(rn2 - i\ 
= nr' 	

+ 	
(2.13) 

2.3.4 Setup Configuration 

The construction of an optical tweezers setup is built around a light microscope; there 

are several rules which one must follow in order to achieve a stable three dimensional 

trap. The laser beam has to enter the back aperture of the microscope objective with-

out obstructing the operation of the microscope. The beam must converge to a tight 

diffraction-limited focus, i.e. the smallest spot, through a microscope objective with 

high NA in order to reach the maximum convergence of the rays and light gradient. 

Thus, the gradient force and the trapping efficiency are maximised. The beam has to 

be configurated (usually expanded) in order to slightly overfill the back aperture of 

the objective which yields the minimum spot size for the wavelength used. The trap 

position has to be parfocal with the specimen plane, since the optics of the microscope 

is designed to minimise aberrations at that plane. 

Although tweezers can be built around a traditional microscope where the image is 

formed at 160 mm away from the back focal plane of the objective, the new infin-

ity corrected microscopes have proved to give more flexibility. In the latter the rays 

emerging from the objective are parallel and be brought to focus by a tube lens; the 

tube length has no physical constraints, therefore a number of additional components 

such as filters, mirrors etc. can be implemented without altering the optics. Further-

more, a collimated laser beam is focused easily at the specimen plane, while at the 

tranditional microscopes one should arrange the beam so the light entering the objec- 
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tive should diverge from a point at 160 mm away, in order to be focused at the correct 

plane. 

It is usually required that the trap moves with respect to the specimen without loosing 

its efficiency. This can be accomplished either by moving the microscope stage or 

the laser beam itself. While the first way is quite straightforward, the second one is 

more elaborate: lateral displacement of the trap is realised by changing the angle at 

which the beam hits the back aperture of the objective while maintaining the beam 

centered at the back aperture. There are different ways to scan the beam: rotating 

galvanometer mirrors, deflecting the beam with acousto-optic modulators, moving the 

end of an optical fiber or use of one of the lenses of a relay-pair. For vertical movement 

one can use either a lens to make the beam slightly convergent or divergent or move 

the stage and take advantage of the parfocality of the specimen and trapping planes. 

In our lab we initially built an optical tweezers setup based on a home built micro-

scope. An He-Ne laser at \ = 633 nm running at 35 mW power was expanded in 

order to match the back aperture of the microscope objective and then directed to the 

microscope with a set of mirrors. Figure 2.15 is a photograph of the setup where 1 im 

and 3 pm polystyrene spheres suspended in water were trapped successfully. A sec-

ond development was to move the trap in a commercial microscope (NIKON TE2000) 

shown in Figure 2.16. Figures 2.17 and 2.18 show two still images of 1 pm and 3 m 

trapped beads, respectively. 

2.3.5 Conclusions 

A home built microscope offering flexibility and good optical resolution was built. Op-

tical tweezers setups were built around both home made and commercial microscopes 

demonstrating for the first time trapping within the University. 
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Figure 2.15: Optical tweezers incorporated in a home build microscope. 
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Figure 2.16: Optical tweezers built around a Nikon commercial microscope. 
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Figure 2.17: 3 pm polystyrene bead in water trapped by He-Ne laser beam (field of view 60 >< 40 jim). 

Figure 2.18: 1 pm polystyrene bead in water trapped by He-Ne laser beam (field of view 90x 68 pm). 
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DNA Studies using Optical Tweezers 
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Chapter 3 

Techniques and Materials for Single 

Molecule DNA Studies 

3.1 Introduction 

Single molecule detection has lately become an indispensible tool in the biophysical 

and biochemical research [50, 51].  Direct observation of single molecules with con-

ventional microscopes is not possible, since their spatial resolution is inadequate for 

imaging molecules with size smaller than the diffraction limit of the wavelength of the 

light used. Moreover electron microscopy provides higher resolution but it has limited 

dynamic information [52]. 

Single molecule detection combines two very power techniques: single molecule flu-

orescence imaging and optical tweezers. The first is realised by tagging molecules 

with fluophores; thus, individual molecules can be observed under a fluorescence mi-

croscope. The advantage is that the obtained data is not the average behaviour of a 

selection of molecules, but the average behaviour of an individual molecule. Further-

more, by using optical tweezers these molecules can be stretched and/or manipulated. 

33 
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In this case, since their small size inhibits direct trapping of the molecule itself, a 

polystyrene bead is used as a handle by attaching to the molecule. 

In this chapter, the combination of the single molecule fluorescnce imaging with opti-

cal tweezers is explained. The setup combined with different types of flow cells was 

used to study DNA deformation under uniform flow and DNA condensation. A brief 

description of the DNA molecule and the DNA sample preparation, along with the 

initial images of DNA molecules, is also given. 

3.2 	Fluorescence Microscopy 

Fluorescence is the emission of light from a substance when it is excited by radiation 

[53]. Fluorescence microscopy is the technique used to detect mainly biological sam-

ples like molecules, proteins or other structures inside the cell. Fluorescence molecules 

absorb light at a specific wavelength and after a short interval, called the fluorescence 

lifetime, they re-emit light at shorter wavelength. The absorption of light is very rapid 

(1 O 	sec) and corresponds to an electron rising from the ground state to a higher en- 

ergy state, called the excited state. Electrons in this state are unstable and will return to 

the ground state with emission of a photon (light) and heat. The emission energy is the 

fluorescence and the wavelength of the emitted light is longer than the absorbed one 

corresponding to less energy. The lost of energy is due to interactions of the molecule 

with its environment before re-emission and it is manifested in the form of heat. 

A fluorescence microscope is a conventional microscope with additional components 

and features that extend its capabilities. The fluorescence image produced is still mag-

nified but this time the light source is not the one used in brightfield microscopy, but 

the light emanating from the fluorescent molecules [42]. There are two different light 

paths for fluorescence microscopy [53]:  the diascopic or transmitted fluorescence ap-

plied mainly in the early systems, where the excitation light is directed to the sample 
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through the brightfield condenser lens and the emited light is gathered from the mi-

croscope objective; and the most used one, which has been developed quite recently, 

epi-fluorescence microscopy. Here, the objective serves both for focusing the illumina-

tion on the sample and collecting the emitted fluorescence. In the latter setup a dichroic 

mirror is essential to separate the excitation and emission paths; initially the excitation 

light is reflected by the dichroic minor into the back aperture of the objective, which 

acts in this case as a condenser. The sample fluorescence is collected by the objective 

and light passes through the dichroic towards the eyepiece or the camera. The dichroic 

beamsplitter is designed in order to reflect the shorter wavelenghts and transmit the 

longer ones since the emission energy is lower than the exciting one. Figure 3.1 gives 

a schematic diagram of the optics of a typical fluorescence microscope. 

Sample-.. 

Objective 

D ich roic 
Mercury Lamp 	 [1 	Mirror 

Excitation 
Filter 	Emission 

Filter 

Figure 3.1: Fluorescence optical paths in epi-fluorescnce microscopy: blue line indicates the excitation 

light and green line the emission light. 

In practice, there are two additional filters used in order to enhance the performance 

of the beamsplitter [43]:  an excitation filter placed in the excitation optical path just 

prior to the minor in order to select the correct excitation wavelength and the emission 

filter placed in the emission optical path after the mirror and serves as a selector for 
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the emission wavelength by cutting all other wavelengths including a small amount of 

excitation light that is reflected off the sample. 

3.3 Introducing DNA 

Deoxyribonucleic acid or better known as DNA is a biopolymer controlling the op-

eration of all living cells. It exists in the cell in the form of chromosomes which are 

arranged in pairs with two members of each pair being almost identical. Figure 3.2 

shows a schematic drawing of the structure of DNA. 

Figure 3.2: The DNA molecule. 

The DNA molecule is composed of two strands which coil together to form a 'dou-

ble helix' [54].  Each strand consists of a series of units called nucleotides, linked to 

each other with a certain 'directionality', in a head to tail sense known as '5-prime 

to 3-prime', while the two strands of the molecule run in opposite directions. Each 

nucleotide consists of about 20 atoms (such as carbon, nitrogen, oxygen) which can be 

organised into three different groups connected in a particular way: sugar, phosphate 

and base. Four different types of nucleotides exist in a DNA molecule: they all have the 

same sugars and phosphates but have four different bases attached to the chain: Ade-

nine, Guanine, Cytosine and Thymine. These bases join the two strands of the DNA 
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by hydrogen bonds: adenine bonds with thymine and guanine bonds with cytosine. 

The reason why DNA forms a helix is explained as follows: Phosphates and sugars are 

very soluble in water but bases are not; they are hydrophobic substances. For the DNA 

molecule to be stable in water at neutral pH the bases have to come together into the 

centre of a folded structure, in order to avoid the water. Consequently, the sugars and 

phosphates are to be located on the outside. The distance between adjacent sugars or 

phosphates in the DNA chain has a mean value of 6 A, while the thickness of a base is 

3.3 A which leaves DNA with a hole of 2.7 A between the bases. In order to get rid of 

these holes the most obvious form of DNA is an assembly where the two chains climb 

from the horizontal at an angle of 300  lying on the surface of a cylinder of diameter 

18 A; and the base pairs at the core of the helix are arranged as in the treads of a spiral 

staircase. Most DNA double helices are right-handed because of certain details of their 

chemical structure. Moreover, the chemical interactions between base pairs within the 

helix results in antiparallel chains for natural DNA. 

The length of human chromosomes is 2 m, much larger than the diameter of a typical 

human cell at about 10 jim. The chromosomes are packed within the nucleus (2 Jim). 

The volume of the DNA and the nucleus of the cell are 

VDNA = r2 L and V 11. 	 (3.1) 

where r and L are the radius and the length of DNA respectively, R is the radius of the 

cell nucleus. By applying these values for human DNA we obtain a volume fraction of 

VDNA 	
(3.2) 

nucleus 

which shows that the DNA is extremely compacted. 

3.4 DNA Preparation 

In the two experiments presented in this thesis, bacteriophage \ DNA (New England 

Biolabs), 48502 bp, 16.5 jim contour length, was used. In the shape experiments 



CHAPTER 3. TECHNIQUES AND MATERIALS 	 38 

the DNA was at its full length, where in the condensation two different lengths were 

studied. When a smaller DNA is used, the fragment was made by mixing ) DNA 

with endonuclease XbaI (Sigma) which cleaves DNA at position 24,508 so the length 

of DNA is now 23,994 bp giving a contour length of 8.2 pm. The fragment was 

obtained by mixing 50 mM Tris-HCI pH 7.5, 10 mM MgC12, 100 mM NaCl and 1 mM 

dithioerythritol and incubating for 1 hour at 37 °C. For both lengths the preparation 

method was the same, the one suggested by Bianco et al. [55]. 

Initially ,\ DNA is annealed, using a biotin- labelled 12-meroligo (GD-coslbio, F79654, 

New England Labs), at the cosi site of DNA. The reaction between biotin-DNA is at 

1:1 ratio, but in order to assure the annealing of the molecule the biotin was added at a 

>< 500 excess; in this case 30 [LI of Tris-Buffer with 1 pl of ,\ DNA and 0.73 pl of biotin 

were mixed. The sample was then placed in a water-bath for 30 min at 65 °C and then 

cooled down for 16 hours remaining in the water-bath. The next step was the ligation 

of DNA : that was done by adding to the previous sample 3.64 pl of ligase buffer and 

1 pl of T4 DNA ligase (NEB 2025, 20000 units) and leaving it in the water-bath for 

16 hours at 16 °C. The final volume of the sample was 36.37 pl and the concentration 

872.86 pM. After that stage the sample can remain in fridge for several days and serve 

as the source for daily experiments. 

The biotin-tagged DNA was then attached to 1 pm streptavidin-coated polystyrene 

beads (Bangs Laboratories) through the non-covalent, but still strong interaction of 

biotin-streptavidin. In order to achieve a ratio of 9:1 DNA:beads 0.95 pi of beads was 

mixed with 5.31 pl of Tris-Buffer and subsequently 0.69 pI of the DNA sample was 

added. After mixing it quite gently the sample was put into incubator for 1 hour at 

37 °C. Then DNA was fluorescently labelled using YOYO-1 : 7.27 p  of YOYO-1 at 

C = 0.1 pM was introduced into the sample which was then put back into incubator 

for 90 min at 37 °C covered by foil. The concentration at this point was measured at 

42.19 pM and 90 pM for the two lengths respectively. 
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Just before the experiments were run, 2 il of the final sample were diluted in 750 jil of 

buffer comprising of 720 /11 Tris-HCI (20 mM, pH 8), 15 jil i.e. 2% of 2-mercaptoethanol 

and 15 pI of anti-fading agent ( made by mixing 2.3 mg/ml D-(+)-glucose, 0.1 mg/mI 

glucose oxidase, 18 pg/mI catalase and 20 mM 2-mercaptoethanol). The above tech-

nique was established by Dr T.J. Su. The term ionic strength is used in order to give the 

overall ionic properties of a solution, regardless of the sign of the charge and chemical 

properties of its ionic components [56]. The ionic strength of a solution is given from 

the following equation: 

I 	 z). 	 (3.3) 

The sample consists of 20 mM TrisHC1, 5 mM NaCl and 2 mM Spermidine. 

For Tris and making the assumption that is half dissociated 

Tri. HC1 	TrisI-f + Cl- 	 (3.4) 

	

I = I 	. z) 	[20. 12  + 20. (_1)2] 	10 mM. 	(3.5) 

For NaCl 

NaCl 	Na + Cl- . 	 (3.6) 

	

I 
= 

	Ci . z) = [5. 12  +5 (_1)2] 	5mM 	 (3.7) 

For Spermidine 

+ 3C1 	 (3.8) 

so 

(3.9) 
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The total ionic strength is 

1=10+12=22mM 	 (3.10) 

for the buffer with Spermidine and 

1=10+12+5=27mM 	 (3.11) 

for the buffer with 5 mM NaCl and 2 mM Spermidine. 

3.5 Experimental Apparatus 

We performed two experiments with DNA: studies of the DNA molecule vertical de-

formation under uniform flow and the initiation of the DNA condensation. In both 

experiments the tweezers setup was based on an inverted, epi-fluorescence, commer-

cial microscope (Eclipse TE2000-U; NIKON). The advantage of the microscope used, 

was the extra height between the base of the microscope and the objective turret (ac-

complished by raising the upper part of the instrument) which allows the introduction 

of extra optical components in the optical path below the back aperture of the objective, 

without any further modification. 

The optical tweezers setup was created by focusing the laser beam from a circularised 

Diode laser ( with \ = 785 nm, maximum power 75 mW; Circulase) through an oil 

immersion objective (100 x, NA = 1.4, Plan-Apo; NIKON). The diameter of the laser 

beam was 1mm and two lenses with fi = 30 mm and f2 = 200 mm were used to 

expand the beam in order to slightly overfill the back aperture of the objective. The 

beam was then raised to the required height, by means of a periscope formed by two 

minors. A further set of lenses, both having the same f = 140 mm, formed the relay 

system. The beam was then directed to the back of the objective after being reflected 

by a dichroic minor, selected for the specific wavelength. 
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Figure 3.3: Transmissive properties of the Nikon B-2A filter cune. (Source: Nikon webpage at 

http://www.microscopyu.com.) 

The fluorescently labelled DNA was excited with a high mercury lamp (HB-I0104AF, 

NIKON) using the Nikon B-2A filter set with its transmissive properties shown in 

Figure 3.3 [43]. The latter choice was made to meet the requirements for the used dye; 

YOYO-1 has its maximum excitation at \ = 491 nm and its maximum emission at 

509 nm as shown in Figure 3.4. The crucial part for that setup was to combine 

fluorescence imaging and the trapping position to coincide at the image plane [57]. 

This was achieved by making the laser beam slightly divergent i.e. the separation 

between the two lenses was 24.3 cm instead of the expected 23 cm. Subsequent images 

of trapped beads, both in brightfield and fluorescence were captured and recorded by 

a cooled CCD camera (Imager 3, LaVision) as shown in Figure. 3.5. The measured 

resolution of the microscope was 0.25 pm and the depth of field for the objective 

0.2 rim. The field of view was 90 pm in length and 80 pm in width. Figure 3.6 gives 

the schematic diagram of the set up and the different light paths. 
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Figure 3.4: YOYO-1 emission and absorption spectra. 

Figure 3.5: Brightfield (left) and fluorescence (right) images of the same trapped bead. 
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Figure 3.6: Schematic diagram of the fluorescence imaging and optical trapping system incorporated 

in a commercial microscope. The different optical paths are indicated as follows: red for the trapping 

laser, yellow for brightfield illumination, blue for excitation and green for emission. 
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After building the setup and establishing the preparation method of the DNA sample 

a series of tests were taken to verify the functionability of the system to image and 

record DNA molecules in flow. In order to observe the DNA molecules a flow cell 

was constructed. The flow cell was made by milling perspex to a depth of 40 + 5, m 

with a width of 2 mm. The cell was covered by a 0.17 mm thick cover-slip sealed on 

the perspex with UV-cured glue (61 Optical Adhesive; NORLAND). The inlet and the 

outlet of the channel were made by drilling the perspex 1.7 mm diameter holes which 

were then connected to silicon rubber tubing by plastic tips. In order to introduce 

flow two different methods could be applied: either movement of the stage or use of a 

syringe pump. The choice of how to achieve flow as well as the shape of the flow cell 

required depends on the nature of the experiment and will be explained in the chapters 

of each experiment. Figure 3.7 is a photo of the flow cell used to introduce the samples. 

Figures 3.8, 3.9 show the initial results from DNA imaging. 

Figure 3.7: Photograph of the flowcell under fluorescence imaging. 

From the initial results we were able to verify that the resolution of the fluorescence 

imaging was good enough in order to distinguish whether there were more than one 

molecules attached to the polystyrene bead, as shown in Figure 3.10. 



CHAPTER 3. TECHNIQUES AND MATERIALS 
	

45 

Figure 3.8: Fluorescence imaging of DNA: (left) and (centre) the DNA polymer at zero flow, (right) the 

DNA stretching when flow is introduced in the flow cell. 

Figure 3.9: DNA concatmer; the shown polymer has a length of 33 pm. 

Figure 3.10: Fluorescence imaging of two DNA molecules attached to the same bead. 



Chapter 4 

DNA Shape under Uniform Flow 

4.1 Introduction 

The flow behaviour of polymer melts and polymer solutions (non-Newtonian fluids) is 

very different from that of simple liquids (Newtonian fluids). Non-Newtonian fluids 

exhibit surprising flow effects such as turbulent drag reduction [58, 59, 60, 61],  rod 

climbing and secondary flows in various geometries [62]. 

Although the flow behaviour of non-Newtonian fluids is important in many applica-

tions such as polymer processing, manufacturing and food industry, it is only for small 

deformations that their response can be quantitatively described within the context of 

the linear viscoelasticity theory [63].  The non-linear regime is still the subject of in-

tense experimental [64] and theoretical investigation [65]. For dilute polymer solutions 

in particular, it is now recognised that we need to develop our basic understanding of 

the deformation and dynamics of single polymer molecules in different types of flows. 

The task appears challenging since 

1. Experimentally, classical methods such as light and small-angle neutron scatter-

ing [66, 67], rheometry [68] and birefringence [69] measure only average values, 

me 
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and do not permit the study of effects at the single molecule level. 

2. Theoretically, even the simplest possible situation, the flow behaviour of a single 

macromolecule within a uniform flow, has proven to be complicated [70]: a real 

polymer chain has many degrees of freedom and full molecular dynamics (MD) 

simulations are currently impossible; there is a coupling between the polymer 

deformation and the hydrodynamic field since the flow changes the shape of the 

polymer chain which in its turn changes the flow field around the chain. This 

hydrodynamic effect can be of different importance for different parts of the 

chain; furthermore, the importance of the excluded-volume effect and the finite 

extensibility of the polymer chain is largely unknown. 

Recently, new experimental techniques such as single molecule fluorescence imaging 

in solution [71, 52] and optical tweezers [72] have allowed the direct observation of 

DNA molecules under a variety of flows [73, 74, 75, 76, 77, 78, 79].  Results from 

such experiments hold out the promise of understanding the non-linear deformation of 

a single polymer chain to an unprecedented degree and detail. 

In this chapter, a systematic experimental study of the shape of a DNA molecule 

stretched out by steady uniform flow at different velocities using optical trapping of 

single DNA molecules (tethered on polystyrene beads) and single molecule fluores-

cence imaging is presented. The results show a gradual transition from a regime with 

strong hydrodynamic interactions at low velocities to a regime with no hydrodynamic 

interactions at higher velocities. 

4.2 Background 

Brochard-Wyart et at. [80, 81, 82] in a series of papers developed a scaling theory for 

the deformation of a single chain under uniform flow based on the "blob" picture of 
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single polymer chains [83, 84]. They assumed that the volume occupied by the chain is 

impenetrable by the flow (non-draining chain). This simple analytical theory predicts 

four regimes for the overall shape of the deformed DNA molecule. At sufficiently low 

velocities the molecule is slightly deformed and its size is close to the usual unper-

turbed dimension. At moderate flow velocities the polymer is stretched and takes a 

characteristic "trumpet" shape. At higher flow velocities the chain section at the teth-

ered point is completely stretched and the chain takes a "stem and flower" shape. At 

the highest velocities the chain is fully stretched. 

Perkins et at. [75] used uniform flow to stretch a single DNA chain tethered to an 

optically trapped latex sphere and held stationary at one end (see Figure 4.1). They 

observed the resulted linear extension L of the DNA at the direction of the flow by 

single molecule fluorescence imaging. They used DNA molecules of various contour 

Flow 
4 

ped 
PS sphere 

Figure 4.1: Schematic drawing of a single polymer chain tethered to an optically trapped latex sphere 

and stretched under uniform flow. 

lengths L0  (total length, length measured along the chain backbone) to measure their 

fractional extensions L/Lo  under different flow velocities v and background solvent 

viscosities ii. While the overall deformed-chain shape observed resembles Brochard-

Wyart's predictions, the measured elongation curves L(v) do not agree with the scaling 

theory. Although DNA is a long molecule (several microns), its persistence length ( 

50 nm) is large enough to make it a polymer with a relatively low number of Kuhn 

segments' (for example, a DNA molecule with a contour length of 16.5 pm consists 

'The Kuhn segment is twice as long as the persistence length. 
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of 165 Kuhn segments). It has been claimed that the applicability of scaling laws and 

blob theory on such a polymer can be problematic. Perkins et al. [75] main result is 

that the fractional extension is a universal function of qv Lo', with in = 0.54 + 0.05. 

This result indicates that the influence of the hydrodynamic interactions are significant 

since if they are not important and the flow penetrates freely and fully the volume oc-

cupied by the chain (free-draining chain), the fractional extension is expected to be a 

universal function of iv I (the total drag force). Consequently, Perkins et al. con-

cluded that the hydrodynamic coupling is so strong that makes the coil to behave like 

an impenetrable (by the flow) solid object (non-draining chain) even at high velocities. 

Furthermore, and more importantly, the exponent in = 0.54 + 0.05 is close to the ex-

ponent which one would expect for the size of a polymer chain at equilibrium size (no 

flow), indicating that the equilibrium size instead of the true size should be used for 

calculating the drag force. This result is very surprising since it is well known that at 

low Reynolds numbers (and apart from a logarithmic correction') the total drag force 

is mainly determined by the largest linear dimension [85];  the true linear dimension 

of a DNA molecule elongated by flow, even at low velocities, is several times larger 

than the equilibrium size. It is clear that the collapse of the L/ L0  vs 71vL0054  plots to a 

universal curve is to a large extent fortuitous and there should be another effect which 

compensates the underestimation of the linear dimension of the coil. This may be the 

logarithmic correction which has to be introduced in the functional form of the drag 

force generated by asymmetric objects. Simulations have recently shown that while 

for the drag force corresponding to the equilibrium size the collapse of the data to a 

universal function is approximate, if one considers the true drag force  the collapse of 

the data to a universal function is perfect [70].  Perkins et al. [75] experiments pro-

vided the incentive for several theoretical investigations of the DNA elongation under 

uniform flow. 

2The logarithmic correction involves the logarithm of the DNA aspect ratio of the sizes parallel and 

perpendicular to the flow direction which can take large values at even moderate velocities. 

31n simulations the true drag force can be easily calculated. 
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A key concept in many theoretical studies is the worm-like chain (WLC) model. A 

DNA molecule can be approximated by a thin, elastic, homogeneous rod where the 

elastic constants are such that small thermal fluctuations produce random, isotropic 

bending of the chain sections resulting in a random coil for sufficiently long chains [86, 

63]. This is a quite general model of a semi-flexible polymer chain called persistent 

or worm-like chain WLC and accounts for both local chain stiffness and long-range 

flexibility and is compatible with the particular mechanism of DNA chain flexibility. 

Bustamante [87] and Vologodskii [88] have shown that the WLC model describes the 

entropic elasticity of a DNA molecule much better than the freely-jointed chain model 

[89]. 

Marko and Siggia [90] used the WLC model to calculate an approximate force vs 

extension, F( L), formula which they used to explain the observed DNA extension-

velocity dependence, L(v). They took into account explicitly the logarithmic correc-

tion of the drag force and used a mean tension and an effective overall chain defor-

mation. Within the limitation of one adjustable parameter they found good agreement 

with the experimental measurements. 

Larson et al. [91] used Monte Carlo simulations which took into account the DNA's 

elasticity based on the approximate Marko-Siggia WLC relationship [90],  F( L), Brow-

nian motion and averaged hydrodynamic interactions to explain the measured chain 

extension and the DNA mass distribution along the flow direction of Perkins et al. 

[75] and similar experiments using longer DNA molecules [91].  For the longer DNA 

molecules the exponent m. was calculated to be m = 0.75 + 0.02. They showed that 

the hydrodynamic interactions act together to create an increased mass distribution at 

the free end and the extended DNA molecule under steady uniform flow behaves effec-

tively like a half-dumbbell spring with the nonlinear elasticity of the WLC (see Figure 

4.2). They argued that the surprising ability of the simple half-dumbbell model with 

WLC elasticity to explain the experimental results for the fractional extension is due to 

the following effects which cancel each other: (i) the distribution of drag forces along 
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Figure 4.2: The drag force is distributed along the length of the chain (A), but effectively the DNA elon-

gation can be simulated by assuming (B) an effective spring which obeys the WLC nonlinear elasticity 

and a bead at the free end where the whole drag force is concentrated (half-dumbbell model). 

the chain (see Figure 4.2) decreases the slope of the fractional extension with velocity; 

(ii) the increase of the effective drag coefficient with chain elongation increases the 

slope of the fractional extension with velocity. It is worthwhile noting that although 

the half-dumbbell model can fit the extension data it provides no insight about the im-

portance of the hydrodynamic interactions, the finite extensibility of the chain and the 

excluded volume interactions at different velocities and different parts of the chain at 

a specific velocity. 

Zimrn et al. [92] and Stigter et al. [93] developed theoretical methods on the basis 

of the accurate inverse Marko-Siggia WLC relationship [90],  L( F), with averaged 

hydrodynamic interactions. Both calculations also agree with the measurements of 

Perkins et al. [75]. 

Rzehak et al. [94, 70] performed an extensive numerical study of the deformation of 

a long polymer chain within uniform flow using Brownian dynamics simulations. Un- 

like previous numerical and analytical studies they avoided any averaging procedures 
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for the hydrodynamic interactions and considered systematically a Gaussian chain, a 

freely-jointed chain and a finitely extensible nonlinear elastic (FENE) chain. They 

took into account progressively the excluded-volume interactions and the hydrody-

namic interactions in order to evaluate the relative importance of these effects to the 

deformation of the chain. They also developed an analytical blob-model for the free-

draining case. The most important conclusion of their studies is that the effect of the 

excluded-volume and hydrodynamic interactions are position and velocity dependent. 

They have a stronger influence towards the free end of the chain and are more impor-

tant at relatively low velocities. Interestingly, they have showed a gradual transition 

from a nearly non-draining regime at low velocities to a nearly free-draining regime at 

high velocities. At moderate velocities the flow partially penetrates the polymer coil 

and the polymer chain is neither non-draining nor free-draining. 

These simulations led to the development of a modified blob-model: the so called 

F-shell blob model [94, 95],  which combines the appealing simplicity of the blob-

model while taking into account the important effect of the partial draining state of 

the polymer chain. They also indicated that the experimentally-found chain extension 

exponents might have no scaling significance since the chain could be in very different 

draining regimes at different velocities. 

Our results are discussed within the framework of the blob models (which are pre-

sented in detail in the theory section) and show clearly a gradual transition from a non-

draining regime at low velocities to a free-draining regime at high velocities (within 

the trumpet regime) verifying the numerical predictions and indicating that the F-shell 

blob model can provide a relatively simple but significant improvement to the initial 

blob-models for single chain deformation under uniform flow. 
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4.2.1 Theory 

Pincus [83, 84] showed that a single polymer chain under tension can be described 

by a series of scaling thermal blobs. Each blob corresponds to a length scale where 

the deformation energy is of the order of the thermal energy /ABT, where kB is the 

Boltzmann constant and T is the absolute temperature. On smaller scales the tension 

is not important and the chain section can be considered unperturbed following either 

ideal or swollen statistics (depending on the solvent). On larger scales the deformation 

energy is larger than kRT and the conformation is set by the interactions which produce 

the deformation. The size of the Ic-th blob R, is controlled by the balance of the 

thermal energy 	kBT and the deformation energy Pt Rk PA,  where Ek  is is the total 

force exerted on the k-th blob: 

kBTRkFkRk T . 	 (4.1) 

Since each blob is by definition unperturbed from its equilibrium configuration, it sat-

isfies the Flory scaling relationship [89, 96] 

Rk 
	 (4.2) 

where a is the length of the Kuhn segment (effective monomer unit), N/, the number 

of Kuhn segments within the k-th blob and the exponent v depends on the solvent 

quality: ii 	3/5 for a swollen chain due to excluded-volume interactions in good 

solvent condition S4  while v = 1/2 for an ideal chain (chain in a 0-solvent). 

The total force Fk exerted on the k-th blob depends mainly on the assumption concern-

ing the hydrodynamic interactions. In the case of a tethered chain in a uniform flow, 

Fk decreases from the tethered to the free end. This effect according to Equation (4.1) 

results in increasing blob sizes from the tether to the free end and the polymer chain 

takes a characteristic "trumpet" shape at moderate velocities. At a limiting velocity 

4Experiments and more sophisticated calculations have shown that v 0.88 [97]. 
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the section of the chain near the tethered point can be stretched to such an extent that 

reaches its minimum size perpendicular to the flow. This is the beginning of the "stem 

and flower" regime. Figure 4.3 shows a schematic representation of the regimes pre-

dicted by the blob models. The first regime accounts for very low velocities where the 

polymer shape is relatively unperturbed. At higher velocities we progressively acquire 

the trumpet and the stem/flower regimes. At even higher velocities the polymer chain 

is fully stretched. The exact deformed shape in the different regimes and their limit-

ing velocities depend on the hydrodynamic model (which governs the drag force) and 

the solvent conditions. In the following subsections we present the relevant relation-

ships for the trumpet and the stem/flower regimes for the two initial blob models: the 

non-draining blob model and the free-draining blob model. The more recent partially 

draining blob model (F-shell blob model) is discussed qualitatively. For the solvent 

conditions we will present results in the two limiting cases of a e9- solvent and a good 

solvent. Note that all scaling results are only accurate up to numerical pre-factors that 

are hopefully not much bigger than unity. 

Non-Draining Blob Model 

At low Reynolds numbers the drag/hydrodynamic force exerted by the uniform flow 

with velocity v on a sphere of radius R is given by Stokes law: 

P = 6'rçivR, 	 (4.3) 

where ij is the viscosity of the fluid. The non-draining model supposes that the hy-

drodynamic coupling within the blobs is so strong that the solvent molecules are com-

pletely trapped in the blobs. It is based on the Zimm model which treats the pervaded 

volume of the chain as a solid object moving through the surrounding solvent. The fric- 

tion coefficient (( 	F/v) for a blob of radius R is (z = 67, 77R. The hydrodynamic 

interactions between the blobs are neglected. 
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Figure 4.3: Schematic drawing of the overall hydrodynamically-deformed shape of a single polymer 

chain tethered and kept stationary at one end (red bead on the right) while the other is free under un-

inform flow. Starting from above: at sufficiently low velocities the molecule is slightly deformed and 

its size is close to the unperturbed dimension; at moderate flow velocities the polymer is stretched and 

takes a characteristic "trumpet" shape; at higher flow velocities the chain section near the tethered point 

is completely stretched while at the free end there is still significant thermal agitation and the chain 

takes a "stem and flower" shape; at the highest velocities the chain is fully stretched along the whole 

backbone. 

The first blob at the free end (blobs are counted from the free end) experiences only 

the Stokes drag force, the second blob experiences in addition to the Stokes drag the 

tension due to the drag of the first blob (Figure 4.4). Thus, the total force acting on the 

k-this 

Fk~ = 67r7)v 
k 

R. 	 (4.4) 

From Equations (4.1) and (4.4) we can deduce a recursion relationship for the total 

force Fk exerted on the k-th blob 

- FA, -I 
	67r?)v kB T 	

(4.5) 

In the limit of large k values we can assume that k is a continuous parameter; therefore, 
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- 	 Thus from Equation (4.5) 
dk 

F(k) (127r7)7)kBTk)12 . 	 (4.6) 

In addition, from Equations (4.1) and (4.6) we deduce that the position of the k-th blob 

Is 	

.i(k) 	
2 (kBTk ) 

1/2 	

(4.7) 
12 - v 

Eliminating k from Equations (4.6) and (4.7) (or starting from Equation (4.4) and since 

R1  (see Figure 4.4)) we can deduce that 

	

67r7vr. 	 (4.8) 

The segment density p(x) projected onto the flow direction i is p - . If N is the 
Rk 

total number of Kuhn segments the relationship f0 p(x)dx = N has to be satisfied. 

By calculating the integral taking into account Equations (4.1), (4.2), (4.6) and (4.7) 

we can deduce the extension L of the chain with N segments at a particular velocity v. 

For v4 1/2 we have 

	

L a NTv1 	 (4.9) 

which takes the following form under good solvent conditions (v 3/5) 

L cx N3v 2 
	

(4.10) 

For a 6-solvent, v = 1/2 we have 

T'12  
Lcx 

	

kT 	 (4.11) 
V77 

The extension of the chain at the direction y perpendicular to the flow direction x is 

found by y = Rk. Using Equations (4.1) and (4.8) we find that the profile of the 

deformed chain should be hyperbolic (for both good solvent and 6-solvent conditions) 

Y(X) 	
k13 	

(4.12) 
6 ir v x 
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The size of the larger blob (k 	1) can be found by Equations (4.1) and (4.3) to be 

R1 	= R1 	
k13T = 	 At low velocities the deformation of 

F1 	 nrr,vR1 7rr, 

the chain is small but if we require the larger blob to be smaller than the Flory radius 

R1  < RF  where R 	aNn,  we deduce the velocity which initiates the trumpet regime 

(see Figure 4.4) 
kT 

(4.13) 
61r?7a 2  AT2  '  

The smallest blob at the tethered end is found if we substitute the total force F 

67rivL into the Pincus relationship (Equation (4.1)) Rm 	 In order for the 

trumpet regime to be valid, the size of this blob must exceed the size of the Kuhn 

segment J-? > a. This relationship determines the maximum velocity for the trumpet 

regime. Under good solvent conditions (ii 3/5) 

non Nl/5v 0n . 	 (4.14) 

At this velocity the chain enters the stem and flower regime. This regime holds until 

a velocity where the size of the larger blob also becomes equal to the Kuhn segment. 

Under good solvent conditions (ii 3/5) 

non 	kRT 	non 
V 3   

67,71a2   

Free-Draining Blob Model 

In this model the solvent is assumed to freely-drain through the polymer chain (all 

hydrodynamic interactions between the different segments of the chain are neglected) 

and the friction/drag law is based on the Rouse-model where all N Kuhn segments 

individually contribute to the friction coefficient (n = Nç0  where (0  is the friction 

coefficient for a Kuhn segment. 

For an ellipsoid (large axis a and small axis b) the Stokes law includes a logarithmic 

correction F 	The DNA Kuhn segment has a large  aspect ratio (a 100 nm 
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Figure 4.4: non-draining chain model at intermediate velocities: the polymer chain which is immo-

bilised at one end (the polystyrene bead is not drawn to scale) is stretched under uniform flow breaking 

up into a string of non-draining blobs. The tension is non-uniform and it decreases towards the free end; 

subsequently the blobs are larger at the free end and the chain takes a trumpet shape. 

and b 2 nm) and the logarithm is at the range of 2. Thus, the effective hydrodynamic 

radius [92] of the DNA Kuhn segment is expected to be smaller than its linear size a. 

Here, for simplicity and in order to account for this effect we will neglect the numerical 

coefficient while keeping the length a for the hydrodynamic radius 

Fi1av. 	 (4.16) 

Thus, the total force acting on the k-th blob for the free-draining model is 

	

Fk7]avN. 	 (4.17) 

From Equations (4.1), (4.2) and (4.17) we can deduce an exact recursion relationship 

for the total force Ek  exerted on the k-th blob 

1/v 

- Fk_l 	a?) kBT () 	. 	(4.18) 
a FA, 
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In the limit of large k values we can assume that k is a continuous parameter and 

therefore Ek - F_1 = 	Thus from Equation (4.18) dk 

7/,BT'\Tr 

	

F(k) 	(i)avk)T1  ( 	__ ) 	 (4.19) 
\\ aJ  

Since .Tk = 
Ek 

I  R1, using Equations (4.1), (4.19) and substituting the sum with an 

integral we deduce 

	

x(k) 	2 ( —fl--  1 	(ak)i. 	 (4.20) 
\\ 7)avj 

Eliminating k from Equations (4.19) and (4.20), we find that the drag force at position 

xis 

P(x) 	(kT)1  (?)avx )V• 	 (4.21) 

The segment density p(x) projected onto the flow direction x is p = -. If N is the 
Rk 

total number of Kuhn segments the relationship j'E p(x)dx = N has to be satisfied. 

By calculating this integral taking into account Equations (4.1), (4.2), (4.19) and (4.20) 

we can deduce the extension L of the chain with N segments at a particular velocity v 

L cx ATv. 	 (4.22) 

Under 0-solvent conditions (v = 1/2) 

L (xN 2v. 	 (4.23) 

while, under good solvent conditions (v 3/5) 

L cx N 3v213 . 	 (4.24) 

The extension of the chain at the direction y perpendicular to the flow direction x is 

found by assuming y = Rk. Using Equations (4.1) and (4.21) we find that the profile 

of the deformed chain should be 

y(x) a kF3T
() 

x- . 	 (4.25) 
1 a v 
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Under 8-solvent conditions (v = 1/2) 

Y(x) cx r_h/2 	 (4.26) 

The free-draining condition stretches the chain more strongly and the profile is smoother 

(compare the Figures 4.4 and 4.5). 

The trumpet regime (see Figure 4.5) is initiated at the velocity 

IBT 	
(4.27) 

a 2  N1'+ 1  

The trumpet regime holds until velocity 

7free 	kT 	
NV ?) e . 	 ( 4.28) 

ia 2  N 

At this velocity the chain enters the stem and flower regime which holds until the 

velocity 

- Nv free.. 
	 (4.29) 

7)(i 

A Partially Draining Blob Model: F-Shell Blob Model 

Rzehak et at. [94] have shown by Brownian dynamics simulations that at higher ve-

locities the flow penetrates the blobs resulting in a gradual transition from a nearly 

non-draining chain at low velocities to a nearly free-draining one at higher velocities. 

The flow penetrates partially the polymer coil and the polymer chain is neither totally 

non-draining nor totally free-draining. 

To account for this behaviour within the framework of blobs they introduced a modified 

blob-model: the "free-draining shell", or F-shell, blob model [94, 95] which takes into 

account the important effect of the partial draining state of the polymer chain in a 

simplified fashion. In the partially draining blob model each blob contains a non-

draining impenetrable inner core with variable diameter and a free-draining shell of 

constant thickness D (see Figure 4.6). 
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Figure 4.5: Free-draining chain model at intermediate velocities: the polymer chain which is immo-

bilised at one end (the polystyrene bead is not drawn to scale) is stretched under uniform flow breaking 

up into a string of free-draining blobs. The tension is non-uniform and it decreases towards the free 

end; subsequently the blobs are larger at the free end and the chain takes a trumpet shape. The profile is 

smoother compared to the non-draining chain model (Figure 4.4). 

At low velocities the majority of the segments lie within the inner impenetrable cores 

and the effect of the free-draining shell is minimal; the chain behaves effectively as 

non-draining. At higher velocities the chain is stretched, the number of blobs increases 

while their size decreases and gradually most segments lie within the free-draining 

shells; the chain behaves effectively as free-draining. At moderate velocities, the F-

shell blob chain deformation is intermediate between the two extreme cases of non and 

free-draining blob models leading to intermediate behaviour [94, 95]. It has to be noted 

that despite the simplicity of the F-shell model, it can be solved only numerically [95]. 

The two previous models can be viewed as the two limits of the F-shell model: D = 0 

corresponds to the non-draining model and D = R1  corresponds to the free-draining 

model. By tuning the parameter D intermediate behaviour can be attained. 
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Figure 4.6: Partially-draining chain model at intermediate velocities: the polymer chain which is immo-

bilised at one end (the polystyrene bead is not drawn to scale) is stretched under uniform flow breaking 

up into a string of partially-draining blobs. The blobs contain an inner non-draining core which is 

surrounded by a free-draining shell of constant thickness D. 

Excluded-Volume Interactions 

The excluded volume interaction in an athermal solvent of a non-spherical Kuhn seg-

ment is 

V 	a2d. 	 (4.30) 

where a is the length of the Kuhn segment and d is its effective diameter. Its occupied 

volume is v0  zt ad2. 

The Flory theory of polymer solutions [89, 971 indicates that if 

_N' 	 (4.31) 1 	Nh/2> 1 	 (4.31) 

the excluded volume interactions are important and they should be taken into account. 
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4.3 Experiments 

The experimental set up the preparation of the DNA-bead sample and the flow cell 

used have been described in the previous chapter. The buffer and DNA sample were 

kept separately in a light-sealed box full of ice. The cell was coated by a BSA liquid in 

order to inhibit the beads adhering to its walls and then rinsed with the same buffer used 

at the experiments. After that stage the lights were switched off and the experiment 

began. 

Initially the cell was filled with the sample and a bead was trapped using brightfield 

illumination at a measured height of 9-10 urn  from the lower surface of the cell. The 

imaging was then switched to fluorescence to check whether DNA was attached to the 

bead. 

The cell was then moved with constant speed via an attachment to an Encoder Driver 

Linear Actuator (COHERENT) which was controlled by a Lab View programme; the 

minimum speed of the actuator was 0.5 /2mls with a resolution of 0.02 urn/s.  The 

movement of the cell was stable within the range of velocities applied: 3 mIs to 

200 Linus. 

The movies were recorded with a CCD camera (LaVision, Imager3) having a linear 

response detector, with I = 1000 ms exposure time. At low flow rates movies could 

last several minutes while at the higher rates the duration was much shorter due to the 

larger displacement of the bead along the cell which resulted in the loss of the focus 

and the frequent escape of particles from the trap. The length of the DNA molecule 

under different flows was measured with the same software used for imaging (DaVis). 
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4.4 Results 

Figure 4.7 shows a typical fluorescence image of a DNA molecule held fixed at one 

end while deformed by a uniform flow. 

Figure 4.7: DNA deformation under flow. The flow velocity is 50 jim/s. 

Figure 4.8 shows typical fluorescence images of a DNA molecule held fixed at one 

end while deformed by a uniform flow at different flow velocities. Increasing the flow 

velocity results in polymer elongation. 

Figure 4.9 presents the increase of the DNA length with the flow velocity in a log-log 

plot. The elongation does not follow a power low and the slope decreases at higher 

velocities suggesting the existence of an asymptotic plateau at higher velocities. 

The size of the DNA perpendicular to the flow (width) appears to decrease. This is 

illustrated in Figure 4.10 where the maximum width (at the free end) and the minimum 

width (at the fixed end) at a particular velocity is plotted versus the flow velocity. In 

both cases the slope decreases at higher velocities and the fixed end width attains a 

plateau of about 0.43 pm at 50 pmls while the free end width continues to decrease 

as seen in the figure. Thus, the DNA chain gets longer and thinner with increasing flow 

velocity. To illustrate the change in the DNA conformation the outer contour shape of 

the DNA coil was extracted from the images. In Figure 4.11 the DNA contour profiles 
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at two specific velocities are presented. The profile at the low velocity is reminiscent 

of a trumpet-like shape while at higher velocities the profile near the fixed end is nearly 

horizontal with a characteristic protrusion at the free end which is reminiscent to the 

stem/flower shape. 



CHAPTER 4. DNA SHAPE UNDER UNIFORM FLOW 	 66 

v = 3 PmIs 

v = 7 urn/s 

v = 30 pm/s 

v = 50 m/s 

V = 100 trnfs 

v = 200 im/s 

Figure 4.8: DNA deformation under flow at different velocities, flow direction is towards left. 
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Figure 4.9: DNA length plotted versus the flow velocity. 

In order to investigate quantitatively the DNA contour shape and compare it with the 

blob-model scaling predictions, we extracted DNA contour profiles by processing tens 

of fluorescence images at different velocities. We used MatLab to take a series of 

profiles of different intensity levels and we selected the intensity profile which shows 

a clear cross section of the DNA shape and it is as close as possible to the noise level 

(but above it). We performed a fitting procedure in order to obtain the value of the 

exponents associated with the perpendicular to the flow chain extension (its shape). 

In fitting power laws to the shape data, it is important to take into account the fluo-

rescent blurring effect (illustrated in a schematic drawing in Figure 4.12). Due to this 

effect, both the DNA width and the length are overestimated. The DNA coil appears 

larger than it is in all directions. For example, Yoshikawa et at. [98, 99] comparing the 

hydrodynamic and the fluorescent radius of unperturbed DNA coils in solution calcu-

lated the blurring effect to be 0.3 rim. Perkins et al. [75] has measured the 2a width 
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Figure 4.10: Width at the free and and at the fixed end plotted versus the flow velocity. 

of a highly extended DNA double strand to be about 0.4 pin which indicates a similar 

blurring effect (the DNA diameter is about 2 nm). In order to account for this effect 

we used the following fitting function: 

y - yo - A(x - To)-" 	 (4.32) 

which contains four independent fitting parameters. The parameter yo  is associated 

with the overestimation of the DNA width and the parameter xc  is associated with 

the overestimation of the DNA length. The fitting process using four independent 

parameters gave unreasonable values for x0  and y. However, Figure 4.10 shows that 

the fixed end width of the DNA takes a constant value of 0.4 /im when it is fully 

stretched. Since the DNA diameter is about 2 nm, we deduce that the half-width of the 

blurring effect is 0.2 tm (this is the half-width of the "stem" at high flow velocities). 

The values of t presented here were obtained by a 2-parameter fitting procedure by 
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Figure 4.11: Contour shapes of DNA at different velocities. Flow direction is towards left. The two 

intermediate deformation regimes are clearly shown: trumpet shape at low velocities and stem and 

flower shape at high velocities. 

taking that xo - Yo = 0.2 rim. 

Figures 4.13 to 4.18 show some typical profiles at different velocities and the fitting 

results. The value of the exponent i changes with the flow velocity from a value close 

to 1 until it reaches a plateau of 0.3 at higher velocities as it can be seen in Figure 4.19 

where t is plotted versus the flow velocity. 

4.5 Discussion 

The length vs flow velocity relationship was the main focus of several previous ex- 

perimental and theoretical studies (e.g. [75, 91]) As it can be seen in Figure 4.9 and 
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Figure 4.12: DNA profile and blurring effect due to fluorescence imaging. 

in agreement with the previous studies the length dependence on velocity cannot be 

described by a simple power law as predicted by the non and free-draining models. 

There are several reasons for this behaviour: the finite length (relatively small num-

ber of Kuhn segments) and the finite extensibility of the DNA chain leads to an upper 

limit / asymptotic plateau in the chain elongation; it is not certain that the DNA chain 

behaves in a non-draining or free-draining manner at all flow velocities; furthermore, 

it is possible that different parts of the chain are in different draining regimes even 

at low and moderate velocities 5. The significance of excluded volume interactions is 

unknown and even more crucially it might be different for different parts of the chain 

and it could vary with the velocity. 

The DNA effective diameter d is about 2 nm and the Kuhn segment is a > 100 nm 

(The binding of the fluorescent die is expected to stiffen DNA and increase the per-

sistence length). The DNA used has a contour length of 16.5 pm which indicates 

5At higher velocities where we are well in the stem/flower regime, by definition the stem is free-

draining while the flower can be non-draining. 
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Figure 4.13: DNA Shape at a velocity of 3 pm/s. 

that N = 165 Kuhn segments. For these values (Equation (4.31)) d  N1 / 2  Pt 0.65, which 

is smaller than but quite close to 1. Bearing in mind that the calculation is approx-

imate one can cautiously deduce that for the unperturbed chain one should take into 

account the excluded volume interactions. However, we would expect that at even low 

velocities, where the chain extends a few times its unperturbed size and the monomer 

concentration is reduced, the excluded volume effects are suppressed and the chain can 

be considered ideal [90] 

The profiles of the DNA shape can be fitted by a power law. The shape exponent t 

takes a value close to 1 at low velocities (3 gm/s) (Figure 4.19) which is consistent 

with the value of the exponent predicted by the non-draining blob model (Equation 
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Figure 4.14: DNA Shape at a velocity of 7 pm/S. 

(4.12)). The exponent is the same for both good and 0-solvent conditions (see also 

Table 4.1), so that we cannot distinguish between them and evaluate the excluded vol-

ume interaction significance. At moderate velocities (7, 30 and 50 imIs) the exponent 

changes taking lower values between 0.85 and 0.45. This behaviour could be due to a 

combination of two effects (i) the gradual transition from non-draining to free-draining 

conditions, (ii) the gradual suppression of excluded volume interactions (for the free-

draining chain p. 0.6 for good solvent conditions and 0.5 for an ideal chain (Equation 

(4.25)). However, since the excluded volume interactions are likely to be already fully 

suppressed even at low velocities (see calculation above), the gradual transition from 

non-draining to free-draining conditions is the most probable explanation. 
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Figure 4.15: DNA Shape at a velocity of 30 pmls. 

These results are consistent with simulations by Rzehak et al. [94] who showed by us-

ing Brownian dynamics simulations that the flow can penetrate the blobs. As the blobs 

decrease in size at higher velocities more and more segments pass from a non-draining 

state to a free-draining one resulting in a gradual transition from a nearly non-draining 

chain at low velocities to a nearly free-draining one at higher velocities. Consequently, 

a modified blob-model such as the F-shell blob model [94, 95] which takes into account 

this important effect of the partial draining behaviour appears promising in explaining 

the single polymer chain deformation at uniform flow. 

The fact that the width at the tethered end reaches a plateau signifies the initiation of 

the stem and flower regime. Figure 4.10 indicates that the stem and flower regime 
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Figure 4.16: DNA Shape at a velocity of 50 pm/s. 

is reached at a velocity in the range of 50 jum/s. However, Figures 4.17, 4.18 show 

that there is a small but finite slope at the stem part of the chain (the profile is not 

completely horizontal) indicating that the stem and flower shape is an approximate 

one. In addition, we observe that the flower width at the free end continues to decrease 

and has not reached a plateau at 200 jimls indicating that the total stretching regime 

(4th regime) has not been attained yet. The values of the shape exponent at higher 

velocities (100 and 200 pm/s) probably have no scaling significance: The reduced 

width along a major part of the chain indicates that the number of Kuhn segments per 

blob tends towards 1. In addition, the scalable part of the chain is now restricted only 

to the flower which occupies a relatively small part of the chain and contains only a 
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Figure 4.17: DNA Shape at a velocity of 100 pm/s. 

0.2 

few blobs making the application of scaling relationships questionable. 

Using the equations for the limiting velocities for the two intermediate regimes, we find 

that the trumpet regime for non-draining blobs is predicted to start at v1 	0.2 ,umls 

and end at v2 	0.6 [tmIs where the stem and flower regime starts; the latter ends at 

V3 ct 100 pm/s. For the free-draining chain we deduce (both solvent conditions give 

similar results): v1  0.2 pm/s, m 2.5 ,umls and v3  330 umIs. These values do not 

agree with the observations. However, one should note that calculating absolute values 

(instead of characteristic exponents) from scaling theories is not at all accurate. Scaling 

relationships neglect several constants of order unity. Brochard-Wyart [80, 81, 82] does 

not use the constant 6r in the Stokes law for the non-draining blob model. In this case: 
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Figure 4.18: DNA Shape at a velocity of 200 imIs. 

v1 	2pm/s, 7)2 6 rim/s and 7)3 1000 Mm/s. The non-draining blob model predicts 

a very limited range of velocities for the trumpet regime (Equation (4.14)). In contrast, 

the velocity range for the trumpet regime is wider for the free-draining blob model 

(Equation (4.28)). This is consistent with our observations where we find a relatively 

wide range of velocities for the trumpet shape ( 3 imIs to 50pm/s) and shape 

exponents which indicate a gradual passing into a free-draining state. 
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Figure 4.19: exponent /I plotted versus the flow velocity. 

Model 

v0.5 iO.5 
fd 

v0.6 i=O.6 

v0.5
nd  

[t=l 

i0.6 1  i1 

Table 4.1: Shape exponents /1 for the free-draining (fd) and the non-draining (nd) model. 
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4.6 Conclusions 

The deformation of a DNA chain fixed at one end under uniform flow was directly 

investigated using single chain fluorescence imaging and optical trapping. The re-

sults  were discussed within the scaling theory framework of the non-draining and free-

draining blob-models. While the blob-model predictions for the DNA elongation and 

the limits of the different shape regimes were not verified by the observations, the DNA 

contour shape was successfully fitted by power laws and the calculated characteristic 

exponents indicate that the chain undergoes a gradual transition from a non-draining 

state to a free-draining one within the trumpet regime. These observations indicate 

the importance of the F-shell blob model and demonstrate that single chain fluores-

cence imaging combined with analysis from simple scaling theory can provide useful 

insights into the behaviour of polymer chains under flow. 



Chapter 5 

DNA Condensation 

5.1 Introduction 

The kinetic process of the initiation of DNA condensation induced by spermidine was 

studied by single molecule fluorescence imaging in combination with optical tweezers 

and a laminar flow cell. The DNA molecule was attached by one end to a colloidal 

particle which was held stationary within the flow cell by an optical trap. The DNA 

was stretched under the flow and it was then moved to a condensing agent (spermidine) 

rich area where it was observed to rapidly contract slightly but remained stretched for 

a considerable period of time (a few to 30 s depending on the flow rate of 50 

to 250 pm/s) in the presence of spermidine before it collapsed abruptly (typically 

100 ms). The lag or latency time, 'r (i.e. the time needed for the start of collapse of 

hydrodynamically stretched DNA after the DNA entered the condensing agent zone) 

increased with the increase of flow rate, the ionic strength and DNA contour length. 

The effect is reversible, but consecutive re-entries to the spermidine region led to a 

decrease in latency times. The results indicate the extreme sensitivity of the collapse 

initiation on the competitition of cations for DNA binding sites and the weakened sper-

midine affinity for binding when the DNA chain is under tension. 

79 
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5.2 Background 

The DNA condensation from a disordered, coiled state to an orderly compact state is 

accompanied by a spectacular decrease of the volume occupied by the DNA molecule 

[100]. The phenomenon is used in viruses, bacteria and eukariotic cells to pack their 

genomic DNA in confined spaces. For example, in the case of T4 phage DNA the 

1-dimensional compression ratio inside the virus capsid is more than 500 [101]. It 

is believed that the transition plays an important role on the DNA self-regulation and 

expression. Furthermore, renewed interest for compacted DNA has been generated 

by the need to develop effective methods of gene delivery for therapy. A reversible 

and easy to implement method of compacting the DNA without causing any structural 

damage can play an important role in gene therapy. 

Condensation can be induced by polyamines [102], inorganic multications 11103],  catio-

nic polypeptides [104], basic proteins [105], alcohols [106] and neutral crowding poly-

mers [107]. Furthermore, it can be influenced dramatically by polymer concentration 

[98], salt concentration [108], pH [109] and solvent effects [101]. 

Early light scattering studies of condensation in dilute DNA solutions have shown that 

the transition is steep but continuous [106, 110]. These and other studies using con-

ventional techniques such as viscosimetry, sedimentation etc. [107, 111],  probe a large 

number of DNA molecules and all results are averaged over the statistical ensemble 

of many molecules. In this way, the equilibrium properties (such as the initial and 

final radius of gyration) can be determined but they are not suitable for evaluating the 

kinetics since not all DNA chains are expected to start collapse simultaneously. Fur-

thermore using an ensemble of DNA molecules the condensation process of individual 

DNA molecules can be obscured by the aggregation and precipitation processes which 

happen in parallel. 

However, recent single molecule fluorescence imaging (SF1) techniques [51, 50] probe 

individual molecules and have clearly demonstrated that for a single DNA molecule 
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the condensation is a discontinuous, "all-or-none" transition [103, 112]. 

Biomolecules are too small to be visible using conventional optical microscopes. How-

ever, if the biomolecules are tagged with fluophores, visualisation is possible using flu-

orescence microscopy and subsequently individual biomolecules can be directly stud-

ied. Furthermore, combining SF1 with optical tweezers provides the opportunity to 

micromanipulate individual molecules and expose them with unprecedented control in 

various environments. Brewer et al. [113] used SF1, optical trapping and a dual-port 

flow cell to study directly the condensation kinetics of individual DNA chains induced 

by protamine. It was found that the DNA molecule collapsed with a nearly constant 

speed from its free end. A study of DNA-chromatin assembly by Ladoux et al. [114] 

revealed that the assembly proceeds with at least three steps with DNA wrapping as 

the final step. 

Much effort has been concentrated on (i) measuring the dimensions and shapes of 

condensed DNA mainly by scanning electron microscopy (SEM); they were found 

to be toroids and rods [115, 116, 117]; (ii) measuring the minimum concentrations 

(critical concentrations) of different condensing agents which are sufficient to induce 

condensation [118, 108]. 

Yoshikawa's group has pioneered the use of SF1 to study the thermodynamic aspects 

of the DNA condensation. They have shown that the DNA collapse is a proper first 

order transition with the DNA being metastable near the critical concentration [119] '. 

Furthermore, the collapse occurs via the classical process of "nucleation and growth" 

i.e. similar to the formation of a crystal/condensed phase from a metastable and su-

persaturated fluid [120]. These experiments and further simulations studies [121, 122] 

have shown that the condensation nucleus occurs mainly at the DNA ends and then 

proceeds along the DNA backbone; furthermore, the nucleus need not involve many 

'This metastable regime which results in a mixed population of both coiled and collapsed chains 

is the reason for the continuous appearance of the transition using the traditional techniques of light 

scattering, UV spectroscopy, viscosimetry, sentimentation etc. 
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Kuhn segments. 

Theoretical and simulation studies of semiflexible chain condensation have been con-

centrated mainly on the kinetics of the process after nucleation [123] and on inter-

mediate structures during condensation [124]. Kikuchi et al. [125] showed that in 

the absence of hydrodynamic interactions the collapse is starting at the free ends of 

the chain while in the presence of hydrodynamic interactions the collapse is uniform 

across the chain and more rapid. 

Porschke [126] employed stopped-flow and field-jump experiments combined with 

equilibrium titration and light scattering detection to study the dynamics of DNA con-

densation. Although his data on the the actual collapse are obscured by the above 

mentioned asynchronous behaviour of the DNA molecules, he clearly observed a short 

"induction" period (< 20 ms) before condensation by spermine. He argued that there 

is a threshold amount of condensing agents which have to bind on the DNA before 

condensation occurs and excluded-volume interactions between the bound and free 

condensing agent molecules during the final stages of the binding process can result in 

delayed kinetics. 

In this chapter, we present a systematic experimental study of the nucleation kinetics 

of DNA condensation of a 48,000 \-phage DNA and a 24,000 base fragment using 

spermidine as the condensing agent under different flow speeds and salt concentrations. 

5.2.1 DNA as a Random Coil: a Worm-Like Chain 

A DNA molecule can be approximated by a thin, elastic, homogeneous rod where the 

elastic constants are such that small thermal fluctuations produce random, isotropic 

bending of the chain sections resulting in a random coil for sufficiently long chains 

[86]. This is a quite general model of a semi-flexible polymer chain called persistent 

or worm-like chain WLC and accounts for both local chain stiffness and long-range 
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flexibility. This model is compatible with the particular mechanism of DNA chain 

flexibility2. The persistence length i, is a characteristic of polymer flexibility and de-

termines the maximum length of a chain section which can be considered as a straight 

line. Beyond this length the thermal fluctuations result in random bendings and di-

rectional correlations are lost. Since directional correlations extend in two directions 

along the backbone, it is not a surprise that the effective Kuhn segment can be proven 

to be twice as long as the persistence length. 

Applying macroscopic elasticity theory one can calculate the elastic bending energy 

for a length.,; of a DNA part 

AEhd n9 	 (5.1) 

where K is the bending stiffness and R is the radius of curvature of this part of DNA. 

The bending stiffness is connected with the Young's modulus E: t = EM, where M 

is the area moment of inertia which for a rod with a radius r is lvi = qi-r 4 /4. 

The bending stiffness is connected with the persistence length with the following rela-

tionship 

= 	 (5.2) 

where k B  is the Boltzmann constant and T is the absolute temperature. 

If a stretching force F exerted on a WLC chain of a contour length L0  results in an 

extension x, the F - x relationship is given by the following approximate formula 

[87, 90] 

( 	Lo  ) 

	 (5.3) 

This relation takes into account only entropic contributions and ignores the chain ex-

tensibility at high enough stretching forces. The corrected equation for extensions near 

2The mechanisms of polymer chain flexibility can vary. It is worthwhile noting that the flexibility of 

most synthetic polymers is due to the rotational-isomeric mechanism and are better described with the 

freely-jointed chain (FJC) model. 
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the full length takes the following form [127] 

x11(kBT112P 	
(54) 

L0 	2 Ff' p 	J\ 

where K is the stretch modulus and is connected with the Young's modulus: E 

and the bending stiffness: c = [r2/4  

5.2.2 DNA Condensation: a Coil-globule Phase Transition 

A DNA double helix under specific solvent conditions collapses into a dense glob-

ule. Lifshitz, Grosberg and co-workers developed the statistical mechanics theory of 

a generic polymer coil-globule transition [128], while Post and Zimm were the first 

to study the condensation of a single DNA molecule [129]  using the Flory-Huggins 

theory of polymer solutions taking into account the third virial coefficient (in addition 

to the second one) since in the condensed phase the number of triple collisions is not 

negligible. The free energy AG., of a single chain in solution is 

AG. 	 Bw 	Cw2 	3 

kT 	
N (X-1)+)3/2 3+2 	125 +(ü2-  1)_ln 3] 	( 5.5) 

where N is the polymerization index, a is the swelling coefficient giving the ratio of the 

polymer radius of gyration to that in 0-conditions (c in the condensed state << 1), x is 

the parameter of the interaction energy difference of like and unlike species (x 

z is the number of neighbours), B and C are the second and third virial coefficients 

connected to x as follows 

(5.6) 

Cl+12-16, 	 (5.7) 
Z 	Z2 

The parameter w is defined as 

w ( ())V 	 (5.8) 
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where (R02 ) is the mean-square end-to-end distance in the unperturbed state, and 1' is 

the molecular volume of the polymer. When N,  is > , the stronger polymer-polymer 

attractions induce the polymer to collapse into a dense globule. 

A general conclusion of the theory [128] is that for flexible chains the transition is con-

tinuous while for stiff polymers such as DNA the transition is discontinuous. For both 

flexible and stiff chains the coiled (swollen) state is characterised by (i) low polymer 

concentration and (ii) fluctuations comparable to the size of the swollen chain. The 

globular (condensed) state for flexible chains is characterised by (i) high density and 

(ii) small fluctuations compared to the size of the globule; i.e. the condensed state of a 

flexible chain has an amorphous structure and liquid-like behaviour [86]. However, for 

stiff chains the collapsed state can be compared with a "crystalline" state [120]. The 

toroid or rod shape of the condensed DNA state can be considered as a small crystal 

[112]. 

The free energy per base pair (bp) can be estimated to be in the range of 0.1 and 

0.01 kET [101]. This small value per bp implies that to achieve condensation many 

DNA base pairs must change together as a unit and consequently DNA condensation 

is a very highly cooperative effect. 

5.2.3 The Role of Charges 

DNA is a negatively charged strong polyelectrolyte. Polyelectrolytes dissociate in 

solution forming charges along the chain and small counterions. A consistent way 

of describing the electrolyte-counterions system is the nonlinear Poisson-Boltzmann 

equation. The linear version of this equation (if the electrostatic potential is relatively 

weak) reduces to the Debye-Hiickel equation which leads to potential V solutions of 

the form 

V(r) = Zq
4kBT exp 

Gr) 	
(59) 
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where i is the distance, q is the elementary charge unit, Z the valence and TJ) the 

Debye length. This solution shows that the effect of counterions is to screen the elec-

trostatic interaction. The screening is determined by the Debye length 

	

(
rD 	

(, 	1/2 kT) 	
(5.10) 

where c, is the dielectric constant, . is the vacuum permittivity and I is the ionic 

strength (IS). 

For strong polyelectrolytes (high density of charges along the chain) such as DNA 

a fraction of counterions stay close to the chain partially neutralising it. This phe-

nomenon is called counterion condensation [130] (not to be confused with the DNA 

condensation) and can be predicted only by the non-linear Poisson-Boltzmann equa-

tion. 

The electrostatic repulsion between the charges along the backbone results in a stiffen-

ing of the chain and to an increase in the persistence length. The additional electrostatic 

persistence length is 

	

£ - 
	q2 G 2 	

511
-447tfrEokBT) 	

. 

where b is the linear charge spacing and 4rkT  is defined as the Bjerrum length. 

DNA is a strong electrolyte and the electrostatic repulsions (screened to some extent 

from the counterions) have to be neutralised for DNA to collapse. This can be achieved 

by using multications (over 3+) such as spermidine. Unications and dications are un-

able to induce condensation. 

If two cations with different valences exist in the solution, there will be a competition 

for binding on the DNA phosphate sites. The theory which governs this competitive 

counterion condensation of two cations has been worked out by Manning [130] and 

used by Wilson with several condensing agents and salts in a variety of combinations 

[106]. Z is the valence, C the concentration, V the molar volume (surrounding the 

3We use the term "binding" to refer to this counterion condensation. 
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DNA) within which the cations are bound and U the fraction of DNA phosphate binding 

sites occupied. If we denote with the subsripts 1 and 2 the two cations, the equations 

which describe the binding are: 

iOO 
I + In 	—2Z1  (l - Z1 U 1  - Z202)ln(1 - 	 (5.12) 

/1 	 T 	 '7 	i3 
V2 	'2 	IU

IJ 

In 	In 	+ - In 
(72 	I0 	Z1 	C, V, 

where the molar binding volume is 

V(z) = 4eNA(1 + Z) ( - 
	

b3 . 	 (5.14) 
Z ) 

The 	is the counterion condensation parameter and is equal to the ratio of average 

linear charge spacing b to Bjerrum length. The total fraction of the neutralized DNA 

phosphate charges is 

7,  = Z1 91  + Z202  . 	 (5.15) 

Using these equations, Wilson and Bloomfield [106] showed that under different solu-

tion conditions and condensing agents a decrease in charge density of 90% is enough 

for condensation to occur [106]. They also found that increasing the salt concentration 

results in an increase in the minimum multication concentration necessary to induce 

collapse. 

5.2.4 What is the Exact Mechanism of the DNA Collapse? 

We still lack the fundamental understanding of the exact reason for the DNA collapse 

by multivalent cations. Although the DNA has to be neutralised by about 90 % in 

order to achieve condensation, the remaining 10 % is enough to retain a sufficiently 

high repulsive force to resist collapse. One possible explanation can be induced dipole 

interactions due to fluctuating ion clouds around the DNA [131, 132]. These forces are 

conceptually similar to London dispersion forces but instead of fluctuating electron 
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clouds the ion fluctuations are considered. However, an alternative explanation is the 

hydration forces [101], i.e. attractive forces between the DNA strands arising due to the 

restructuring of the water around the DNA because of the multivalent cations presence. 

In addition, it is believed that the multivalent cations create a bridging effect between 

different DNA segments stabilising the compacted structure [110, 101]. 

5.2.5 Local Distortions 

The counterion condensation theory assumes that the counterions reside on the DNA 

strand but they are not adsorbed on specific sites and can move freely along the chain. 

However, there is crucial experimental and theoretical evidence that the multivalent 

cations which induce the DNA condensation can locally distort the DNA strand and 

affect its stiffness. Drew et at. [133] studied DNA crystals and found that spermine 

occupies the major groove in the DNA structure; this groove is associated with lo-

cal distortion in the DNA structure. This claim is supported by simulation studies 

[134, 135].  Marquet et at. [136, 137, 138] in a series of papers showed that spermine 

both bends DNA in A+T-rich regions and stiffens it in G+C rich regions. Experiments 

involving single DNA molecules stretched by optical tweezers have deduced that both 

the persistence length and the stiffness are dramatically altered in unexpected manner 

in the presence of ions and condensing agents [139]. Rouzina et at. [140] argued that 

binding of multivalent cations can induce sequence dependent "infrequent but strong" 

DNA bending with the overall effect of decreasing the persistence length and increas-

ing the entropic flexibility. Tobias et at. [141] showed theoretically the DNA sensi-

tivity to small structural changes at the free end. These small changes, which may be 

induced by anchoring of condensing agents, could lead to large variations on the ter-

tiary structure. Recently, Coleman et al. [142] presented a theory where in stress-free 

double-helix DNA, the local bend, twist, and stretch of DNA varies from one base-pair 

step to another. 
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5.3 Experiments 

In this experiment a Y-shaped flow cell was used as shown schematically in Figure 

5.1. The cell was 40 + 5 pm deep while each channel was 2 mm wide giving a 

combined channel of 4 mm width. The two channels meet at an angle of 20° and the 

corners were slightly rounded in order to have less perturbation of the flow and prevent 

mixing. The two inlets and the outlet of the channels were made in a similar way 

as for the single channel flow cell and were also connected to silicon rubber tubing by 

plastic tips. The different samples (solutions) were introduced into the channel through 

two 1 ml syringes attached to a computer controlled moving stage (COHERENT). The 

two channels were called the sample zone: where the DNA-beads are located and the 

reaction zone: where the spermidine-buffer flows. 

The experimental set up and preparation of the DNA-bead sample have been described 

previously. In the experiments described in this chapter two different samples were 

used. 

The first one was comprised of: 

. 720 tl of 20 mM Tris-HCl buffer 

15 /11 of 2-mercaptoethanol (2%) 

15 	l of an anti-fading agent (a mixture of 2.3 mg/ml D-(+)-glucose, 0.1 mg/ml 

glucose oxidase, 18 rig/ml catalase and 20 mM 2-mercaptoethanoi (1 in 50 

parts), and 

. 2 /11 of the DNA-bead sample (Cfinal  = 0.2 pM). 

The second one: 

. 717.89 1d of 20 mM Tris-HC1 buffer 
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Figure 5.1: (A) Top view of the flow cell. The DNA-bead was pumped from the sample syringe and the 

spermidine from the reaction syringe into the channels with the same speed, producing a laminar flow 

within the sample and reaction zones. By moving the optically trapped bead, the attached linear DNA 

was transfered from the sample zone into the reaction zone where the condensation occurred. (B) Side 

view of the flow cell. The cell had a glass window on the bottom allowing excitation of fluorescent dye 

molecules intercalated on the DNA. 

15 j11 of 2-mercaptoethanol (2%) 

15 u1 of an anti-fading agent (a mixture of 2.3 mg/ml D-(+)-glucose, 0.1 mg/ml 

glucose oxidase, 18 tg/mi catalase and 20 mM 2-mercaptoethanol (1 in 50 

parts), and 

2.11 jil of Spermidine(NH3C3H6NH2C4HgNH3)3 , Csp  = 2mM. 

All the above were kept separately in a light-sealed box full of ice. The cell was coated 
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by a BSA liquid in order to inhibit the beads adhering to its walls and then rinsed with 

the same buffer used at the experiments. After that stage the lights were switched off 

and the two samples were prepared by mixing the above components 

Both samples were introduced simultaneously into the cell, initially by pushing the 

syringes very slowly by hand and then by attaching them to the driven stage. We 

verified that the mixing between the two samples is negligible by taking brightfield 

images while scanning across the cell: the two zones are well defined by the presence 

(sample zone) or absence (reaction zone) of beads and the mixing region is limited. The 

flow speed was measured by recording a sequence of brightfield images in the sample 

zone at an exposure time of 1 ms: thus, it was possible to measure the trajectory length 

and the corresponding time. The maximum flow rate standard deviation was 13%. We 

used velocities in the range of 50 to 250 m/s.t 

The experiment was done in the following way: First a bead was trapped in brightfield 

at a measured height of 9-10 am above the lower surface of the cell. The imaging 

was then switched to fluorescence to check whether the DNA was attached to the bead. 

On a "good" day a 35% rate was achieved. There were also cases where two beads 

were trapped or more than one molecule were attached to one bead or the DNA was 

cut. We selected for analysis only those events where one DNA molecule with a length 

deviation of no more than + 0.5 tm from the expected length was observed (in order 

to minimise length polydispersity effects). We estimate that the error in determining 

the length of any particular DNA molecule is + 0.2 pm. 

The bead-DNA was transfered to the spermidine reaction zone by moving the micro-

scope stage. The time for the molecule to collapse was recorded and if the fluorescence 

image was still good enough the bead-DNA was transfered back to the sample zone 

and the whole procedure was repeated until the molecule was not adequately visible 

anymore or the DNA became detached from the bead. 

Four different series of measurements were performed: two different lengths of DNA, 
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with contour lengths of 16.5 [Lm and 8.2 urn,  were introduced in buffers with and 

without NaCl. The concentration of the added NaCl was 5 mM. The exposure time for 

all the movies recorded varied depending on the length and the ionic conditions: e.g. 

for the 24 kbp fragment in Tr is-buffer we used 	25 ms while for the 48 kbp DNA 

in 5mM NaCI Tris-buffer texp 200 ms. 

The lag time was measured as follows: in the sequence of the fluorescent images (while 

we transfer the bead-DNA to the reaction zone) we identified the first frame where no 

beads appeared floating in the field of view signifying the moment of entrance into the 

reaction zone; Afterwards (and if no more beads were observed) we identified the first 

frame where the DNA was fully collapsed '. The difference in time between the two 

images corresponds to the lag time 71. 

5.4 Results 

Figure 5.2 (A)-(E) shows a typical example of fluorescent images at the different 

stages of the experimental procedure. The bead was trapped and the DNA was stretched 

by the hydrodynamic flow (A), then it was moved into the reaction zone (B), a rapid 

short contraction was observed in the reaction zone (C), in addition the fluorescent 

image faded continuously (D) until condensation occured abruptly (E). 

DNA observed in pure buffer did not significantly fade over the same period. This in 

dicates that the fading mechanism in the reaction zone is not related to photobleaching. 

Figures 5.3 and 5.4 show 3D and 1D fluorescence intensity plots respectively. Initially 

the hydrodynamically stretched DNA molecule was outside the sperimidine reaction 

zone, and the conformation was reminiscent of the stem and flower regime [80, 82]: 

Starting at the tethered end the DNA was stretched and appeared to take the conforma-

tion of an almost straight line for a considerable amount of length (stem); while at the 

4The collapse of the DNA occurs in one frame in the vast majority of the cases. 
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free end the stretching was much less and the thermal fluctuations produce a disordered 

"protrusion" (flower) (see previous Chapter for details on the DNA shape under flow). 

Figure 5.2: Fluorescence images of a DNA molecule (A) in the sample zone without spermidine, (B) 

entering into the reaction zone, (C) in the spermidine reaction zone, (D) in the spermidine reaction zone 

after a few seconds (just before collapse), (E) just after collapse. 
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Figure 5.3: 3D fluorescence intensity plots and fluorescence images of (A, B) in sample zone without 

spermidine, (C, D) in the spermidine reaction zone, (E, F) after collapse. 

We clearly observed a small contraction SLiast  in the DNA length of 0.7 + 0.4 pm 

upon entrance within the spermidine reaction zone which subsequently remained con-

stant (until collapse). This difference in length corresponds to a percentage shortening 

SL ft /Li flit  of 2% to 9% 	is the initial length before the entrance of the DNA in 

the spermidine zone). The contraction decreased with the increase of flow velocity and 

possibly reached a saturation at higher speeds as shown in the Figure 5.5. 

This small contraction was followed by a long period (several seconds) during which 

the DNA seemed unaffected until suddenly collapsed. The collapse happened very 

rapidly, typically the time resolution used was inadequate to follow it. There were very 
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Figure 5.4: 1D Fluorescence intensity plots along the stretched DNA molecule (the inset shows the cor-

responding fluorescence image): (A) in sample zone without spermidine, (B) in the spermidine reaction 

zone, (C) after collapse. 

few exceptions where the collapse was slow enough to allow some intermediate snap-

shots (Figures 5.6 and 5.7). The nucleation event appeared to happen at the free end 

and then the collapse proceeded rapidly along the DNA backbone towards the tethered 

end. The limited resolution of optical microscopy combined with the blurring effect 

of fluorescence microscopy did not permit us to observe the shape of the condensed 

shape. 

The condensation by spermidine was observed in buffers of both lengths of DNA, with 
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Figure 5.5: Contraction of the 48 kbp A- phage DNA upon entrance in the spermidine reaction zone at 

different flow velocities (A) without NaCl and (B) in NaCl. Increasing the flow velocities there was a 

progressive decrease in the shortening. 

and without NaCl, over a flow range of about 50 to 250 um/s. The latency period 

within the reaction zone was the longest time of the whole condensation process and 

thus it constitutes the dominant feature of the experiments. 

Figure 5.8 shows the lag time 71  plotted versus the flow velocity v for two different 

DNA strand lengths and two ionic strengths. The error bars correspond to one stan-

dard deviation, a, in the measured velocities and latency times. The data at each point 
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Figure 5.6: Fluorescence images of successive snapshots during condensation for 24 kbp fragment of 

,\-DNA: (A) nucleation at the free end, (B, C) progression of condensation towards the tethered end, 

(D) complete collapse. The flow velocity was 80 pm/s. 

were obtained by averaging four to nine runs. We observe that: (I) the latency time 

is monotonically increasing (roughly linear) over this range. The lines in Figure 5.8 

are a guide to the eye. The curve corresponding to short DNA without NaCl has a 

quite gentle slope and it is difficult to determine where it crosses the velocity axis. 

The rest of the curves extrapolate to lower velocities when the latency time becomes 
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small '- - 	0 pm/s. It is also noted that the linear extrapolation of the curve corre- 

sponding to long DNA with NaCl crosses the velocity axis at low negative velocities 

but within the standard deviation range (+ 13 %) of our flow velocity measurements 

(II) the latency time increased dramatically with the addition of salt for both DNA 

strand lengths. The lag time vs flow velocity curves became steeper with the addition 

of salt. The effect is more pronounced for the short DNA strand. (III) The latency time 

strongly depends on the length of the DNA strand and it was longer for the long one. 

Figure 5.9 shows the effect of consecutive exposures to the spermidine reaction zone. 

The DNA was left for a few seconds outside the reaction zone in the period between 

the consecutive re-entries. It is clear that the latency time decreased on the second 

entrance to the reaction zone and decreased even further upon a third exposure. 

5However, we cannot exclude the possibility of non-linear behaviour at low velocities. 
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Figure 5.7: Series of successive fluoresence images during collapse (48 kbp )-DNA). The flow velocity 

was 94 pm/s. The collapse started at the free end (A) and initiated a cascade of aggregation which 

progressed towards the tethered end (B-E) until the full collapse (F). It has to be stressed that the duration 

of this particular condensation was untypical: in 99% of the cases the collapse took < 100 ms. It was 

observed that this particular bead carried two DNA chains which collapsed slowly in an entangled 

formation. Intermolecular aggregation takes much longer times to finish [1261. 
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Figure 5.8: Plot of the lag time (time interval in spermidine until condensation occured) versus the flow 

velocity for: (i) 48 kbp DNA in 5 mM NaCl (filled circles) and without NaCl (filled triangles), (ii) 24 

kbp DNA in 5 mM NaCl (open circles) and without NaCl (open triangles). The lines are to guide the 

eye: continuous line for 48 kbp DNA, dotted line for 24 kbp DNA. 
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5.5 Discussion 

5.5.1 Nucleation Time 

The most striking observation of our experiments is the long latency times which 

preceded the collapse of DNA (Figure 5.8). Firstly, it is important to discuss the nu-

cleation time of the collapse. Condensation experiments [113, 114] under flow have 

shown that the nucleation occurs at the free end, while condensation experiments with-

out flow have clearly shown the possibility of nucleation within the backbone of the 

DNA molecule [143, 139]. The end segment (if free) is the most probable initiator 

of the nucleation since it has increased rotational freedom compared with the move-

ment of the segments within the length of the chain. However, nucleation along the 

chain is not impossible. Simulations [121,  144] suggest that the effect is nucleated 

by random encounters of segments and the nucleation time is mainly governed by the 

diffusive (Brownian) movement of the segments and the expectancy time to encounter 

another segment. The diffusive relaxation time of a "monomer" Kuhn segment of 

length a = 2i, which signifies the time duration y  (order of mangnitude) required for 

the segment to move a distance of its own size a [97],  can be a good estimate for the 

zero-flow Brownian nucleation time r 1 : 

- 0) > 7B (V = 0) 	
77a 3 	

0.25 ms, 	 (5.16) 
kBT 

where j is the solvent viscosity and kBT  is the thermal energy (we used ij = 1 cP 

= iO Pa s, a = 100 nm). This estimate in the ms range is not far from Porschke's 

measurement of an induction time of 10 ms and for cation coverage kinetics of 

100 ms (for 1.5 uM spermine [126]).  We assume that the nucleation process at zero 

velocity is governed by an effective activation energy liT0  and we make an Arrhenius' 

law argument to estimate the effect of the flow on the expectation time of the nucleation 

at finite velocities. The hydrodynamic drag tends to straighten out the DNA which 
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decreases the mobility of the segments and diminishes the probability of a segment-

segment encounter. The rate of "successful" segment-segment encounter events at zero 

velocity is proportional to the Boltzmann weight 	0) 	—Uo/knT The hy- 
Ic 

drodynamic drag tends to straighten out the DNA which decreases the mobility of the 

segments and diminishes the probability of a segment-segment encounter. At a finite 

flow velocity v, a drag force of f 	ijv L increases the effective activation energy to 

11(v) = Uo + fa which decreases the rate of "successful" segment-segment encoun- 

ters to r11(?,) 	(Uo+ff1)/kT Thus, a lower bound (and an order of magnitude) 

estimation of the nucleation time at a finite velovity v is 

i(v = 0) x ffa/knT > 7B (7) = 0) X flU/AnT 	 (5.17) 

The drag force increases along the backbone of the chain and towards the tethered end 

making the probability of nucleation within the length of the chain almost impossible. 

However, the drag force at the free end is 	iva and the exponential factor remains 

in the order unity, even for the maximum flow velocity, v = 250 itmls,  used. Conse-

quently, in the case of "instantaneous" and uniform binding of spermidine along the 

whole DNA length (we will see later that we believe that this did not occur in our 

system) one could expect that an "instantaneous" nucleation event at the free end is 

enough for a progression of the nucleation towards the tethered end of the DNA. In 

other words, the expectancy time of the nucleation event at the free end (which can in-

duce complete condensation in the case of uniform spermidine binding) remains small 

and unaffected by the flow and it is unlikely to be the reason for the condensation 

latency times, Pt 1 to 30 s, we observed. There should be an additional reason (be-

yond the direct effect of the flow on nucleation kinetics) to account for the delay of the 

nucleation event to progress towards the tethered end of the chain. 
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5.5.2 Competition with Y0Y0-1 

We now turn our attention to the competitive binding of spermidine and the fluores-

cent label YOYO- 1. At zero flow, spermidine has to displace other cations already 

bound to the DNA including charged dyes such as the Y0YO-1 dye which we used 

to fluorescently label the DNA. In order to induce condensation, the spermidine has 

to neutralize > 90 2' of the negative charges on DNA. Yoshinaga et al. [145] and 

Murayama et al. [146] showed that the critical spermidine concentration needed for 

condensation of YOYO-1-dyed DNA is much higher than when the DNA is not la-

beled by YOYO- 1 indicating that the spermidine competes with the fluorescent label 

for binding on the DNA backbone. This is consistent with our observation of rapid 

fading of the DNA molecule when it is situated within the spermidine-reaction zone 

of the cell (Figures 5.2, 5.3, 5.4). This fading effect cannot be attributed to photo-

bleaching because it does not happen when spermidine is absent. Our data indicate a 

latency time which tends to very small values (r1  -+ 0 s) at zero flow velocity and in 

the literature there is no evidence of any significant delay time in spermidine-induced 

YOYO-1-bound DNA condensation under zero flow. Thus, we deduce that it is the 

flow which inhibited the spermidine binding and led to a slow replacement and release 

of YOYO-1 bound molecules. 

5.5.3 Kinetics of Replacement of Y0Y0-1 

Flow might have an influence on spermidine binding since continuously drags molecules 

away from the DNA backbone. In order to evaluate the effect of the flow with respect 

to the diffusive motion for a molecule with characteristic size d, we take the ratio of 

the time it takes the molecule to diffuse its own linear dimension (diffusive relaxation 

time): r 	id3/k T and the time it takes the flow to convect it along the same dis- 

tance: i- , 	R/v. Thus, -R/T, = 7]vd2/kBT ' iU for an object of size d = 1 nm 

at v - 100 pm/s in water. This means that the flow has almost no influence on the 
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"residence time" of a spermidine molecule at a binding site, i.e. the "residence time" 

is dominated by diffusion. 

5.5.4 Spermidine-induced Bending 

The flow can affect the spermidine binding in another rather unexpected way. Rouz-

ma and Bloomfield [140] have shown that multications can induce surprising strong 

bendings of the order of 20-40° every 6 bp. These bendings are difficult to attain at 

the highly-stretched stem segments of the DNA chain making the spermidine binding 

difficult. The enthalpic penalty which needs to be paid for creating the bending when 

the chain is subjected to a force f is [147, 148] 

AEenth 02 	 (5.18) 

where o is the bending angle induced by the spermidine bonding and i 

is the bending stiffness of the DNA. The binding energy of the spermidine on a free 

to bend DNA is 	1 - 3 kT [149] and in the case of a tension f which tends to 

stretch out the DNA is reduced by the above amount AEenth. As we have discussed, 

the (hydrodynamic drag) force acting on the DNA in our experiment varies along its 

length and the maximum drag experienced at the tethered DNA end is f — 77vL(v), 

where L(v) is the length of the DNA stretched out by a flow of speed v. Assuming 

o 	20° 	71- /9 radians [1401, L(v) 	16 pm (i.e. the contour length of ,\-DNA) and 

v = 100 pm/s, we find that AEenth 	kBT.  Thus, we deduce that the flow-induced 

correction A Eenth 	1 k8T is comparable to the binding energy of spermidine on 

tension-free DNA and subsequently was a strong effect in our experimental system. 

Furthermore, force measurements with dual-trap optical tweezers [143, 150, 151] have 

shown characteristic plateaus of 	1 pN in the force. Plateau-type forces were pre- 

dicted [152, 1531 during the elongation of a collapsed chain in poor solvent conditions. 

Halperin et al. [152] argues that this phenomenon corresponds to a first order transi-

tion of a collapsed globule to a stretched chain and during the force plateau, a globular 
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domain coexist with a stretched chain domain. The analogy with the DNA force ex- 

periments is direct and implies that forces in the order of 	1 pN are strong enough 

to induce the transition from a collapsed spermidine-bound state to the stretched chain 

without any bound sperimidine 6 . This means that a tension of 1 pN is sufficient to 

unbind any bound spermidine from DNA. In our experiments the maximum force at 

the tethered end (for L = 10 pm and?) = 100 pm/s) is f ijv L 1 pN. Consequently, 

we expect that flow-induced stretching inhibits significantly the ability of spermidine 

to bind on DNA for a large portion of its length beginning from the tethered end. We 

attribute the long latency times observed to this effect. 

5.5.5 Fast Contraction 

Baumann et al. [139] showed that an addition of spermidine leads to a decrease in the 

persistence length of DNA. This effect is attributed to infrequent but strong bending 

induced by multication binding in the major groove of DNA which has already been 

discussed. The IS and spermidine concentration they used were not in the same range 

with our experiments but from their measurements is reasonable to assume a maximum 

of 	20 % decrease. As we have discussed the spermidine will bind mainly near the 

free end of the DNA. We saw in the previous chapter that the first, least stretched blob 

at the free end has a size (for v = 100 jim/s and li = 10 Pa s): 

r~711 1-1 

0.2 jim. 	 (5.19) 

If this blob contains N1 Kuhn segments of size a, the size of the blob is R1 	N106a 

which after contraction (i = 0.8 a) is R1 	= ( 8 ) 06 0.8 a = 0.91 R1 Pt 
0. 

0.18 pm. This leads to a difference in length of R1 - R1 Pt 0.02 pm, which is not 

consistent even in the order of magnitude of the contractions we observed (Figure 5.5). 

'During the transition both states co-exist. This is in analogy with the co-existence of saturated 

liquid and saturated vapour during simple liquid evaporation which is a first order phase transition. 
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However, if we assume that the spermidine binding in this blob follows the (probably) 

very fast zero-flow kinetics (see subsection 5.5.1) one can expect an "instantaneous" 

condensation of the first blob (and perhaps the first few blobs) upon entry in the sper-

midine reaction zone resulting in an "instantaneous" contraction of 6Lfast  > 0.2 1tm, 

which is consistent with the order of magnitude of our measurements (Figure 5.5). 

Far from the free end and closer to the tether the chain is significantly stretched and 

straightened out by the flow (stem) inhibiting the binding of spermidine and our previ-

ous considerations apply, giving rise to the long latency times (see subsection 5.5.4). 

At higher velocities the stem part of the chain increases and the flower part decreases 

resulting in progressively smaller shortenings. The contraction should reach satura-

tion at very high velocities due to the decreasing influence of the flower (at very high 

velocities we expect a stretched stem-alone conformation) in qualitative agreement 

with the decreasing slope in our data (Figure 5.5). Quantitatively, we can estimate 

the dependence of the contraction on the flow velocity by applying the approximation 

L fast 	Ri; from Equation (5.19) we obtain: 

7 
SL fast  (in pm) 	

\/?) (in ims 1 ) 

	 (5.20) 

A two-parameter free fit to the shortening data (Fig. 5.10) collected for the long DNA 

	

in high salt gave (in the same units as above) SL fast  = 6.6v 	(regression coefficient 

= 0.99). The strikingly good fit is no doubt fortuitous' but it is indicative that we are 

on the right track. 

5.5.6 Length Dependence 

The length dependence on the latency time is rather surprising: One would expect that 

for the same flow velocity the shortest molecule has a higher fraction of its backbone 

stretched, and taking into account the arguments associated with the decreased affinity 

'The data without salt do not work nearly so well: free fit gives a -0.3 exponent. 
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Fitting function: y = ax   

Results: 
a = 6.5967±0.9258 
b = -0.5108 ±0.0317 
R2  = 0.9921 

60 	80 	100 	120 	140 	160 	180 

Flow Velocity (mIs) 

Figure 5.10: Contraction of the 48 kbp .\-phage DNA in NaCl at different flow velocities. 

of spermidine for the stem part of the chain, one deduces that the latency times would 

be longer; the opposite was observed. However, we note that since the drag force is 

proportional to the length L, the tension exerted on the tethered end section of the 

DNA will be larger for the long molecule resulting in stronger stretching and thus in 

decreased rates of spermidine binding compared with the shorter chain. Quantitatively, 

from Equation (5.18) and since f oc L we deduce that AE€fh  cx v'T: longer DNA 

lengths result in a higher enthalpic penalty for the spermidine binding which indicates 

that the associated latency times should be longer for the longer chains in agreement 

with our observations (Figure 5.8). Applying Equation (5.18) we obtain an amplifi-

cation factor of \/ = 1.41 for a DNA molecule with double length, which might be 

significant since we have already estimated that the enthaplic penalty A E,ntl,  is of the 

order of magnitude of the spermidine binding energy. 

1.2 

E 1.0 

C 

0.8 
U 

C o 0.6 0 

OA 
—J 

z 0.2 

0.0 L 
40 



CHAPTER 5. DNA CONDENSATION 	 109 

Furthermore, the bending stiffness of the free end depends strongly on the specific 

DNA sequence near the free end which is different for the two strands. Consequently, 

the observed behaviour might be also affected by local variations in stiffness near the 

free end of the full-length )-DNA and its fragment. As we have already mentioned 

models for sequence specific DNA stiffness have already appeared: Coleman et al. 

[142] presented a theory where in stress-free double-helix DNA, the local bend, twist, 

and stretch of DNA varies from one base-pair step to another. Tobias et al. [141] 

showed theoretically the DNA sensitivity to small structural changes at the free end. 

Our findings and arguments have stressed the importance of the bending stiffness, flex-

ibility and conformational kinetics of the free end since (in our system) it is there that 

the condensation is nucleated, a sequence specific dependence is not far-fetched. How-

ever, a simulation study accounting for the exact base sequence at the free end has to 

be employed to elucidate this point. 

5.5.7 Salt Dependence 

We observed longer latency times upon the introduction of NaCl (Figure 5.8). The ef-

fect of NaCl concentration on the latency time is complicated and several effects might 

be involved: 

Salt decreases the persistence length of DNA [139] leading to faster Brownian dif-

fusion (Equation (5.16)); thus, the latency time is expected to decrease. 

Shorter persistence length leads also to a smaller overall size, which results in 

weaker tension and consequently weaker stretching and smaller enthalpic penalty for 

the spermidine binding (Equation (5.18)); thus, again we expect a shorter latency time. 

Baumann's et al. data at the strong stretching limit 8  (Figure 5 and Table 1 in ref-

erence [139]) reveals that the persistence length variations in our range of I ( 22 mM 

tWhich is more relevant for estimating the probabilities of a nucleation effect involving few Kuhn 

segments and extreme bending. 
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to 27 mM) are small while the enthalpic (bending or stretching) stiffness increases dra-

matically (and surprisingly) with I. Electrostatically, this is very unexpected since in-

creasing the concentration of counterions should lead to a decrease of the DNA charge 

and decreased stiffness. However, it is not all electrostatics, they argue that the reason 

for this unexpected behaviour might be the localised melting of A+T rich regions at low 

I. In general, increase in I will reduce local melting, increasing enthalpic (stretching 

or bending) stiffness and also reduce intermolecular electrostatic repulsion increasing 

flexibility (i.e. decreasing the entropic stiffness). In our range of I the former effect 

is more significant than the latter leading to a slowing down of kinetics upon the in-

troduction of NaCl in the solution. It becomes much more difficult for the free end to 

create a small loop of high curvature with the adjacent segments and initiate collapse; 

thus, we expect a longer latency time. 

(iv) It has been observed that increasing the salt concentration results in an increase in 

the minimum multication concentration necessary to induce collapse [106, 108].  This 

implies that there is a competition for DNA binding between NaCl and Spermidine. 

The small monovalent Na cations quickly diffuse and bind on the DNA chain in large 

numbers decreasing the number of possible reaction sites for the spermidine. Energet-

ically, the spermidine' multication binding is more favourable and it is expected that 

ultimately a large number of Na will be replaced by the spermidine molecules. This 

replacement process might take extra time and lead to a longer latency time. 

Since addition of salt led to longer latency times, we suggest that effects (iii) and (iv) 

as the dominant ones. 

5.5.8 Collapse Time 

Apart from very few exceptions the DNA collapse time was short (< 100 ms) and at the 

time resolution limit of our experimental system. The duration is an order of magnitude 

shorter than with other condensing agents such as protamine [113] and histones [114]. 
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It is difficult to establish the underlying reasons of these differences since the exact 

mechanism of DNA condensation is not well-understood and it might be vary with 

different condensing agents. Our measurements might indicate that the spermidine is a 

more efficient bridging agent between different segments of DNA during the collapse 

cascade process (and after nucleation). 

5.5.9 Re-entries 

Successive re-entries into the reaction zone resulted in shorter times (Figure 5.9). This 

is clearly because most of the YOYO-1 molecules have already been irreversibly dis-

placed during the first long entry, so that spermidine binding now does not have to 

involve displacing a large number of strongly bound fluorescent-dye molecules. 

5.6 Conclusions 

We have employed single molecule fluorescence imaging combined with optical tweez-

ers and a laminar flow cell to study the nucleation kinetics of DNA condensation. It 

was found that the spermidine-induced condensation of hydrodynamically-stretched 

linear DNA involves three steps: (i) an initial rapid contraction followed by (ii) a long 

latency period which depends on the flow velocity, ionic strength and DNA length 

(iii) until the DNA collapses suddenly and rapidly. We have argued that the observed 

behaviour is due to a combination of several effects, mainly: limited diffusion at the 

stretched part of the chain, competition in DNA binding between spermidine and the 

other cations (dye (YOYO-l) and Nat) and primarily stretching-induced spermnidine-

binding inhibition. To our knowledge, this is the first experimental study of the kinetics 

of the initiation of DNA condensation under flow. 
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Chapter 6 

Combining Optical Tweezers and 

Adaptive Optics 

6.1 Introduction 

As it has been mentioned before, there are extensive applications of optical tweezers 

in manipulation and force measurements in colloidal science where the colloidal par-

ticles are directly trapped, and in biological schemes where the species of interest are 

attached to micron sized transparent beads to facilitate trapping. When used for force 

measurement applications, accurate characterisation of the trap quality is required. 

Lateral movement within the image plane can be simply obtained by either moving the 

sample with a fixed trap configuration, or for example with a twin plane galvanometer 

or piezo-electric mirror configuration that alters the angle of the trapping laser beam 

[154]. A well-corrected microscope objective is isoplanatic over a reasonable region 

about the centre of the field of view so the trap strength will be approximately constant. 

When a single objective is used both for trapping and imaging, movement of the trap 

out of the imaging plane requires partial defocus of the input laser beam. In this case 

113 
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the trap is no longer located in the focal plane of the microscope objective, and the 

trapping quality degrades. Even when the trapping and imaging planes are coincident 

and they are displaced deeper into the sample the trapping quality still deteriorates, if 

there is no refractive index match. 

This chapter presents the use of a miniature deformable membrane, an adaptive opti-

cal component' [155], to perform both the illuminating beam defocus and aberration 

correction. The optical properties of the membrane mirror used are also examined. 

6.2 Background 

6.2.1 Characterisation of an Optical Trap 

Since tweezers have such a wide variety of applications, it is important to have a de-

tailed characterisation of the trap, particularly in experiments with quantitative force 

measurements. There are several parameters describing the quality of an optical trap. 

The most important amongst these are the maximum trapping force, the potential depth 

of the trap and the force constant [156]. 

The trapping force F is given as the sum of two components the gradient and the 

scattering force. The maximum trapping force is the highest gradient of the potential 

well and can be found experimentally since it is equal to the escape force, i.e. the 

minimum constant force that has to be exerted to a particle in order to escape the trap. 

The potential depth is defined as the area enclosed by the force curve and the horizontal 

axis as depicted in Figure 6.1 [156]. The potential depth governs the stability of the 

trap and for practical use should be large compared to the thermal energy of the trapped 

particle. 

'Optical components or assemblies whose performance is controlled so as to compensate for aber-

rations, or to adapt to changing conditions or needs. 
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Figure 6.1: Plot of the total optical force versus the axial position of ideal focus. The grey area gives the 

potential energy depth, or the energy difference required by the trapped particle to escape the trap. 

The force constant or trap stiffness is described as [154]: 

(6.1) 

where x, = x,y,z depending on which axis we define the stiffness for. It constitutes 

the slope of the force versus particle position graph and is therefore a measure of the 

spatial width of the trap. For a given laser power the larger the force constant measured 

the tighter the trap. The trap stiffness is of great experimental importance as it is used 

to get quantitative force measurements by recording the spatial displacement of the 

trapped particle from the trap centre. All three parameters, the maximum trapping 

force, the potential depth and the force constant are not independent and for a focused 

Gaussian beam they are related through a simple linear dependence [156]. In this ideal 

case measuring just one of the parameters is enough to characterise the optical trap 

completely. 

6.2.2 Spherical Aberration-Effect on Optical Tweezers 

As discussed previously, in order to create an optical trap a laser beam has to be tightly 

focused giving a diffraction limited spot. In most of the experiments, specimens (for 

example particles, bacteria or cells) are suspended in water while imaging and trapping 
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are performed by means of an oil-immersion high numerical aperture (NA) microscope 

objective. It is well known, that when focused light transverses a media interface it will 

experience spherical aberration which causes the outermost rays of the beam to focus 

in front of those in the centre (Figure 6.2) [38]. 

Figure 6.2: Spherical aberration caused by a single lens when light passes through; the outer rays focus 

closer to the lens. 

A common way to overcome this problem would be to use spherical-aberration cor-

rected microscope objectives. Such objectives correct spherical aberration by employ-

ing glass elements (combination of lenses) with different shapes in order to bring the 

peripheral and axial rays to a common focus. However, most objectives are well cor-

rected for a certain image plane close to the surface of the cover glass whereas for 

many applications the optical trap should be as deep inside the sample as possible in 

order to minimise spurious interactions with the interface. 

The result of the spherical aberration (SA) introduced by the refractive index mismatch 

at the glass-water interface is quite significant resulting in an elongated focus and the 

quality of the trap degrades rapidly as it is moved deeper inside the sample [156, 1 57]. 

This limits the trapping depth to a few tens of microns and makes quantitative force 

measurements very difficult, as the force calibration of the trap will be extremely sensi-

tive to the depth inside the sample. Figure 6.3 presents the change of the focal position 

when light focused by an oil immersion microscope objective encounters the coverslip 

glass and then the sample. The actual focus position (AFP) is the depth where the rays 

come into focus, while the nominal focus position (NPF) gives the depth were they 
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Figure 6.3: Spherical aberration by refractive index mismatch between the coverslip glass and the sam-

ple medium (here water). Here the second medium has a lower refractive index so the light rays bent 

more after the interface; dot lines represent the optical path for index-match and they are focused at 

the Nominal Focal Position (NFP) while the lines represent the aberrated optical path and the rays are 

focused at the Actual Focal Position (AFP). 

would be focused if there was no light refraction. The difference Az between the two 

positions is given by 

A/z =  (i - 
flwater) 

z. 	 (6.2) 
g1ass 

where nwateri 77'glass are the refractive indices of the water and the glass respectively, z is 

the distance of the NFP from the coverslip and AFP is obtained by multiplying the NFP 

distance by the relative refractive index [154]. Figure 6.4 shows the different intensity 

distributions of highly focus beams without and with SA. When a wavefront is incident 

on a interface the difference in refractive indices yields a change in the phase velocity 

and the direction of the wavefront. The intensity distribution at the aberrated focus was 

calculated by taking into account this phase change and was done by Dr. J. Arlt using 
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a Lab View program based on the algorithm proposed in [156]. 

Figure 6.4: Intensity distributions of highly focused laser beams which propagate in z direction: Left the 

ideal focus and right the spherical ly-aberrated-focus. The horizontal axis corresponds to z-axis where 

the vertical one is either x or y axis. Each figure is 10 pm >< 10 jim in size with z-axis extending from 

4 pm to 14 pm. The nominal focus is 10 irn deep into water sample while the actual focus is at 8 p.m. 

The scale, on the left, represents increasing intensity values as it goes from the bottom to the top. 

As can be seen from Figure 6.4, spherical aberration mainly affects the axial inten-

sity distribution around the focus, so it will mainly affect the axial trap parameters; 

at d = 20 pm deep into the sample the axial force constants are less than 10% of the 

corresponding lateral force constants [156]. Recently, there has been considerable the-

oretical and experimental interest in the effects of aberrations on the trap quality. De-

tailed simulations for both particles smaller than the wavelength of the trapping laser 

[156] and in the ray-optics regime [154] show that the quality deteriorates quickly with 

depth inside the sample, especially for very high NA objectives: for example Fallman 

and Axner [154] have calculated that the decrease of the trapping force is 76% for an 

oil immersion objective with NA = 1.35 when it goes deeper into the sample by 10 

times the bead radius, while it is 52% under the same conditions for an objective with 
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NA = 1. The escape force has been studied experimentally for both upright [158] and 

inverted tweezers [159] and the effects of aberration on the spring constant are inves-

tigated in [160], including correction using a deformable membrane mirror (I)MM). 

Very recently it has also been demonstrated that a spatial light modulator can be used 

for correcting aberrations [161]. 

6.2.3 Two-photon Fluorescence 

To get an instantaneous measure of the trap quality, two-photon excitation fluorescence 

imaging can be applied. The method was initially incorporated in optical tweezers by 

Liou et al. [162] and has been used as a force probe in the pN-regimes by Florin 

et al. [163]. Since then it has been used quite often as a visual control for trapped 

particles [159, 164]. Two-photon excitation is accomplished through the simultaneous 

absorption of two photons each of them having half the energy required in order to 

excite the fluophore. The intensity of the emmited fluorescent light is [165] 

r 	 r2 
1fluor 	1 exc (6.3) 

where 	is the intensity of the excitation light. In the case of a particle trapped at 

the laser focus the instantaneous fluorescence signal is to first approximation propor-

tional to the squared peak intensity of the trapping beam and as such is a measure for 

the potential depth of the trap, since a change in the two photon intensity signifies a 

corresponding change in the intensity at the focus of the laser beams and thus at the 

trapping forces. 



CHAPTER 6. OPTICAL TWEEZERS AND ADAPTIVE OPTICS 	 120 

6.3 Deformable Mirror: Description and Characteri-

sation 

The deformable membrane mirror (DMM) is a thin reflective surface and its fabrication 

is based on the technology of silicon bulk micromachining [155]. The membrane is 

made from a silicon chip coated with silicon nitride as shown in Figure 6.5. This results 

in extremely strong and very thin membranes, in the order of 100 nm. The back of the 

silicon it etched out and the front is covered by gold or aluminium (as in our case) in 

order to become reflective. The aperture shape of the mirror is approximately circular 

and its diameter is 15 mm. 

Electrodes 
Al coated membrane 

Spacer 

Substrate PCB 

V, 	( V')  ( V3) 	 ( V) 	Control Voltages 

Bias Voltage 

Figure 6.5: Schematic structure of the membrane. (Source: attached documentation included in mirror 

package.) 

The chip is then mounted over a PCB (Printed Circuit Board) holder which comprise 

the spacer, the connector and a 37 electrode array. The gap between the chip and the 

holder is 100 pm. The electrodes are arranged in a hexagon grid and they control the 

shape of the membrane when voltage is applied to them. Figure 6.6 shows a photograph 

of the DMM and the array of the electrodes; as can be seen the hexagon consists of 

one central pad and three concentric rings. The centre to centre distance between the 

actuators is 1.833 mm and the whole structure is located within 12 mm circle under 
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the mirror. The maximum voltage applied to actuators is 180 V while the maximum 

optical load for a wavelength of 633 nm CW is 0.03 W/mrn2. 

___ 	• . . 
• 

• *• I • •*• 	'* 

A 
	

B 

Figure 6.6: A): Photo of the deformable mirror. B): Electrodes array at the back of the mirror. (Source: 

attached documentation included in mirror package.) 

The deflection S(x. ?J) of the membrane, under an external load P(x. y) is given by the 

Poisson equation [155] 

V'S(Ty) = —P(x.y)/T 	 (6.4) 

with boundary conditions: 

S=Z=O. 	 (6.5) 

where S(x. y)  is the deflection of the membrane, P(x. ij) is the load distribution, S, 

is the deflection of the border and Z is the profile of the wafer on the membrane 

contour and T is the tension of the membrane and depends on membrane materials 

and dimensions. 
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If the voltage applied on the mirror is known then the pressure distribution is 

P(x,y) 	 (6.6)
2d(. ;)2 

where V(r, y) is the voltage applied on the electrodes, is the dielectric constant, and 

d(.r. y) is the distance between the mirror and the actuators (in the general case this 

depends on the membrane deflection). 

By applying voltage to the membrane we can change its shape and therefore we are able 

to compensate for low-order optical aberrations such as defocus, astigmatism, coma 

and spherical aberration. The result is an improvement to the imaging system and in 

our case a better trapping efficiency. In order to investigate the shape of the membrane 

a commercial Fizeau interferometer (Interfire 633) was used. Figure 6.7 gives the 

schematic diagramme of the interferometer, using a helium-neon gas laser of a few 

mW power, at \ = 632.8 nm in single mode as the laser source. The laser beam was 

initially focused through a very well corrected objective onto a 5 1zm pinhole in order 

to remove coherent noise produced by reflections within the objective and give a clean 

beam. The expanded beam was then collimated using a lens before it impinged on the 

Fizeau plate. The latter was an optical flat with its front side partially reflective and the 

back side coated in order to be antireflective; with that configuration a portion of the 

beam was reflected back into the system while the rest of it travels to the component 

under test, i.e. the mirror in our setup, gets reflected back and the two beams interfere. 

The two beam dividers located in the beam path before the collimating lens enabled 

the capture of the interference fringes on a CCD camera as well as viewing them on a 

screen. 

(x,y) is the phase difference between the two beams in a double pass interferometer 

[166] 

27 
0(x.'  Y) = -2d(x. y). 	 (6.7) 
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Figure 6.7: Arrangement of Fizeau interferometer. 

where 27rL\ is the wavenumber, and the factor 2 arises from the fact that the beam 

passes twice from the mirror. The phase difference between consecutive bright or dark 

fringes is equal to 27r which corresponds to a distance of .\/2 as can be derived from 

equation (6.7). Thus, counting figures gives a measure of deformation in units of A/2. 

Figures 6.8 to 6.11 give the fringe patterns when different combinations of voltages 

applied to the mirror: in Figure 6.8 only the central pad was used and it can be seen 

that the number of fringes remained almost constant regardless of the voltage applied. 

When one or more rings are involved (Figure 6.9, 6.10, 6.11 give the patterns when the 

central and one, the central and two and finally the central and all three rings are used 

respectively) the number of fringes increases with a stronger effect for higher voltages. 

By comparing the different configurations for the same voltages it is also obvious that 

the interference pattern becomes more 'dense'. 

By counting the number of fringes we deduced the following: 

the maximum displacement of the central pad versus the applied voltage, given 

in Figure 6.12. 

the profile of the membrane shape given in Figure 6.13. and 
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. the effective focal length of the mirror was found to be feff 3.5 m. 

The last image in each of Figures 6.8-6.11 gives simulated mirror surface for the maxi-

mum voltage applied i.e. how the shape of the DMM is deformed corresponding to the 

latest interference pattern. The software was available within the University and it cal-

culates the number of fringes and the membrane deformation when a known tension is 

applied to the mirror. The tension was initially evaluated by matching the interference 

patterns measured by the interferometer with that given from the software [167]. 
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Figure 6.8: Interference pattern when voltage is applied to the central pad. 
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Figure 6.9: Interference pattern when voltage is applied to the central pad and first ring. 
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Figure 6.10: Interference pattern when voltage is applied to the central pad, first and second rings. 
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Figure 6.11: Interference pattern when voltage is applied to all actuators. 
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Figure 6.12: Central displacent in terms of voltage when all rings were set to the same voltage. 
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Figure 6.13: Profile of the shape of the membrane when all electrodes are undergoing the highest voltage 

(180 V). 
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6.4 Experiment 1: Moving the Trapped Particle Along 

Z-axis 

The experimental setup combines inverted optical tweezers with adaptive optics as 

shown in Figure 6.14. The adaptive optics component used is a deformable membrane 

mirror as described in a previous section. In the first experiment a Gaussian beam from 

a He-Ne laser running at a power of 35 mW was initially expanded using two lenses, 

with focal lengths li = 40 mm and [2 = 160 mm respectively. Since the estimated 

effective focal length of the minor was 3.5 m the DMM had to be placed at that distance 

away from the back aperture of the microscope objective. The beam path was folded 

by several mirrors. Before the objective, another pair of lenses with the same focal 

length .13 = .f4 = 100 mm was used as the relay system. 

Light 

Condenser 

Samp 

	

Image Relay 	[_J 
Objective 

formation 

Beam splitter 

	

Beam 	 Filter 

	

steering 	 - 	Achromat doublet 
mirrors 

	

CCD 	 PC 

Deformable 
mirror 	 Lens 

doublet 

Laser 

Figure 6.14: Schematic diagram of the tweezers setup used to defocus the laser beam and move the bead 

in z-axis. 



CHAPTER 6. OPTICAL TWEEZERS AND ADAPTIVE OPTICS 	 131 

The idea of the experiment was to capture a bead and move it deeper into the sample 

while defocusing the laser light by applying voltages to the DMM. After a bead was 

trapped, increasing voltages were applied to the central and all concentric rings elec-

trodes which yielded in the movement of the trapped particle. It was observed that the 

bead escaped the trap at a voltage of 140 V. Figure 6.15 shows three different snapshots 

of the movie captured with the corresponding voltages applied to the DMM. 

Figure 6.15: Snapshots while the trapped bead is moving deeper into the sample. The three images 

correspond to 0 V, 90 V and 130 V (just before the bead escaped the trap). 

In order to identify how deep the trapped bead moved, the brightfield images of a bead 

attached to the glass surface were recorded. Figure 6.16 gives these images while the 

microscope objective was moved in the vertical direction. By comparing the size of 
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the trapped bead with the size of the 'stuck' bead we estimated that the bead moved 

about 2 pm at 140 V [168]. 

Figure 6.16: Brightfield images of a bead stuck on the glass surface while the focus of the microscope 

objective changes. The minus sign gives the images of the bead as the objective moves out of the focus 

towards the coverslip, while the plus sign signifies depths deeper into the sample. 

The performance of the axial movement of the particle could be further improved by 

using another laser with higher power in order to enable stronger trapping and also 

change the relay lenses system in order to decrease the beam diameter and match the 

back aperture of the microscope objective better, but we did not persue this experiment. 
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6.5 	Experiment 2: Correcting Spherical Aberrations 

In the second experiment the set up was slighly changed and the deformable membrane 

was used for aberration correction. Figure 6.17 gives a schematic diagram of the setup. 
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Figure 6.17: Schematic diagram of the tweezers setup. The red line gives the laser optical path, the 

yellow the brightfield illumination and the orange the two photon excitation. 

A beam from a Nd:YAG laser at a wavelength of ,\ = 1064 nm was initially expanded 

with a telescope .fi = 40 mm and f2 = 160 mm . The selection of the focal lengths 

was based on the fact that the initial diameter of the beam was 4 mm and it had to be 

expanded by 4 times in order to match the size of the deformable membrane mirror 

( 	15 mm in diameter). A second telescope .f = 250 mm and . f4  = 140 mm was used 

to match the beam size to the exit pupil of the microscope objective ( 6.5 mm in 

diameter) and make its back focal plane conjugate to the DMM. The beam was then 

reflected off a dichroic mirror (M) at the back aperture of a high numerical aperture oil-

immersion objective, mounted on a piezotranslator which allowed a precise adjustment 
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of the focal plane. 

The samples consisted of orange fluorescent polystyrene spheres with a diameter of 

1 pm (FluoSpheres F-8820, Molecular Probes Inc., Eugene) suspended in distilled 

water. The excitation wavelength of the beads (540 nm) was the appropriate for two-

photon fluorescence excitation from the Nd:YAG laser. The two-photon fluorescence 

signal (having a peak emission at 560 nm), emmited from the trapped bead, was strong 

enough to be detected with a standard CCD camera. 

The CCD images were acquired at video frame rate (25 Hz) using a frame grabber 

card. A Lab View program was used to calculate the total fluorescence intensity, the 

standard deviation and the peak intensity in real time as well as to monitor the piezo 

movement. The program also generated the feedback signal that was used to optimise 

the shape of the DMM in order to compensate for the aberrations introduced by the 

interface. 

In this experiment a bead was trapped at the focal position of the microscope objective 

and the focus was changed by moving the piezotranslator. At each focal position the 

total fluorescence intensity is approximately proportional to the square of the intensity 

in the laser focus, consequently it provides a very sensitive measure of the depth of the 

optical trapping potential. 

When the total fluorescence intensity was used as the feedback signal for the DMM, 

it was found that the trap was moving out of the image plane closer towards the inter-

face instead of getting optimised for the given focal plane of the objective. By shifting 

the focus closer to the interface aberrations were reduced and the fluorescence signal 

increased. The method of addressing the DMM in such a way that only its spherical 

aberration is varied without changing the defocus [169, 1701 requires careful char-

acterisation and calibration of the DMM and correction is limited to this one single 

aberration. 

An easier method was to maximise the standard deviation of the fluorescence signal 
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providing a combined measure for intensity and sharpness of the fluorescence emis-

sion. The optimisation was performed by placing the camera in two different positions. 

Initially the camera was close to the objective (position A) as in any standard setup. 

However, the same aberrations that degrade the quality of the laser focus, also affect 

the quality of the image in a similar way. If the camera was mounted behind the DMM 

(position B), the quality of the image and consequently the overall trapping perfor-

mance of the tweezers was significantly improved. 

6.5.1 Results 

Initially, the effect of spherical aberrations on the fluorescence signal for a standard 

optical tweezers setup (i.e. no voltages on the DMM and camera in position A) were 

examined. For all subsequent figures the x-axis gives the nominal focal position (NFP) 

which corresponds to the trap position as it is directly read from the piezo translation. 

In this experiment the distance between cover glass and actual focal point was about 

Tiwat r/7lgIass 	87% of NFP (see equation 6.2). 

Figure 6.18 shows the decrease of fluorescence intensity while the laser focus was 

moved deeper into the sample. In this way the measured two-photon fluorescence 

signal gave a clear evidence of the drop in the trapping potential as the trap was 

moved deeper into the sample. Photobleaching was found to be negligible even when 

the sphere was trapped for more than 10 min and the absolute fluorescence intensity 

showed insignificant variation for different trapped spheres within the sample. There-

fore, the total fluorescence intensity provides a measure of the absolute z-position of 

the trap within the sample, for this aberrated system. 

By looking at the bright field image of the trapped sphere Figure 6.19, it was observed 

that the sphere moved out of the focal plane (in the direction of the beam propagation) 

as the trap was moved deeper inside the sample. Both of these findings are consistent 
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Nominal focal position [microns] 

Figure 6.18: Fluorescence intensity of the trapped bead vs the position of the trap. Different signs 

correspond to different iterations. 

a) 
	

31 
	

C) 

0 

Figure 6.19: Brightfield image of a trapped sphere for different nominal focal positions: a) 1 pm, b) 

4 pm, c) 8 pm. The trapped particle (in the centre of the image) moves away from the image plane in 

direction of beam propagation as the NFP is increased. 

with recent theoretical investigations [156, 154] as well as recent experimental results 

[158, 159] obtained by different experimental methods. 

Subsequently, the fluorescence intensity was measured using two different approaches: 

(i) by changing the relay lenses telescope and (ii) by applying voltages to the DMM. 
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Figure 6.20: Fluorescence intensity of the trapped bead versus the position of the trap: (a) left curve, in 

the typical tweezers setup, (b) middle curve, when the telescope lenses were moved apart and (c) right 

curve when DMM is used. 

In the first case a bead was trapped at an initial NFP having the relay lenses positioned 

at a distance f+f 4  and with the DMM flat. Then by moving the second lens towards 

the microscope objective we identified the position at which the peak fluorescence 

intensity was maximised. The whole procedure was repeated for different NFP until 

trapping was not achieved anymore. As seen in Figure 6.20 it was feasible to achieve 

trapping positions as far as 12 microns into the sample. 

In the second case, the DMM was used in order to correct the spherical aberrations 

introduced by the refractive-index mismatch. The camera was still in position A and 

the relay lenses remained at a constant distance •f3+f4 . A trapped sphere was ini-

tially moved a certain distance into the sample using the piezo translator and then the 

standard deviation of the fluorescence signal was optimised by applying voltage to all 

37 electrodes of the DMM. A basic optimisation algorithm was used which iteratively 
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changed the electrode voltages in small increments (typically 5 % of the maximum per-

missible voltage), in order to ensure that the focus quality did not change too abruptly 

within one iteration. The more sophisticated generic algorithms used to great success 

elsewhere (e.g. [171]) were not suited to our system since the trapped bead often es-

caped if the focus was changed too suddenly. The experimental results shown in Figure 

6.21 give clear evidence that the fluorescence intensity drops off more slowly than in 

the two previous cases. For any given fluorescence intensity (and therefore trapping 

potential) the trap can now be moved about 1.7 times deeper into the sample, thus 

almost doubling the achievable trapping depth for a given laser power. 
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Figure 6.21: Fluorescence intensity for the two camera positions for the aberrated and corrected cases. 
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It has to be noted that the DMM cannot correct the aberrations completely as the sig-

nal still dropped with increasing depth. This happened because the detection of the 

fluorescence signal also suffered from aberrations which remained uncorrected in the 

current system. For this reason, the camera was moved to position B, so that the DMM 

also improved the image quality. Figure 6.21 shows the initial experimental results for 

the two different camera positions both in the aberrated and corrected case. 

It is obvious that the fluorescence intensity and therefore the trap quality was remained 

stable. The trap quality was kept optimal up to a depth of about 6 im before it started 

to deteriorate, which seems to be in good agreement with recent experimental results 

using a different feedback signal [160] . As expected, the setup with camera in position 

B made best use of the correction that can be obtained by the DMM. Thus, the DMM 

was used to improve both the trap and image quality, in a similar way the objective is 

used in tweezers to image the sample and create the trap. Still, even in this position 

the DMM can not compensate the aberrations fully, demonstrating how severe the 

aberrations are for very high NA objectives such as the one used in this experiment. 

Figure 6.22 shows results obtained with a commercial water- immersion objective 

(Nikon PA 60x WI, NA 1.2) which does not suffer from spherical aberrations. This 

objective gives a constant fluorescence signal throughout the sample depth, clearly 

demonstrating that the trapping potential remaines constant inside the sample. How-

ever, it should be noted that the fluorescence intensities shown in Figure 6.22 only give 

a qualitative comparison between the two different objective lenses. A more quantita-

tive comparison of the potential depth of the trap would require careful calibration, as 

the detected fluorescence signals strongly depend on the transmission properties of the 

two different objectives. 
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Figure 6.22: Fluorescence intensity of the trapped bead as it moved deeper into the sample, for two 

different objectives. For the oil-immersion objective spherical aberrations introduced by the glass-water 

interface cause a rapid drop in fluorescent density. The water-immersion (WI) objective shows a constant 

intensity since it does not suffer aberrations. 

6.6 Conclusions 

In this chapter a characterisation of a deformable membrane mirror was initially per-

formed. Inverted tweezers with a high numerical aperture oil-immersion objective 

were used to trap polystyrene spheres suspended in water. The mirror was used ini-

tially to defocus the trapping laser beam and thus move the particle deeper into the 

sample for a distance of 2 pm. 

Two-photon induced fluorescence was used to measure the trapping potential of such 

25 

15 

a representative tweezers setup. Monitoring this fluorescence immediately showed 
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the severe deterioration of the trap quality introduced by the mismatch of refractive-

indices. It has been shown that a DMM enables to partially correct such aberrations, 

but it does not yield in the full correction throughout the sample compared to a com-

mercial water-immersion objective. This experiment clearly demonstrated that spheri-

cal aberration has a severe effect on trap quality and it is best to try to avoid it by using 

the correct objective for each sample. That is, to use an objective with an immersion 

medium which is as close to the refractive index of the sample as possible. Only if this 

is not achievable DMM can offer an improvement. 

For trapping out of the image plane aberrations are expected to have comparable effects 

on the trap quality, so correction will be important. This could be achieved either by 

DMM or holographic optical tweezers. 



Chapter 7 

Holographic Optical Tweezers 

7.1 Introduction 

In this chapter a ferroelectric liquid crystal spatial light modulator was implemented in 

an optical tweezers set up in order to form an array of gradient traps. The fast switching 

speed of the ferroelectric devices (compared to conventional nematic systems) was 

proved to enable very rapid reconfiguration of trap geometries, controlled, high speed 

particle movement and tweezers array multiplexing. 

The most powerful and flexible approach for creating complex trapping configurations 

involves the use of dynamic Diffractive Optical Elements (DOE). A DOE is a com-

ponent that modifies the amplitude and phase of wavefronts resulting in diffraction. 

Therefore, by inserting a DOE in the optical path of a laser beam one can achieve 

beam steering, shaping, splitting etc. Here the DOE is realised by encoding holo-

graphic patterns onto a Spatial Light Modulator (SLM)[172,  173, 174]. The method is 

based on computer-generated phase-only holographic patterns for optical fanout which 

date back to Dammann [175] and have been extended to two-dimensional formulations 

by Dames [176]. Holographic elements for optical tweezers and beam shaping were 

first implemented by Heckenberg [177, 1781 to form Laguerre Gaussian beams, and 

142 
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by Grier et al. for multiple tweezers, initially with fixed holograms [179], and subse-

quently using dynamic holograms [180]. 

7.2 Background 

7.2.1 Ferroelectric Liquid Crystal Microdisplays for Laser Tweez-

ers Applications 

Liquid Crystal (LC) is the term used to describe fluids which demonstrate a degree of 

order in the arrangement of their molecules. The liquid crystal molecules are rod-like 

with the two axis having different diffractive indices i.e. they exhibit birefringence 

behaviour. The most common LC used is the Nematic Liquid Crystal (NLC) where 

there is no positional ordering but the molecules have a preferential orientation in a 

way that their long axes are parallel on average. As a result, by switching the device 

electrically the NLC can act as a retardation plate: an element which changes the 

polarization of an incident beam. 

no  

Figure 7.1: Orientation of the molecules in a Nematic Liquid Crystal, n and n are the refractive 

indices for the ordinary and the extraordinary rays. 

A Ferroelectric Liquid Crystal (FLC) is a liquid crystal with a non-zero, permanent 

electric polarization called spontaneous polarization. This polarization exists without 
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any external field applied. In a FLC each configuration is bistable; application of a 

positive electric field gives one state where the negative field with the same magnitude 

switch to the other state. The angle at which the molecules have to switch through is 

called the switching angle, 0, and is shown in Figure 7.2. 

Figure 7.2: The switching of a FLC when opposite electric field is applied. 

Providing that the energy given to the molecules is enough the FLC can switch be-

tween the two different states and change the direction of the optical axis by 0. This 

rotation of the optical axis means that the FLC can act as a amplitude or phase modu-

lator. In this application we are concerned only with the phase retardation introduced 

by the FLC. As can be seen in Figure 7.3, when polarized light encounters the FLC 

with its polarization axis at the bisector of the switch angle the light becomes ellipti-

cally polarized; clockwise or anticlockwise depending on the state of the FLC. Hence, 

when it then propagates through the analyzer it becomes linearly polarized again with 

a relative phase difference of 7r [181]. 

Given that the phase difference between the two waves is defined as 

and the transmission T as 

T = V2  sin 2 (['/2)sin2 (U) 	 (7.2) 
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Figure 7.3: Phase modulation introduced by the FLC acting as a waveplate. 

where I is the thickness of the FLC and V is the voltage of the electric field applied 

to the FLC, one concludes that the maximum transmission occurs when F = r and 

9 = 7,/2. Although this is the optimal switching angle no such device is commercially 

available; devices with smaller angles are now fabricated giving still pure binary phase 

term but also a term that adds to the undiffracted (zero) order, which can be eliminated 

by inserting a second polarizer (analyzer). Obviously when 9 = r/2 there is no analyzer 

needed since the light emerging from the PLC is going to be linearly polarized. 

The differences between FLC and NLC are: 

the ability of the PLC to modulate phase and amplitude independently, 

the extremely fast switching speeds (<100 ,u m/s) of the FLC compared to tens 

of milliseconds exhibited by the NLC. 

the multiple phase levels of the nematic while the FLC has a binary phase differ- 
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ence (either zero or 71- ). 

the higher grating efficiency of the FLC. 

Both the NLC and FLC can be used as diffractive optical elements; components used 

to modify the light wavefronts by segmenting and redirecting the segments through 

interference and phase control. Hence, the FLC can be used for beam splitting, steering 

and shaping enabling different tweezers arrays configurations. 

7.2.2 Holograms 

In order to acquire the desired trap configuration in the focal plane of the microscope 

objective one needs to reshape the incident laser beam. When a collimated laser beam 

goes through a lens or a hologram light is diffracted so its wavefront is modified both 

in terms of amplitude and phase. Since optical trapping relies on the intensity of the 

laser beam but not on its phase it is essential that the hologram introduces as little 

change to the amplitude and changes only the phase; it is a phase hologram. As it 

will be shown later the diffraction pattern formed in the objective's front focal plane is 

actually the Fourier transform of the holographic pattern displayed on the SLM. Since 

the SLM provides two phase shifts 0 and ri, it follows that the phase transformation of 

the hologram can be co 	1 or 	—1, that is + 1. 

7.2.3 Fourier Optics 

Figure 7.4 shows the optical system when a phase-hologram is illuminated by a col-

limated laser beam. The plane wave experiences a phase shift while passing through 

the hologram and the lens and the diffraction pattern formed in the focal plane of the 

lens is the Fourier tranform of the hologram. In an optical tweezers setup the lens is 

the microscope's objective. 
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Figure 7.4: Light diffraction introduced by a phase hologram: Collimated laser beam is phase modulated 

by the hologram giving E (;r, y), then phase modulated again by the lens, to give a final diffraction 

pattern F"' (X, Y) on the sample plane. 

If we assume that the plane wave has a uniform amplitude A' then after passing 

through the hologram the wave front can be described as [180]: 

	

E 	(x, y) = 	y)p[jzfl(x y)] 
	 (7.3) 

	

where both the amplitude 	and the phase 	y) are real-valued functions. 

The wavefront of the electric field at the front focal plane of the lens is given in a 

similar way by: 

	

E0ui( X, Y) = A""(X., Y ) exp[i °  (X. Y)]. 	 (7.4) 

These two fields are related to each other by the following equations: 

	

Eont(X. Y) = ii dxdyE(x. y)e _ik +/f 	{E(x. y)}, (7.5) 
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E(x 	) = 
	
d 	 E°t( 	y)_i.k(xX+YY)/J 	-1 

{ 	( XI Y)} 
27rf 

(7.6) 

where k = 27i-/\ is the wave number of the incident light A, . f is the focal length of the 

microscope objective and (X. Y) is the additional phase introduced by the objective. 

The main point of interest here is the intensity distribution 1uui(X,  Y) at the imaging 

plane since it determines the trapping efficiency of the tweezers array: 

I°' t (X, Y) = I E° t (X, Y) 12 = I A0?Jt(X,  Y) 12 	 (77) 

As can be seen from the above equation the initial phase constant as well as the one 

due to the lens does not contribute to the final intensity. 

Another interesting point is the symmetry of the diffraction pattern that arises from the 

fact that the Fourier transform of a real-valued function exhibits the following property: 

3(—X. —Y) = [T(X, Y)]* 	 (7.8) 

hence 

= I(X,Y)I2 . 	 (7.9) 

The above equation means that the array pattern produced by a fanout hologram, that 

is an amplitude division diffraction structure, is going to have symmetry around the 

central point (Figures 7.5 and 7.6). 
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Figure 7,5: Symmetric positions of an array produced by a binary phase hologram. 

7.3 Experiments 

7.3.1 The SLM 

The diffractive element used was the CRL Opto SXGA1-R2-H1 microdisplay [182]. 

This is a 1280 x 1024 reflective pixel array on a 13.62 1um pitch (centre to centre dis-

tance between adjacent pixels) switching a ferroelectric liquid crystal modulator layer. 

The commercial display version of this device is designed for visible light display ap-

plications with a 33° switching angle for green light at \ = 580 nm. The diffraction 

efficiency at each of the first order was 8 % and the liquid crystal DC balanced was 

achieved by inversing the image on the SLM, this being implemented in the device 

interface. For use as a binary phase modulator the device is placed between crossed 

polarizers with the the incident polarization aligned to half the cone switching angle 

giving an absolute phase shift of r between pixels in the two switched states [181] 

(Figure 7.7). 

By Babinet's principle, for diffractive applications the positive and negative DC bal-

anced frames are identical. Due to the binary phase operation of ferroelectric devices, 

the arrangement of tweezer traps always form a centro-symmetric pattern. 
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Figure 7.6: The fanout hologram. 

A ferroelectric device displays only binary images, for display applications, colour 

images are built up by colour sequential temporal multiplexing synchronised with the 

light sources. The device is driven from a PC through a Digital Video Interface (DVI) 

with 24 bit colour images at 60 Hz (Figure 7.8). 

For our purposes this means 24 different bit-planes are available in each 60 Hz time 

slot giving a binary image refresh rate of 1440 Hz. To use effectively such high refresh 

rates the diffraction patterns must be sent to the device at comparable rates. We have 

used two techniques to take advantage of the ferroelectric liquid crystal speed in optical 

tweezer applications. 

1. Non-Multiplexed Hologram. The same binary pattern is in all 24 bit planes: 

(a) The patterns are a series of pre-calculated images stored in PC memory 

and flashed out to the SLM through the video link. The refresh rate is PC 

dependent but rates of> 10 images/s are generally achieved on a standard 

PC. 



/Polarizing 
Beam splitter 

CHAPTER 7. HOLOGRAPHIC OPTICAL TWEEZERS 	 151 

Output  

Figure 7.7: Typical configuration for binary dynamic phase operation. 

(b) For some diffractive patterns which can be described as vector structures 

(gratings, diffractive lenses, Dammann gratings) the patterns can be drawn 

as vector patterns and manipulated (rotated, shifted, scaled causing the trap 

position to move accordingly) using the hardware accelerated video rou-

tines of the video card. With this technique rates of > 30 images/s have 

been obtained making real time control of trap position possible 

2. Multiplexed Holograms: Different diffractive patterns can be loaded into the 

different bit-planes which are then displayed in order by the microdisplay in-

terface. This allows 24 different holograms to be displayed sequentially within 

one 60 Hz video frame. Due to the high update speed the optical laser power 

is shared equally between the 24 holograms. Again, the whole pattern can be 

updated as for the non-multiplexed hologram mode, allowing a highly flexible 

dynamically programmable diffractive device. 

The system control software runs under Linux/KDE on a standard PC with a Matrox 
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Figure 7.8: Computer interface. 

G550 dual-head video card enabling the diffracting pattern data to be sent to the SLM 

video port and controlled from a user interface on the monitor port. The software uses 

OpenGL routines to access the video hardware acceleration. 

7.3.2 Optical Setup 

The optical setup used for the holographic optical tweezers was again based on a 

home-built open microscope with an inverted geometry. Figure 7.9 gives a schematic 

diagramme of this setup. A collimated beam from a red Kr-ion laser is initially 

expanded by means of a microcope objective, a pinhole for spatial filtering and an 

achromat doublet with focal length . f = 160 mm. With that configuration the beam was 

expanded by ten times its initial size and it enables the illumination of a circular area 

of the microdisplay approximately 1000 pixels (11 mm) in diameter. The polarizing 

beamsplitter acts as the analyzer giving pure binary phase modulation. 

A pair of achromat lenses with focal lengths f, 250 mm and f2 = 120 mm formed 
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Figure 7.9: Schematic diagramme of the holographic optical tweezers setup. 

a 4f imaging system which resulted in a projected image at the back focal plane of 

the microscope's objective. The size of the projected image was demagnifled by 0.48 

times in order to much the size of the back aperture of the objective. The second 

polarizing beamsplitter placed in the optical path of the microscope was oriented in a 

way to transmit the maximum possible power of the tweezer illumination, being 95 %. 

The microscope objective is a Nikon lOOx, 1.4 NA, oil objective with a back exit 

pupil of 6.5 mm with bright field imaging to a video camera giving a field of view of 

40x60 urn. 

With this optical layout, a binary grating on the input microdisplay of 12 pixels pitch 
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gives a first order diffraction spots at + 20.8 firn using He-Ne illumination; the full 

field of view of the objective. The sample used throughout this section was 1 pm 

polystyrene spheres suspended in distilled water and it was placed between two micro-

scope cover-slips being separated with a double adhesive tape. 

7.4 	Results and Discussion 

7.4.1 Non-multiplexed Hologram Results 

Figure 7.10 shows a 4-by-4 tweezers array on a 5 tm pitch. The holographic pattern 

was calculated using the iterative techniques proposed by Dames [176] in which a 

128 >< 128 pixel pattern was sent to the microdisplay. Initial trapping of the spheres was 

achieved using a Kr+  laser power of 700 mW. By gradually lowering the laser power it 

was found that all beads remained stably trapped with power as low as 300 mW; giving 

an estimated input requirement of approximately 43 mW per trap. 

Based on these observations from the static experiments, and taking into account that 

the incident power damage limit of the device is 4 W, it was estimated that the maxi-

mum number of usable traps that could be created with the given commercial device is 

90; which is comparable with results obtained from nematic devices. 

In order to achieve movable traps, binary gratings described as OpenGL vector objects 

were sent to the device . This enabled real-time scaling and rotation of the pattern 

using the built-in graphics acceleration hardware. Strong traps were formed with ap-

proximately 50 mW input power per trap from the Krypton laser. Motion was obtained 

by scaling or rotating the gratings to move the trap. Results are shown in Figure 7.11. 

The maximum speed obtained for stable traps with the current graphics hardware was 

35 jimls while rotating two traps in a 10.5 pm diameter circle by rotation of the grating 

in 12° steps using 700 mW of laser power which corresponds to approximately 32 
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0 

Figure 7.10: Still image of the 4x4 trapping array. 	Movie can be found at 

http://www.cosmic.ed.ac.uklmovies/tweezers/holographic/4x4array.avi.  

scaled frames per second with approximately 1.1 /-tm distance between successive trap 

positions. Higher speeds, achieved by increasing the angle step and thus separation 

between successive traps, resulted in beads escaping the traps. This loss was probably 

due to the Stokes drag limit which is 1 pN for the speeds used and it is comparable 

to the trapping force for the laser power used. This drawback could be overcome by 

using higher laser power. 

The video hardware is operating at half the operation speed of the microdisplay which 

operates at 60 Hz, so giving the system a potential trap movement speed in excess of 

66 tm1s with the current step size. Using a nematic device the maximum demonstrated 

trap movement speed is 2.5 imIs [183] and the maximum proposed is 10 m1s [184] 

for 1 pm polystyrene beads. 
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Figure 7.11: 	Still image of the moving dual trap. 	Movie can be found at 

http://www.cosmic.ed.ac.uklmovies/tweezers/holographic/fast-speed.avi.  

7.4.2 Multiplexed Holographic Trap Geometries 

The most powerful feature of holographic optical traps based on ferroelectric devices is 

the possibility of multiplexing trap landscapes to enhance flexibility and functionality 

of the arrays. Here the fast-switching property of the ferroelectric device is deployed 

not only to move particles rapidly but to time-share between geometries. Here we 

illustrate the operation by partitioning the output of the 24 bitplane device to create a 

multiplexed configuration comprising independent static and dynamic arrays. 

Specifically, a linear 5 x 1 static array of traps was formed by using 16 of the 24 

bitplanes (denoted as the "red" and "green" channels) and two movable traps by the 

remaining 8 bitplanes ("blue" channel). This results in the composite hologram illus-

trated in Figure 7.12 which shows a "yellow" vertical grating to generate the 5 x 1 

array, overlaid with the "blue" grating at 45 ° which generates the two movable traps. 

The optical trapping results are shown in Figure 7.13. 

This resulted in a 1:2 time multiplexed split of the diffracted output. The fast-switching 

of the device is crucial for robust operation because the timescale over which the mul- 
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Figure 7.12: Composite hologram for 5 x 1 static hologram in "red" and "green" channels and two trap 

hologram in "blue" channel. 

tiplexing leaves a particle unilluminated must be short compared to the particle's dif-

fusive relaxation time which is 0.25 s for 1 pm polystyrene beads in water. 

Figure 7.13: Still image showing five fixed and two movable traps formed by two-to-one multiplex. 

Movie can be found at http://www.cosmic.ed.ac.uklmovies/tweezers/holographic/multiplex.avi.  

Due to the complex structure of the multiplexed hologram the full 24 bit images is cur-

rently calculated by using the control computer without the advantage of OpenGL ac-

celeration. The required holograms were generated in real-time from a pre-calculated 

5 x 1 fan-out hologram formed by the Dames [176] technique overlaid by a dynami-

cally calculated grating with pitch and orientation controlled from an X-windows con-

trol panel. This resulted in an update rate of 3 images per second with the current 

1.4 GHz PC. It is feasible with faster computer / graphics hardware and optimised 
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coding image to achieve rates of 10 images per second. This will be faster if the bit-

level image is formed using OpenGL acceleration. The ultimate limit is 60 images per 

second determined by the microdisplay frame display rate. 

Using the previous power budget of approximately 40 mW input per trap and the 4 W 

device damage threshold, a 4-trap dynamic hologram can be formed from each of 

the 24 bit-planes allowing complex dynamic patterns of up to 96 traps. A possible 

application of this mode is in filling the fixed traps since the movable traps can be used 

to 'collect' beads and move them close to the fixed trap. The movable trap can then be 

blanked, so allowing the bead to fall into the fixed trap array. In particular with 4 W 

laser illumination, 23 of the bit planes can be used for the fixed array containing up 

to 90 traps, and the remaining one bit-plane used to form two strong movable traps. 

This mode is essential for filling large fixed arrays which otherwise is a very time 

consuming and delicate operation. 

7.5 Conclusions 

In this chapter, the potential advantages of a ferroelectric liquid crystal light modula-

tor relative to a conventional nematic device for optical trap array applications were 

presented. The holographic optical tweezers setup had increased trap reconfiguration 

speed compared to previous demontrations and furthermore it was the first time a mul-

tiplexed holographic trap geometry consisting of combinations of static and dynamic 

arrays was demonstrated. 



Chapter 8 

Conclusions and Future Work 

Optical tweezers setups were constructed using home built and commercial micro-

scopes. Optical trapping was demonstrated for the first time in the University of Edin-

burgh. 

Optical tweezers were combined with single molecule fluorescence imaging and a flow 

cell to study the DNA deformation and condensation under uniform flow. It was ob-

served that the DNA undergoes a gradual transition from a regime with strong hydro-

dynamic interactions at low velocities to a regime with no hydrodynamic interactions 

at higher velocities. Upon the DNA entrance into a spermidine-rich zone, we observed 

an initial rapid small contraction followed by a long latency period, which depends on 

the flow velocity, ionic strength and DNA length, until an abrupt and rapid collapse. 

The observed behaviour is due to a combination of several effects. The main phe-

nomena are: competition in DNA binding between spermidine and the other cations 

(dye (YOYO-1) and Nat) and stretching-induced spermidine-binding inhibition. To 

our knowledge, this is the first experimental study of the kinetics of the initiation of 

DNA condensation under flow. 

Furthermore, the trapping technique itself was studied and instrumentational improve-

ments with further development of the technique were investigated. A deformable 

159 
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membrane mirror was used to partially correct spherical aberrations and improve the 

stability and strength of the optical trap. Moreover, a ferroelectric liquid crystal display 

was used to create an array of 4 >< 4 optical traps. High translation speeds of 1 pm 

polystyrene beads and multiplexed holographic trapping of static and dynamic arrays 

were demonstrated. 

Future plans for continuing the work presented in this thesis would include the com-

bination of the biophysical experiments with the holographic tweezers technique. In 

order to achieve this, fluorescence imaging should be implemented in the current holo-

graphic setup. The first steps of the additions have already been made. Figure 8.1 

shows the initial progress of this work. The two trap configuration was applied and 

DNA sample was used. Two beads were trapped and in one of them a single DNA 

molecule can be seen, although is not fully stretched. The image needs further im-

provement which involves the stabilization of the optical system and the addition of 

extra optical components. Also modification of the microscope is essential in order to 

permit proper accomodation of the flow cell and syringe pump system. 

The advantage of the combination of the single molecule fluorescence imaging with 

the holographic optical tweezers would be the increased number of experiments that 

can be performed simultaneously, and the observation of interactions between DNA or 

other molecules. One application could be the repeat of the DNA studies like deforma-

tion and condensation, but now with an improved statistical analysis and simultaneous 

observation of several individual molecules while they deform or collapse. Another 

possible application would be the ligation of DNA; two individual molecules with 

complementary base pairs ends would be trapped and by using the two traps move-

ment would come close together so they can be joined in one single molecule. 
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Figure 8.1: Fluorescence image of )-DNA in the holographic tweezers setup. A second fluorescence 

bead is also trapped. 
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