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Abstract

This thesis investigates the development of fuzzy logic research in Japan from
the late 1960s to the early 1990s. Fuzzy logic, the banner under which several
interrelated theories, concepts, and applications are grouped, can be traced to an
article, originated in the U.S., in 1965. The theory was claimed to imitate the
imprecise way of classification used in human thinking. Although it is widely used
now in a number of areas of mathematics, engineering, and even social sciences, it
has been attacked extensively and has created much controversy. On the other hand,
it is often remarked that an affinity between fuzzy logic and Japanese thought has
made Japan a major research site of fuzzy logic. By employing theoretical resources
from sociology of science as well as science and technology studies (STS), and
drawing on written sources and interviews, this thesis charts the development of
fuzzy logic research in Japan.

Overall, the development of fuzzy logic research in Japan is seen as a
popularization process, in which three consecutive periods are identified with regards
to the ways fuzzy logic reached a growing audience. In the first period, from the late
1960s to the late 1970s, fuzzy logic research was an academic undertaking, with
mathematical manipulations the main way of conducting research. The theory of
scientific organization is applied to analyze fuzzy logic research in this period, and in
particular the kdoza (departmental chair) system, a feature of the Japanese academic
system, is found to play an important role in the proliferation of fuzzy logic. The
second period, spanning from the late 1970s to the late 1980s, saw an upsurge of
applications of fuzzy logic to control engineering. Technical demonstration was a
core activity in this period, and STS work on demonstrations and proofs is utilized to
discuss the way in which fuzzy logic drew the attention of a growing audience.
Finally, in the third period, spanning from the late 1980s to the early 1990s, fuzzy
logic reached the general public by attracting wide coverage in mass media. The role
the Japanese transliteration of the word “fuzzy’, *fajyi’, played in the promotion of
fuzzy logic in this period is discussed. The influence of the word ‘aimai’, the
indigenous concept that served for a time as the Japanese translation of the word
‘fuzzy’, and the perceived affinity between fuzzy logic and Japanese thought, is

analyzed as well.
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Notes on Asian Language Usage

Aside from those in bibliography, all Japanese and Chinese person names are given
in traditional order, that is, family names first. The revised Hepburn system of
romanization is used for transliterating Japanese terms, except for some commonly
used place names such as Tokyo and Osaka, in which macrons that stand for long
vowels are omitted.
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Chapter 1

Introduction

Prologue

At an early point of my stay in Japan for the research upon which this thesis is
based, I mentioned the subject matter of the thesis, a sociologically informed history
of fuzzy logic research in Japan, to a few Japanese people that I knew. I was
intrigued by the same response | got from three among them, a prompt one offered
right after 1 told them the research topic. Theirs was a question: ‘Are “fajyi” (the
Japanese transliteration of ‘fuzzy’, which stands for fuzzy logic) and “yuragi™ the
same thing?’ Not yet at that time having an idea of what ‘yuragi’ was, the response
nevertheless directed me to the potential common factor that united the responses of
these three persons. These three were a university professor in his late forties, a Ph.D.
student in his twenties, and a ‘salaryman’ (white-collar worker) in his thirties.
Considering the different ages and background of these people, the mass media was
the most obvious factor that could unify their response.

Later on, I came to know that ‘yuragi’ is the Japanese translation of ‘fluctuation’,
a term used in physics and mathematics (Saji 1994: 620), and yuragi in the above
context refers to ‘1/f fluctuations’, a phenomenon that cuts across nature, biology,
and artificial devices. Also called ‘pink noise’, 1/f fluctuations characterize those
processes whose power spectral density as a function of frequency is inversely
proportional to frequency (Wikipedia contributors). 1/f fluctuations are sometimes
put alongside ‘fractals” (Musha 1980), special geometrical curves that occasionally
fall inside the scope of chaos theory (Smith 1998: 20). 1/f fluctuations are a
characterization of a certain quality that exists in the natural as well as artificial
worlds. On the other hand, fuzzy logic is a new way of dealing with mathematical
sets and logic, a conceptual innovation. In other words, 1/f fluctuations and fuzzy
logic are quite different in scope and aims. But how did they come to be mixed up by
the above three persons? The answer is indeed to be found in the mass media. Both
of these concepts had extensive mass media coverage in Japan from the 1980s to
1990s, in television, radio, and newspaper commercials for the home appliances that
claimed to apply them as design principles. Articles featuring them as main themes
also appeared in popular science magazines and in commentary columns in
newspapers. Both “fajyi” and “yuragi’ acquired meanings that implied flexibility, and

the two words, as well as the popularity they received, were used to serve as social



commentaries on contemporary social conditions.

Despite crucial differences, ‘fajyi’ and ‘yuragi’ in Japan share some common
features. Neither was first proposed nor discovered by Japanese scholars.
Nevertheless, in Japan, they acquired meanings that went beyond the scope of the
original scientific endeavours. The additional meanings, I surmised at an early stage
of this research, were at least in part gained from the Japanese translation of the
original terms. It appeared that the meanings of Japanese words chosen for
translating ‘fuzzy’ and ‘fluctuation” were brought to bear on the interpretations of the
meanings of those scientific terms. From this perspective, it became clear to me that
nuances in Japanese language mattered and that my learning to read Japanese
literature on the topic was going to be an indispensable part of this research. For
about half a year during the earlier part of my stay in Japan, I therefore attended
Japanese language school while searching for written material and possible contacts
for this research. The language training equipped me with a sufficient command of
intermediate level Japanese sufficient to read Japanese material without much
difficulty, and to conduct interviews in Japanese where communicating in English
was not feasible for that purpose.

This thesis deals with the history of fuzzy logic (or fuzzy set theory) in Japan.'
Broadly speaking, it is treated as a popularization process, in which fuzzy logic
evolved from a strictly academic endeavour to an enterprise that became widely
known to the public. In particular, the way by which fuzzy logic travelled from the
U.S. (where it originated) to Japan, the change of research practices during the
popularization process, and the effect of translation associated with the process will
be the foci of this thesis. This chapter begins by introducing social commentaries
made with fuzzy logic, followed by a more technical description of fuzzy logic and a
short history of its development in Japan. Sections on literature review, data

collection, and an outline of this thesis will then follow.
Fuzzy Logic as a Critique of Western Dualism

A fuzzy subset of some universe U is a collection of objects from U (the set part)
such that with each object is associated a subjective evaluation, a degree of
membership (the fuzzy part), which is always a number, between zero and one,
measuring the extent to which an element is in a fuzzy set. The set of numbers
between zero and one is an infinite set. We use these numbers to assess a

membership at its true worth. This assessment is a belief. We have moved from

' The difference between the two terms, fuzzy logic and fuzzy set theory, will be clarified soon.



fact-based criteria to feeling-based criteria for truth. Truth, like beauty, is now in
the eye of the beholder (Negoita 2002: 1044, my italics).

So says a fuzzy theorist, seeing fuzzy set theory — in which a sharp distinction
between members and non-members of a given set is not drawn and, as a
consequence, in which a blurring of the boundary between what is true and what is
not occurs — as a significant instance of science of the postmodern era. Politically, the
collapse of the Berlin Wall in 1989 is said to mark the end of the modern period, the
underlying idea of which was “the belief in a two-valued logic, where between the
true and the false there is nothing, no nuance, as a direct rejection of the claims to
relevance of the non-Aristotelian logic, banned as a superstition of the religious
premodernism’ (Negoita 2002: 1043). The ‘law of the excluded middle’ — a law in
logic which states that either a statement or the negation of it is true, and dictates the
inference steps of the Aristotelian two-valued logic — is said to be a *‘modern’ law
(ibid: 1046). Affinity between postmodernism and fuzzy theory is thus established by
this formulation.

If the subjective undercurrent in Western science, of which “theories in quantum
physics” were well-known instances and the fuzzy ‘paradigm’ its recent
exemplification (Negoita 2002: 1044, 1047), is regarded as a linear development of
history that led the modern stage to the postmodern, then a global cultural geography
complicates the picture. A report aimed at comprehending the competitiveness of
those Japanese electronics products that utilized fuzzy logic, published by the U.S.
Department of Commerce in 1991, states: “From a philosophical viewpoint, the fuzzy
logic concept is attuned to the fundamental teachings of Zen Buddhism, which
perhaps contributed to the Japanese acceptance of this concept’ (quoted in Kosko
1993: 182). This serves as a typical example of a revisionist view that values
Japanese science and technology, alternative to the dominant one that regards
developments in science and technology as monopolized by the West.

The new view on Japanese science and technology, which emphasizes possible
lessons that could be learned from it, stems from a belief in the contributions of the
science and technology of Japan to its sustained higher economic growth (as
compared to its Western industrialized counterparts), its high productivity, and its
export surplus from the mid 1970s (Morris-Suzuki 1999: 227). In parallel with an
emphasis on the successful policies adopted by the Japanese government in
promoting scientific and technological research, a cultural interpretation that
addressed the link between traditional culture and thought of the Japanese, and

Japan’s creativity in science and technology, emerged. The above quote by the U.S.



Department of Commerce is such an instance made in the context of the trade
conflict between U.S. and Japan in the 1980s.” In fact, the cultural interpretation was
preceded by popular works in physics, which see an affinity between quantum
physics and traditional East Asian thought, written by authors in the U.S. in the late
1970s — The Tao of Physics: An Exploration of the Parallels between Modern
Physics and Eastern Mysticism by Fritjof Capra, and The Dancing Wu-Li Masters:
An Overview of the New Physics by Gary Zukav (Morris-Suzuki 1999: 230).}

The taking-up and use of these works both within and outside of Japan, for
drawing a link between the new scientific paradigm and traditional Japanese thought,
manifests international and local complications. For a long time, Japan had been
viewed as a mere imitator of the West; however, with the emergence of the new
paradigm with which traditional Japanese thought accorded neatly, ‘the very source
of Japan’s earlier scientific backwardness and derivitiveness [sic] could now become
sources of scientific creativity’ (Morris-Suzuki 1995: 1]9).4 Moreover, the link
became a stake in arguing the developmental phase of Japan in modernity; it was
used to promote a ‘postmodern’ way of social organization as a solution to the social
malaise of the modern era. This kind of *social theorising’, argued by Morris-Suzuki,

...creates what advocates of the new science would doubtless call a ‘positive
feedback loop’, reinforcing images of society as an organic, harmonious whole. In
step one, the paradigm of the new science is presented as conforming to the
traditional Japanese image of universal harmony and interconnectedness; in step
two, that paradigm is transferred back from science to society to give ‘traditional’

ideas of a new patina of postmodern scientific validity (ibid: 124).

2 Regarding the trade figures, ‘the Japanese merchandise trade surplus with the United States took off
in the mid 1970°s, doubling about every two years through the mid 1980°s until it flattened out at
$40-50 billion annually’. For the U.S. in the 1980s, the yearly deficit in merchandise trade balance
with Japan accounted for about one-third to half of the deficit in its overall merchandise trade balance
(Callon 1995: 164-165).

¥ “Wu-Li’ is the Chinese translation for ‘physics’, which literally means ‘reason of things’.

* The impact of the issue of scientific creativity on Japanese scholars still lasts. This can be seen, for
instance, from recent research on this by historian of science and technology Koizumi Kenichiro and
philosopher of science Murata Junichi. Koizumi treats the search for an identity in the technological
realm, that had been disheartened due to Japan's defeat in the WWII, as contributing to its post-war
efforts made in innovations in refining consumer products — seen by others as less valued than original
ideas (Koizumi 2002). Murata, on the other hand, draws on Japanese philosopher Nishida Kitaro’s
concepts and SCOT (social construction of technology) approach in a comparative manner, to address
the creativity embedded in the local socio-technical network of Japan that mediated its technological
transfer from the West (Murata 2003). Although the problems they address are quite different in scope,
both, it seems to me, offer revisionist concept of scientific creativity in (and beyond, in the case of
Murata) the Japanese context.



The law of the excluded middle, Negoita argues, underlies much of the social
malaise of the modern era such as the two world wars, which ‘drives people to
destroy one another’, and ‘furnishes the portrait of the enemy so bright’ (Negoita
2002: 1047). “Binary logic was readily equated with Western dualism’, in contrast,
‘fuzzy logic was identified with Japan’s ‘cyclical’, ‘circuitous’ or ‘vague’ thought
patterns™; ‘where Western thought perceives truth in black and white, Japanese
thought perceives it as a spectrum of black, grey and white’ (Morris-Suzuki 1995:
122).

Certainly the attempts to equate binary logic with Western dualism and fuzzy
logic with Japanese thought are oversimplified in that they treat culture as static and
homogeneous. They also ‘are based upon a misreading of the relationship between
science and society’ in that they treat science as autonomous and free from social
and political influences (Morris-Suzuki 1995: 125). The assumption appears to be
that there is a one-way relationship from science to society: new development of
science can be used to make a picture for how society should be organized in a way
that fits science — but not the other way around.

Apart from questioning, with Morris-Suzuki, the oversimplified relationship
between science and society on which the discourse of the ‘new science paradigm’
(among which fuzzy logic was a significant one) was based, this thesis is concerned
more with the time before that oversimplified relationship could be argued. How
did fuzzy logic become so visible that it was regarded as a major strand in the ‘new
science paradigm’? The question is even more significant if we consider the history
of fuzzy logic before it became a ‘paradigm’, as noted by two fuzzy theory

researchers in the U.S.:

The paradigm shift initiated by the concept of fuzzy set and the idea of
mathematics based on fuzzy sets, which is currently ongoing, has similar
characteristics to other paradigm shifts recognized in the history of science....The
concept of a fuzzy set, which underlies this new paradigm, was initially ignored,
ridiculed, or attacked by many, while it was supported only by a few, mostly young
and not influential (Klir and Yuan 1995: 30-31).

Uneven Developments

It is hardly surprising that, after the publication of Thomas Kuhn’s influential
The Structure of Scientific Revolutions, proponents of a burgeoning science would try
to draw an analogy between the situation they faced and the examples from the



history of science that Kuhn offers in his book. In spite of the intricacy and problem
of applicability of the paradigm concept, scholars of different fields all boast of a
‘paradigm shift’ whenever they have found a new path for doing research. But
regardless of whether the concept of paradigm can be applied to the case of fuzzy
logic, and the contested interpretations of ‘paradigm’ itself, many historical and
technical accounts on fuzzy logic, the above quote included. resort to the paradigm
concept in describing its development. Not surprisingly, images of martyrs in history
of science, such as Galileo, are invoked to bring out the lonely yet steadfast figure: in
this case, Lotfi A. Zadeh, the recognized founding figure of fuzzy logic (Hirota
1993a: 42). Despite the issue of applicability of the paradigm concept, one of the
reasons behind this type of invocation is the resemblance between a point in the
development of fuzzy logic and a time before a new paradigm held sway, as shown
in some examples in the history of science. In the words of the above quote: ‘it was
initially ignored, ridiculed, or attacked by many’ (McNeill and Freiberger 1993:
46-48).

However, the subsequent paths of fuzzy logic were quite different across the
globe. Of particular interest is the road taken in Japan, where numerous technological
applications, especially of fuzzy control that included a flagship project on a subway
system, were developed in the 1980s, and where the usefulness of fuzzy logic, a
theory as such, was claimed to be substantiated. The seemingly ready application of
fuzzy logic in Japan seems to support the argument of an existing cultural link
between the ‘new science paradigm’ and traditional Japanese thought: in spite of the
fact that fuzzy logic originated in the U.S., the ‘paradigm shift” made possible by its
further development was precipitated by researchers in Japan, who worked in a
cultural milieu receptive to it. However, even if we accept that there is a ‘paradigm
shift” to the ‘new science’, the ‘paradigm’ was no less new to Japanese researchers.
As Anca Ralescu, a computer scientist from the University of Cincinnati, U.S., who
once worked in Japan for the Laboratory for International Fuzzy Engineering
Research Institute (LIFE) observes:

In what to many seemed an overnight phenomenon, fuzzy control reached new
heights of popularity in Japan during the mid to late eighties due to its use in the
manufacturing of home appliances. However, we know now that it took close to
twenty years of work in fuzzy theory to reach the current status of this technology

in Japan (Ralescu 1994: xiii).

Prof. Terano Toshird of the Tokyo Institute of Technology was one of the few



researchers who first promoted fuzzy research in Japan in the early 1970s. In
response to the question about the popularity of fuzzy logic in East Asia, he
introduced a fable titled ‘Konton® (translated as chaos) by the ancient Chinese
Taoist philosopher Chuang-tzu as a hint to the answer. The fable goes as follows.
Two ancient kings wanted to give something in return for the hospitality they
received from a common friend who was also a king. The third one, named Konton,
had no sensory organs on the face, which fact was considered a great pity by the
two kings. Thus, they began to bore a hole each day on the face of konton for
putting in sensory organs, thinking sensory experience a gift. Nevertheless, right on
the seventh day when the well-meaning work was eventually finished, konton died.
To Terano, the lesson to be learnt from the fable is that ‘extreme pursuit of
rationality in overestimating human wisdom will result in a loss of the most
valuable thing’; we try to solve difficult problems by ‘microscopic analysis, but this
means killing Konton. Instead, it may be necessary for us to view the whole of
things as they are, macroscopically’ (Terano 1994: 14-15).

The fable suggests that East Asian researchers have a better chance of having
the cherished capability of seeing macroscopically. However, even for those East
Asian people who have been influenced by a Taoist tradition, the fable Terano told
needs an exegesis made from the teachings of ‘Tao’ to make its meaning
comprehensible, not to mention the way in which ‘Konton’ was related to fuzzy logic,
human wisdom, or macroscopic thinking, as hinted by Terano. Moreover, in his
recollections on the activities in the mid 1970s of a fuzzy research group formed in
Tokyo by Terano and others, Fukuda Toshio, a well-known roboticist, states that if it
were not for the charismatic leadership of Terano, the group might have been broken
up (Fukuda 1996). How is it, then, that some twenty years later, Terano — the one
who had experienced the obscurity of fuzzy research in the early days — invoked
ancient Asian philosophy to account for the ready acceptance of fuzzy logic in
Japan?

The above framing of the problematic of the fuzzy logic phenomenon in Japan
brings us to several questions which this thesis is going to address. Firstly, how was
fuzzy research sustained before it became broadly visible in its later phase? Secondly,
how did it find its way to industrial applications? Thirdly. how did East Asian
thought become affiliated with fuzzy logic? These questions necessitate a start-over

with an introduction of fuzzy logic and its development in Japan.

What is Fuzzy Logic?



Fuzzy logic is the banner under which several interrelated theories, concepts,
and applications are grouped.’ Although the historical reconstruction narrative
identifies “vagueness’, the idea proposed and investigated by philosophers Bertrand
Russell (1923) and Max Black (1937) as its predecessor, it is generally agreed that an
article by Lotfi A. Zadeh in 1965 set the scene for the entangled history of fuzzy
logic that ensued. Zadeh was born in 1921 in the former Soviet Azerbaijan, was
trained in electrical engineering in Massachusetts Institute of Technology and
Columbia University, and became a professor first at Columbia University and then
in the late 1950s, in the department of electrical engineering at the University of
California Berkeley, where he remains. In the journal article ‘Fuzzy Sets’, Zadeh put
forward a new way of thinking about
set theory (Zadeh 1965a). (Crisp) set
theory was developed by the German

Low Middle High

mathematician Georg Cantor in the

nineteenth century, and assigns a

sharp distinction between a member 170 180 Height
of a set and the one that is not. Crisp sets of height ~
Correspondingly, the result of

characteristic function, which Low Middle High
indicates whether an element belongs 1

to a specific set or not, can only be

either one or zero. In other words, a

statement about whether a member
0 170 180 Height

belongs to a set is either true or false.
Fuzzy sets of height

In contrast, Zadeh considers the
common way humans use adjectives, Fig 1.1 Fuzzy sets of height (reproduced from
and recommends that we amend the Tetinka! (TO0TSTL

characteristic function to allow values that fall in the interval between zero and one.
For example, when we consider if a person is tall, we can assign her as belonging to
different sets in different proportions (see Fig 1.1): a person of 179cm height can be
said to be high in the grade of 0.6 and moderate high in the grade of 0.4 (Tanaka
1997: 11). Thus fuzzy sets allow non-integral ‘membership functions’. Zadeh claims
that people reason in fuzzy terms and that the fuzzy set can be seen as a semantic

extension of the crisp set.

* In Japan, however, ‘fuzzy theory’, rather than ‘fuzzy logic’, is more often used when referring to the
whole research area. In this thesis, although ‘fuzzy theory’ and *fuzzy logic’ are used interchangeably
unless when the latter term is used specifically to refer to a research area in mathematical logic, the
former is used more frequently when the focus is on Japan.



In 1972, Zadeh further suggested fuzzy reasoning, the basic idea underlying
what is called fuzzy control thereafter (Zadeh 1972; 1973). Fuzzy reasoning, at heart,
uses inference rules called ‘fuzzy IF-THEN rules’. These rules are said to be
imitating what people think and do in practical situations. When predicates A, B, C
of an inference rule ‘IF x is A, and y is B, THEN z is C are fuzzy sets, the rule
becomes a ‘fuzzy IF-Then rule’. If we put the above rule into a practical context of
setting an air conditioner, for example, it can go as ‘IF room temperature is ‘a little
high’, and humidity is ‘quite high’, THEN increase the air conditioner setting to
*High™. Since A, B, and C are fuzzy sets, when this fuzzy IF-THEN rule is installed,
it still applies in the proximity of the assigned value A and B. In the above example,
when the temperature remains a little high, and humidity is high instead of quite high,
the conclusion (output) could be “increase the air conditioner to ‘moderate high™.
Here the inference rule underlying this control algorithm is called a ‘generalized
modus ponens’ (Klir and Yuan 1995: 234). Many such fuzzy IF-Then rules can be
combined in different weight for control purposes, and these non-analytical rules thus

provide an alternative to the usually used analytical control theory.
The Protagonist s Explanation of the Origin of the Idea

The idea of vagueness, as probed by Bertrand Russell and Max Black, and
many-valued (used interchangeably with multi-valued) logics of which the Pole Jan
Lukasiewicz was the most famous precursor, are recognized as the forerunners of
fuzzy logic in various places, including a journalistic account (McNeill and
Freiberger 1993), a promotional text (Kosko 1993), and general university textbooks
and tutorial materials. However, “fuzzy’ logic, as proposed, by Zadeh does not bear
the name ‘vague’ logic, ‘many-valued’ logic, or ‘multi-valued’ logic. Instead, the
name came from a publicizing consideration. Zadeh states that, as the word fuzzy is
often associated with a negative meaning, it can arouse hostility, which serves as one
of the ways to get publicity. Furthermore, the word logic is chosen for a similar
reason: although the whole enterprise rests more on an alternative idea on set theory
than on logic, the name logic makes more sense to ordinary people than set’, which
is more mathematically implicated and thus more distant (McNeill and Freiberger
1993: 49).6

® Zadeh’s seminal article in 1965 was titled ‘Fuzzy sets’. The name ‘fuzzy logic’ did not appear until
his 1975 article ‘Fuzzy Logic and Approximate Reasoning’ (Zadeh 1975). Besides the campaigning of
Zadeh himself, books of promotional implications on fuzzy logic might also have effects on why the
idea of fuzziness later became represented by the flagship banner ‘fuzzy logic’. For example. both
books by McNeill and Freiberger (1993) and Kosko (1993) have ‘fuzzy logic’ as their title or subtitle.



Apart from the question of whether fuzzy ‘logic’ should be entitled as the
banner of Zadeh’s overall project, the ambition of applying his idea to system
analysis distinguishes Zadeh from many other logicians. As an electrical engineer by
training, he remarks that the idea of fuzziness was proposed as a way of dealing with

system analysis:

[1]n the course of writing a book with Professor Charles Desoer on linear system
theory, I began to realize that there are many concepts in system theory that do not
lend themselves to precise definition. For example, one can give a precise
definition of a linear system, a stable system, a time-invariant system, etc. But
how can one define what is meant by a decentralized system, a slowly-varying
system, a reliable system, etc.?

In trying to formulate such definitions, I began to realize that the problem lay
in the Aristotelian framework of classical mathematics — a framework which is

intolerant of imprecision and partial truth (Zadeh 1990a: 99).

The assumed merit of utilizing fuzziness in system analysis is well captured in

the following quote by two researchers on system science:

Many of us who saw his original papers in 1965 did not realize their significance
until many years later. We were even somewhat disappointed in the change of
direction that they represented, from hard system science (in which Zadeh had
been a major pioneer) to a deliberate acceptance of imprecision in any real system
applications. What was not clear at that time is that an ontology that denies the
existence of this imprecision itself introduces such major artefacts that it is not just
unreal but definitely false and positively misleading. Zadeh saw this as a fatal flaw
in classical system science at the same time as the majority of us were looking for
new peaks to conquer with the tools that had been so successful in the past. In
retrospect one can see that, in many cases, it was the tools that were building the

peaks, not conquering them! (Gaines and Kohout 1977: 2)

Imprecision, the antithesis of specificity, is highly valued by fuzzy theorists in
modelling systems. The ‘principle of minimum specificity’, as Zadeh calls it, states
‘do not be more specific than necessary’ (Zadeh 1990a: 103). That is, specificity
should be pursued according to the intended purpose; it is not valuable in itself. This
is because specificity is closely connected to other system characteristics. As a

system and fuzzy theorist argues, “tolerance (of uncertainty and imprecision) allows



us to use uncertainty and imprecision as commodities that can be traded for reduction
of complexity or for increase of credibility of systems models in situations that are
otherwise not manageable’ (Klir 1990: 92). Zadeh resorts to the analogy of the
human brain in explaining the close link between fuzziness and complexity. Just as
our vocabulary for colours such as red is only applicable for well-defined tasks,
when complexity exceeds the handling capacity of information, the boundaries
become fuzzy: thus our vocabularies for colours are fuzzy sets (Zadeh 1990a:
99-100). Therefore, when complexity arises, systems necessarily become fuzzy, and
only systems that can manipulate fuzzy concepts handle the ever increasing
complexity of our times. Although the analogy can always be called into question
and the causal relationship between fuzziness and complexity, as Zadeh argues, is not
definitely clear, the superiority of the human ability to process information in various
aspects, compared to that of artificial systems, is regarded as legitimizing fuzzy ways
of dealing with system problems. Along with neural networks and genetic algorithms,
the two data analysis models that draw analogies from either the working of neurons
or genetics (Bailer-Jones and Bailer-Jones 2002), fuzzy logic is also seen as one of
several approaches that are alternative to the classical symbolic approach of artificial
intelligence. In contrast to the ‘bottom up’ method of neural networks, however,
fuzzy logic utilizes the semantic imprecision of natural language and can be seen as a
‘top-down’ approach.

It seems that Zadeh’s perspective on the ‘system’ idea also alludes to why the
top-down, human brain analogy was made. The complexity arising from the analysis
of biological system shows an urgent need for a new method for integrating different
kinds of systems. A passage that is used occasionally to state the motivation behind
fuzzy logic connects it to the work of the biologist and general system theorist,
Ludwig von Bertalanffy. It seems that the drive against reductionism led Zadeh to

call for an alternative:

Among the scientists dealing with animate systems, it was a biologist — Ludwig
von Bertalanffy — who long ago perceived the essential unity of system concepts
and techniques in the various fields of science and who in writings and lectures
sought to attain recognition for “general system theory” as a distinct scientific
discipline. It is pertinent to note, however, that the work of Bertalanffy and his
school, being motivated primarily by problems arising in the biological systems, is
much more empirical and qualitative in spirit than the work of those system
theorists who received their training in exact sciences. In fact, there is a fairly

wide gap between what might be regarded as “animate™ system theorists and
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“inanimate” system theorists at the present time, and it is not at all certain that this
gap will be narrowed, much less closed, in the near future. There are some who
feel this gap reflects the fundamental inadequacy of the conventional
mathematics — the mathematics of precisely defined points, functions, sets,
probability measures, etc. — for coping with the analysis of biological systems, and
that to deal effectively with such systems, we need a radically different kind of
mathematics, the mathematics of fuzzy or cloudy quantities which are not
describable in terms of probability distributions. Indeed the need for such
mathematics is becoming increasingly apparent even in the realms of inanimate
systems (Zadeh 1962: 857).”

Development of Fuzzy Logic

Fuzzy logic stimulated extreme responses from the very beginning. On the one
hand, the concept encountered fierce criticism. On the other hand, however, fuzzy set
theory, together with other concepts introduced by Zadeh, attracted high interest in
various disciplines in and beyond the U.S., from philosophy, linguistics, social
sciences to mathematics and engineering. Important theoretical developments in the
first decade or so included linguistic hedges, as discussed by Zadeh and linguist
George Lakoff;g as well as the work by Zadeh and control theorist Richard E.
Bellman on fuzzy decision making; fuzzy measures,” fuzzy topology, and fuzzy
optimization etc. The decade saw the fuzzification of many traditional mathematical
structures such as logics, relations, and functions, and so forth (Yen and Langari
1999: 5). According to a scientometric analysis, up until 1976, twelve years after the
year when the idea of fuzziness was proposed in only two publications, there were as
many as 763 papers published in total related to fuzzy logic, with a forty percent
growth rate in the literature per year (Gaines and Kohout 1977).

7 Both system and fuzzy theorists Brian R. Gaines and George J. Klir quote this passage as indicating
what motivated Zadeh. However, in an interview Zadeh seems to reject any influence Bertalanffy has
on him: ‘And the camp [electrical engineers] I was a member of did not think too much of the other
camp [Bertalanffy and the biologists]. To us those people were crackpots. They took a sort of mystical
view of the thing’ (McNeill and Freiberger 1993: 22). Zadeh also presents a similar tone in a personal
retrospection on the formation of system theory: °...It was during this period [1950s] that the idea of
what is now known as system theory began to crystallize in my mind. There was some earlier work by
Ludwig von Bertalanfy[sic] on what he called ‘Theory of General Systems’, but his approach has a
different agenda and was philosophical and biological in its orientation’ (Zadeh 1996: 96). Here Zadeh
seems to differentiate system in physiological sense and system in dynamic sense. For the three
common meanings the word ‘system’ is referred to, which lasted from nineteenth century:
physiological system, systems of philosophy, and dynamic systems, see Mindell (2003).

® According to the Oxford English Dictionary, hedge here refers to ‘a word or phrase used to avoid
over-precise commitment, for example etc.. often, or sometimes’.

° Fuzzy measures will be explained in chapter 3.



Applications that would be of interest to industry emerged nearly a decade after
Zadeh’s seminal paper appeared. Among these the most notable was the application
to control engineering, first developed by Ebrahim H. Mamdani and his student
Sedrak Assilian at the University of London in 1974. They utilized ‘fuzzy IF-THEN
rules’ to control a steam engine in a laboratory setting. Other early applications
include, among others, those in civil engineering and in analyzing traffic conditions
(Yen and Langari 1999: 6). However, within the first decade or so, applications were
confined to academic circles and were, for the most part, experimental. It was not
until the late 1970s that real industrial applications came into being. In 1978, Peter
Holmblad and Jens-Jorgen @stergaard of the Danish F.L. Smidth & Company tested
a fuzzy controller in a cement kiln. It went into permanent operation in 1980 and was
known widely as the first industrial application of fuzzy control (McNeill and
Freiberger 1993: 119).10

The subsequent development of fuzzy logic, after Zadeh’s seminal work, took
different forms in different parts of the world. As mentioned above, there was intense
interest in fuzziness within many fields, immediately after Zadeh proposed his idea.
However, due to the antagonism toward and controversy over fuzziness, which will
be addressed in Chapter 2, interest in fuzzy logic declined in the early 1980s in the
U.S. and Europe (McNeill and Freiberger 1993: 124-126). Although characterization
of research interest according to geographical areas will certainly fall short when
taking into account the nuances within each area and the international interactions
between different areas, in general, the development of fuzzy logic can roughly be
portrayed as having distinct geographical features: research in Eastern Europe and in
China concentrates on mathematical theory, whereas in Japan it is the most
application-oriented.

With the booming in applications of fuzzy logic (see below), and the
widespread ‘explosion” of neural networks research in the late 1980s (Olazaran 1993:
406-410), neural networks, as a tool for data analysis, were incorporated with fuzzy
logic into hybrid systems. Researchers have applied the two techniques in two ways:
either neural networks techniques are used for the identification of fuzzy membership
functions, and for learning and adaptation in so-called ‘neuro-fuzzy’ systems, or the
notion of fuzziness is utilized, for example, to encode input data in neural networks
systems (Bezdek 1992: 31-32; Klimasauskas 1992: 53; Zadeh 1994a: 78).

In the meantime, Zadeh began to promote the idea of ‘soft computing’, which

' In fact fuzzy control was applied to a lime-reburning kiln at a paper mill in Sweden in 1979, which
was also done by Holmblad and Ostergaard. The engineers regard this as the first industrial
application of fuzzy control. but perhaps due to its smaller scale. this case is less known (McNeill and
Freiberger 1993: 120).



he identified as consisting of fuzzy logic, neural networks, and ‘probabilistic
reasoning, with the latter subsuming belief networks, genetic algorithms, parts of
learning theory, and chaotic systems’ (Zadeh 1994a: 78). According to Zadeh, the
utilization in design of these unconventional approaches is the major reason why
home appliances and various consumer electronics had higher ‘Machine Intelligence
Quotient’ after 1990 than before. The word ‘soft’ is characterized in sharp contrast to
‘hard’: the latter denotes precision, certainty and rigour; while the former emphasizes
the ability to ‘exploit the tolerance for imprecision and uncertainty, learn from
experience, and adapt to changes in the operating conditions’ (Zadeh 1994a:
77-78)."" In addition to numerous applications in mathematics and in engineering,
attempts to apply fuzzy logic to the social sciences were also made sporadicall},/.“2

Development of Fuzzy Logic in Japan

From the 1980s, as interest in fuzzy logic research in the U.S. and Europe
dwindled, Japan, with the emergence of numerous applications of fuzzy logic,
assumed a leading role. However, in the late 1960s and early 1970s, Zadeh’s paper
on fuzzy sets interested only a handful of scholars in Japan. Among them were
Terano Toshird (Tokyo Institute of Technology) and Shibata Heki (University of
Tokyo) in Tokyo and Tanaka Kokichi (Osaka University) and Asai Kiyogi (Osaka
Prefecture University) in Osaka. They formed small research groups, the *Working
Group on Fuzzy System’ in Tokyo in 1972, and ‘Fuzzy Science Research
Association” in Osaka in 1980, respectively.”® In the early stage, not much attention
was paid to fuzzy research and thus exchanges were mostly confined within
academic circles (Hirota 1995). Fuzzy research spread more quickly after the
International Fuzzy Systems Association (IFSA) was founded in 1984. In that year,
the two above-mentioned groups merged into the IFSA Japan branch.

" The raison d’étre for fuzzy logic is criticized by Bayesian statisticians as the ‘behaviourist
hypothesis® stated as the following: ‘Human are intelligent. Intelligent reasoning is imprecise.
Therefore, intelligent systems should emulate imprecise human reasoning’ (Laviolett and Seaman
1994: 6). What is implied in this criticism is that Zadeh implicitly links intelligence with imprecision.
For the controversies between Bayesian statisticians and fuzzy theorists, see Chapter 2.

"> See, for example, Ragin (2000), Smithson (1987), and Smithson and Verkuilen (2006).

" The Japanese name for the Working Group on Fuzzy Systems is ‘Aimai sisutemu kenkyiikai’
(Aimai Systems Research Association). Noteworthy is the Japanese translation of the word fuzzy:
‘aimai’. It has corresponding kanji (Chinese characters) and means vague and uncertain. In Japanese
and in Chinese as well, it also has a negative connotation of liaison when connecting with certain
words. Until late 1980s, both ‘aimai’ and ‘fuzzy’ circulated in Japan. It is suggested that because the
Japanese transliteration of the word fuzzy implies mathematical research. which is much narrower in
scope, Terano proposed the idea of ‘aimai engineering’ in order to promote engineering applications in
1974 (Hirota 1993a: 46). For issues around Japanese translation of the word fuzzy, see Chapter 5 and
6.



From the late 1970s, academic interest in fuzzy research was supplemented by
exploration of its potential as suggested by Mamdani’s experimental steam engine.
Mamdani was invited as a visiting scholar to the Tokyo Institute of Technology. and
presented his research entitled ‘Linguistic Plant Controllers Using Fuzzy Logic’ to
the monthly meeting of the Working Group on Fuzzy Systems in May 1977 (Hirota
1993a: 62; Shibata 1977: ii). With some Japanese companies keen on developing
fuzzy technologies, the 1980s saw the coming of age of fuzzy applications. Among
the ‘success stories’ are the Sendai subway system, developed by Hitachi, which
utilizes fuzzy control for train operation, and the controller designed by Fuji Electric,
Co., in which fuzzy logic is used for controlling chemical injection in water
treatment plants. The latter was first implemented in a water treatment plant in
Sagamihara city. Both projects were conceived in the late 1970s, and were realized in
1987 and 1986, respectively. The Sendai subway system is especially identified as a
key development in ‘the first fuzzy boom’ that characterizes the years from 1987 to
1990, when many industrial applications came into view. Some of these applications
were shown at the demonstration sessions at the Second IFSA (International Fuzzy
Systems Association) Congress held in Tokyo in July 1987 — a week after the Sendai
subway system went into operation — and the congress is said to have triggered the
first fuzzy boom among academic researchers and industrial engineers (Hirota 1993a:
71; 1995: 47-49). Applications in this period include, among others, elevator control
(Hitachi), highway tunnel ventilation control (Toshiba), combustion control for
refuse incinerator (Mitsubishi), automobile transmission control (Nissan, Honda,
Mitsubishi) etc. According to a survey, industrial applications of fuzzy logic in Japan
numbered only twenty in 1986, but accumulated to more than one hundred and
twenty in 1989 (Hirota 1993a: 77).

The year 1990 saw the start of ‘the second fuzzy boom’, characterized by the
extensive application of fuzzy logic to home appliances and consumer electronics
(Hirota 1993a: 109; 1995: 53). The ‘Aisaigd (the model ‘beloved wife’) Day Fuzzy’
washing machine, which was developed and put on the market by Mastushita
Electric Co. in February 1990, brought about the second fuzzy boom as many other
manufacturers followed by producing similar products. In the same year, the
transliteration of the word “fuzzy’, “fajyi’, won the gold award for the new word of
the year in Japan. Overall, by 1992, there were already nearly six hundred cases of
fuzzy applications in the world with most of these in Japan (Hirota 1993b: 5). It is
also suggested that the fuzzy boom in Japan from the late 1980s contributed to a new
wave of upsurge in interest in fuzzy technology in Europe (von Altrock 1995: 277).

After the first fuzzy boom, the Japanese government became interested in fuzzy
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logic and funded two large research projects. It has thus been argued that the first
fuzzy boom was the watershed of the institutional arrangements of fuzzy research in
Japan (Hirota 1995: 43). Before 1987, research activities were more scattered and
can be characterized as having been advanced by university scholars or by the
co-operation between university scholars and industry engineers. In 1989, not only
was the Japan Society for Fuzzy Theory and Systems (SOFT) established and its
official journal published, but the two above-mentioned projects commenced. The
first was undertaken by the Ministry of International Trade and Industry (MITI) and
some corporate sponsors. They provided ¥5 billion ($40 million) to establish the
Laboratory for International Fuzzy Engineering Research Institute (LIFE)
exclusively for a six-year project for advancing fuzzy theory and its applications.
Specifically, half of the funding was from 49 major electronics and automobile
companies, and MITI took charge for the other half (McNeill and Freiberger 1993:
245). The second was a smaller five-year project, entitled ‘Fuzzy Systems and Their
Applications to Human and Natural Systems’. It was sponsored by the Science and
Technology Agency (STA) with a funding of ¥1.2 billion (Hirota 1995: 49)."

The scale of LIFE can be gleaned by juxtaposing it with the budget of the
notorious Fifth Generation Computer project, which was funded by MITI with
support from the industry. The project lasted for eleven years from 1982 to 1992, and
spent ¥54 billion in total (Callon 1995: 8). Although LIFE only spent only about a
tenth part of the budget of the Fifth Generation Computer project, the influence of
the first fuzzy boom that led to LIFE can still be seen.

The gradual institutionalization of fuzzy logic research can be marked by
important events in chronological order as listed below (Fajyi gakkai henshii iin-kai
1999: 126-127; Lin and Chen 1995: 20-21; McNeill and Freiberger 1993):

Year Event International Event in Japan

1965 | Zadeh proposed the idea of fuzzy set

1972 | Zadeh hinted at control application in *A Working Group on Fuzzy Systems

Rationale for Fuzzy Control founded in Tokyo

1974 | First U.S.-Japan fuzzy seminar held at Berkeley

'* Regarding the assumed role of MITI, STA, and the Ministry of Education (MOE), in science and
technology research, Scott Callon describes as the following: “all three organizations have jurisdiction
over the promotion of Japanese science and technology, although theoretically there is a division of
labor, with MOE sponsoring basic research, MITI doing commercially relevant research, and STA
coordinating overall policy’. In effect, the three are competitive for government budgets and *making
occasional raids into one another’s spheres of influence’, with STA the most disadvantaged: *STA is
handicapped in the R&D tug-of-war because it is only an agency, not a full ministry, lacking the
institutional power that ministerial rank and privilege brings with it* (Callon 1995: 34).
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1977 | Fuzzy logic was introduced into China

1978 | International Journal of Fuzzy Sets and Systems

founded

1980 Fuzzy Science Research Association
founded in Osaka

1981 | Chinese Mathematics and Fuzzy Systems

Association founded in China

Journal of Fuzzy Mathematics founded in China.
Renamed to Journal of Fuzzy Systems and
Mathematics in 1987.

1984 | International Fuzzy Systems Association (IFSA)

and four branches of it: China, Europe, Japan
and North America founded

1985 | First IFSA Congress (Majorca island, Spain; held | First Fuzzy Systems Symposium

biennially henceforth) (Kyoto; held annually henceforth)

1987 | Second IFSA Congress (Tokyo, Japan)

1988 | NASA conference on Artificial Neural Systems International Workshop on Fuzzy

and Fuzzy Logic (Houston, U.S.) System Applications (lizuka, Fukuoka
prefecture)

1989 Japan Society for Fuzzy Theory and
Systems (SOFT) and its official journal
founded (four issues a year; changed to
six issues a year from 1992);
Laboratory for International Fuzzy
Engineering Research Institute (LIFE)
founded

1991 | Zadeh proposed ‘Soft Computing”

1992 | First Fuzzy Conference held by IEEE (IEEE

International Conference on Fuzzy Systems,
FUZZ-IEEE)(San Diego, U.S.; held annually
henceforth)
1993 | IEEE Transactions on Fuzzy Systems founded
(four issues a year)
1994 | First IEEE World Congress on Computational Laboratory for International Fuzzy

Intelligence (WCCI) held (Orlando, U.S.) WCCI
includes FUZZ-IEEE. IJCNN (International Joint

Engineering Research Institute (LIFE)
disbanded
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Conference on Neural Networks), and CEC
(International Congress on Evolutionary
Computation); held once for four years, changed

to biennially since 2006

2003 The name of the Japan Society for
Fuzzy Theory and Systems (SOFT) was
changed to the Japan Society for Fuzzy
Theory and Intelligent Informatics but

the acronym remains

Exploration of the History of Fuzzy Research in Japan

In the early 1990s, roboticist Fukuda Toshio coined ‘FAN’ as an acronym for
fuzzy logic, Al, and neural networks, and symposiums in the name of ‘FAN’ began to
take place annually in Japan (Sugeno el al. 1995: 7). The acronym *FAN’ is used only
in Japan. Outside Japan, ‘intelligent systems’ is the phrase commonly used to refer to
what “FAN’ means in Japan. The content of ‘FAN’ covers to some extent that of “soft
computing’ that Zadeh proposed, but the juxtaposition of fuzzy logic, Al, and neural
networks deemphasizes differences between fuzzy logic, Al, and neural networks. In
fact, there were conflicts between the first two a]:uproast:hf:s.'5 In contrast, the phrase
*soft’ computing, with an insinuation that symbolic Al is to the contrary, does not
ignore the differences that the acronym *FAN’ deemphasizes.

The contest for the definition of machine intelligence, as hinted by Zadeh’s
characterization of soft computing as having higher *"Machine Intelligence Quotient’,
was far from a minor issue in the history of fuzzy research, both outside and within
Japan.'® In 1983, a year after the Fifth Generation Computer project was carried out,
a popular computer magazine published a parodic article featuring the conception of
the Sixth Generation Computer project based on *fuzzics’ (a compound word made

'* There were also controversies between Al and neural networks. As noted by a Japanese researcher
in a round-table discussion on the similarities and differences between Al, neural networks, and fuzzy
logic, the meaning of Al has greatly changed. In the 1960s, neural networks approach was quite
central to Al. However, over the years, the meaning of Al somehow narrowed down to refer only to
expert systems (Doshita et al. 1991: 35). With the proliferation of applications of Al, fuzzy logic, and
neural networks, they were on several occasions put together for discussion in Japan in the 1990s (e.g.
Doshita et al. 1991; Sugeno et al. 1995). In 1994, the Society of Instrument and Control Engineers
(SICE, the largest society of control engineers in Japan) edited a handbook on neural networks, fuzzy
logic, and Al, a weighty tome of about 1,400 pages (Umano 1995: 66). For the controversy between
symbolic Al and neural networks from the late 1950s, see Olazaran (1993).

'® Compared to ‘Al’, a more modest phrase ‘machine intelligence’ has been used instead recently
because of the complexity of intelligence has been acknowledged by research in the fields of cognitive
science etc., although Al is still widely used (Mukaidono 1992: 74).



up of “fuzzy’ and ‘logic’) by the ‘Ministry of Totalling” (a non-existent organization
whose name is pronounced in the same way as is MITI in Japanese) (quoted in Aimai
kagaku kenkyii-kai 1983: 7). Although a parodic article, the difference between
fuzzy inference and the approach that the then extant artificial intelligence took, as
claimed in the article, would nevertheless be shared by fuzzy researchers: ‘Because
on many occasions, people think and infer basing on an incomplete knowledge base,
the ability of fuzzical[sic] inference is indispensable to the realization of more
intelligent computers. The Sixth Generation Computers which make fuzzical[sic]
inference possible, can be said to be a step closer to human than is the Fifth
Generation® (ibid: 7)."”

In fact, both Tanaka Kd&kichi, one of the founding figures of the Fuzzy Science
Research Association in Osaka, and Shimura Masamichi, former associate professor
in Tanaka’s laboratory, who moved from Osaka University to Tokyo Institute of
Technology in 1976 and became a member of the Working Group on Fuzzy Systems
in Tokyo, had done some fuzzy research but later left it for symbolic artificial
intelligence.]8 They advised Mizumoto Masaharu (a student with a newly earned
Ph.D. in 1971 on fuzzy theory under Tanaka’s supervision) that it would be better to
do research on the then emergent artificial intelligence instead of clinging to fuzzy
theory. To them, fuzzy theory was ‘useless’.'® This attitude was prevalent both in
Japan and internationally.*’

Mamdani’s application of fuzzy inference to control was an antidote, as it were,
to this attitude. From the late 1970s, the audience of fuzzy theory in Japan extended
to include industrial engineers. A gradual transition then took place, from a more
mathematical way of doing fuzzy research for an audience in academic circles, to a
more practical way of showing the usefulness of fuzzy logic for an audience of
engineers. The transition assumed a different way of proving. In the former, the
attempt was usually to manipulate mathematical symbols by following logical
inference procedures; in the latter, not only technical criteria were used for evaluation,
but the efficacy of fuzzy logic in improving performances had to be confirmed. This
issue came to the fore especially when fuzzy control became widespread, as
controversies around the efficacy of fuzzy control arose.

Just as one of Al researchers’ strategies for claiming that artificial intelligence is

"7 Years later, Yamakawa Takeshi, a professor who built hardware systems which implemented fuzzy
logic as their working logic, did refer to ‘fuzzy computers® as the Six Generation Computers, as
opposed to the Fifth Generation Computers which were seen as the most advanced digital computers.
(Yamakawa 1988: 152-154). For Yamakawa’s hardware systems, see Chapter 4.

¥ Mizumoto interview.

¥ Mizumoto interview.

** Sugeno interview.



comparable to human intelligence was to operationalize intelligence in a way that
favoured the achievements in Al (Turing 1950), one of the ways fuzzy researchers
promoted fuzzy control, a linguistic model of human reasoning, was to claim that
fuzzy control was much closer to what skilled operators do in their work. This was
accomplished by technological demonstrations, which consisted of both performing a
series of real-time demonstrations, and experiencing real applications such as the
Sendai Subway. For instance, both the Second IFSA Congress held in Tokyo in 1987
and the International Workshop on Fuzzy System Applications held in lizuka in 1988
had demonstration sessions. Eleven devices or programs were shown in the former,
and a robot that handled bean curds without breaking them, among others, was
shown in the latter. In Al, one way of carrying out the above-mentioned task of
putting Al alongside human intelligence was through the so-called ‘Turing test’.
Technological demonstrations of fuzzy control are comparable to the Turing test in
that, for both, some criteria are so defined as to be characterized as more human —
criteria that machines in the past could not fulfil.

Demonstrations of fuzzy logic were also underway in some areas of
performance which were, for a long time, certainly not thought of as ever achievable
by machines: that is, in those most humanly human, such as the area of art. These
demonstrations also, sometimes, carried with them an East Asian tinge; for instance,
a robot demonstrating flower arranging (Hirota 1993c). This East Asian tinge was
complemented by claiming, a link between fuzzy theory and East Asian thought, as
Terano Toshird’s invocation of Chung-tzu mentioned before shows.

The link was established partly by way of translation. The original Japanese
translation of the word ‘fuzzy’, made by Terano, was ‘aimai’. However, as aimai is a
culturally charged word, explanations and interpretations of fuzzy theory had become
inextricably associated with meanings of aimai in the Japanese context. And aimai, in
turn, turned out to be a word denoting characteristics of those fields in which humans
outperformed machines. The word aimai gave way to the Japanese transliteration of
‘fuzzy’, as ‘fajyi’, when fuzzy logic reached an even wider audience with the second
fuzzy boom in home appliances and consumer electronics brought about by several
large manufacturers. This change in usage preference from ‘aimai’ to “fajyi’, as a
result of the promotional efforts of these manufacturers, was accompanied by a
change in the meaning of the word ‘fuzzy’ in the Japanese context.

In order to chart the history of fuzzy research in Japan as an enterprise which
extended its reach to a growing audience, that is, from an audience consisting of a
small circle of academic researchers, to include industrial engineers, and, finally, to
the general public, I will view the development of fuzzy research in three not



exclusively demarcated periods. The first period spanned from the late 1960s to the
late 1970s when fuzzy research remained largely an academic undertaking and had
not been formally institutionalized. Then came the second period, which spanned
from the end of the first period to the late 1980s, when the first fuzzy boom emerged.
In this period, industrial applications surfaced and the efficacy of fuzzy logic was
interpreted by fuzzy researchers’ use of a humanized language, on the one hand, and
put under scrutiny by other researchers, on the other hand. The third period spanned
from the late 1980s to the early 1990s, in which the first fuzzy boom was followed
by the second, and fuzzy research in Japan reached an apex with the establishment of
the Japan Society for Fuzzy Theory and Systems (SOFT) and the commencement of
the two projects funded by the government. During this period, the original
translation, ‘aimai’ had given its way to the transliteration, “fajyi’.

These three periods will be explored by distinct conceptual perspectives,
according to a prominent theme by which each period is characterized. These take on
issues of organization of scientific research; problems regarding demonstrations and
proofs, especially in Al related fields; and issues concerning translation. The
prominent themes of the second and the third periods are linked and can be
conceived in broader terms as the problem of interpretation. What follows is the
literature review of the first two of these perspectives. The third perspective will be
seen as an expansion of the second and will be delineated along with the analysis in
Chapters 5 and 6.

Literature Review
Science as Reputational Work Organizations

The theory of scientific organizations was developed, among others, by
sociologists Randall Collins, Stephan Fuchs, and, in the most detailed way, Richard
Whitley from the late 1970s. This theory tries to combine structure-oriented
Mertonian sociology of science with the results of constructivist laboratory studies.
Therefore, it is argued, the theory concerns both cognitive and social aspects of the
production of the sciences, and is an attempt to develop a comparative framework
which was neglected by micro-level laboratory studies (Collins 1988: 291; Fuchs
1992: 8-9; Whitley 2000: 4-6). Since reward allocation is a key issue in the
conceptualization of this theory, I will make it the starting point.

The origin of interest in the reward system of scientific communities can be

traced back to the work of sociologist of science Robert Merton. Noting the rapid and



cumulative growth of scientific knowledge as opposed to other forms of knowledge,
Merton sought to find the institutional setting which contributes to the exercise of
control over the behaviour of scientists and the quality of their knowledge production
(Barnes and Edge 1982: 13; Mulkay 1977: 98). From a structural-functional
perspective, Merton identifies four institutional imperatives to which members of a
scientific community conform in order to secure the steady production of scientific
knowledge: universalism, communality, disinterestedness, and organized scepticism.
Later on Merton added to these the norms of originality and humility. Although the
famous original four norms articulated by Merton were refuted as not consistent with
observations and can be used by scientists as rhetorical resources (Barnes and Edge
1982: 18), Merton’s discussion of scientific norms, and particularly his focus on
competition for originality and priority in the scientific community especially,
opened up new ground for detailed study of the scientific community.

As Mulkay puts it, ‘the analysis of the normative structure of science could not
be regarded as complete until it had been shown that rewards were allocated so as to
produce general conformity to the norms previously identified” (Mulkay 1977: 99).
The call for detailed empirical study became more urgent when Merton himself
found there is incongruence between the selfish behaviour of scientists in priority
disputes and the norm of communality — the willingness to share knowledge with
other members. Issue of reward allocation became the key to understanding the
behaviour of scientists, and was explored by Warren Hagstrom (Ben-David 1978:
199-200).

Hagstrom depicts the scientific community as a recognition exchange system
for valuable information. Scientists share their results openly without the overt
expectation of return from the community, as if in a pre-capitalist gift-giving
exchange system (Hagstrom 1965: 13). However, the expected return, not overtly
stated, is the recognition of the donor’s status as a member of the community.
Recognition by other competent members is the most desired reward for scientists.
Scholars have argued that Hagstrom’s theory is still a Mertonian functional
explanation, in that it is still concerned with why scientists obey the norms (Barnes
and Edge 1982: 18; Latour and Woolgar 1982: 37). In contrast to Hagstrom’s
pre-capitalist tone, Latour and Woolgar provide a more capitalist oriented position in
arguing that scientists exchange information for their own use. to gain credibility and
then exchange it for other rewards.

Analyses by Hagstrom and, to a lesser degree, Latour and Woolgar, contributed
to the general view that interactions within scientific communities are mediated by a
special form of general currency: recognition. As a general currency, recognition



channels all kinds of individual motives in science and serves as the route to specific
rewards desired by various individuals, contributing to reputation, promotion,
research grants and so on (Barnes and Edge 1982: 15-17).

The proposition of the recognition concept led to subsequent qualitative and
quantitative studies exploring how recognition is distributed, and how the scientific
institution is seen as simultaneously a reward, communication and allocation system
in which its operation usually leads to stratification and generates a self-reinforcing
elite structure. That is, by monopolizing recognition, prestigious groups tend to
receive more funds, more talented researchers and thus attain further valuable results
(Barnes and Edge 1982: 17; Ben-David 1978: 199; Mulkay 1977: 101-103). In this
stratified setting, the elite confines the range of acceptable information, and through
the reward system, recognition is distributed to those who address legitimate
problems and conform to current cognitive and technical standards, so that
intellectual deviance is discouraged (Mulkay 1977: 106).

In this regard, to explore what makes radical innovation possible is an
interesting issue because for this to happen, to a certain extent some disruption of the
extant elite structure is necessarily involved. This issue has mostly been investigated
by the research area called ‘specialties studies’. The term ‘specialties” was given by
Hagstrom, referring to small groups of researchers who share more narrowly-defined
concerns and are familiar with each other’s work (Hagstrom 1965: 159). In other
words, a specialty defines a particular problem and confines the boundary of
communication and control. Apart from the term specialties, which emphasizes the
problem area in which researchers are interested, there are other terms which stress
the informal organizational relationship between small groups of researchers that
bear similar meanings to specialties: Derek de Solla Price’s ‘invisible college’, Diana
Crane’s “social circle’, ‘solidarity group’, Nicholas Mullins’ ‘networks” and “clusters’
and so forth (Barnes and Edge 1982: 19; Hess 1997: 73). Drawing on network
analysis, specialties studies explore how a particular emergent specialty gets
established; in other words, how an innovation within or beyond a discipline
becomes institutionalized.

For our purposes, it is useful to see how Hagstrom depicts the development of a
deviant specialty, the ‘groups whose members feel they are not awarded as much
prestige within the discipline’, who either ‘accept the goal of their discipline but
believe their specialty is much more important than others give it credit for’ or ‘reject
the central goal of their larger discipline and the legitimacy of the prestige system in
it" (Hagstrom 1965: 187). Deviant specialties lead to organizational conflict, and the

most common punishment by the larger discipline is to reject them for university



appointments, and deny them the opportunity of having graduate students and
publishing. If some measures of adaptation cannot soothe the conflict, a deviant
specialty will eventually lead to the formal differentiation of the discipline
(Hagstrom 1965: 187-209).

As a case study of specialty formation, Ben-David and Collins (1966) describe
the role of the leader in the emergent discipline of psychology in late nineteenth
century Germany. They claim that role-hybridization took place in the process when
a researcher moved from a higher (physiology) to a lower (philosophy) prestige
discipline; once the leader can accommodate the role conflict resulting from
discipline migration, career opportunities compensated for the difference in prestige
between the new and old disciplines. They also propose a three-stage model of
specialty formation: forerunners, founders, and followers. In contrast, Mullins
proposes a four-stage model: paradigm group or normal stage, network, cluster, and
specialty or discipline (Edge and Mulkay 1976: 369-371; Mullins 1973). However, in
a detailed comparison between their own research on specialty formation and those
of other scholars, Edge and Mulkay find that neither model applies for all the case
studies. They list fifteen dimensions such as mobility, identity, creation of a new
journal etc. of similarities and differences between the results obtained by these
scholars (Edge and Mulkay 1976: 382; Hess 1997: 75).

Although, as Geison argues, the detailed and sociological informed study on the
specialty formation of radio astronomy by Edge and Mulkay is somewhat
compromised by their determination, shared by others in specialties studies, to adopt
a conceptually schematic straitjacket (Geison 1981: 21), we can regard Edge and
Mulkay’s fifteen dimensions as flexible guidelines. Seen in this way, they serve to
draw our attention to structural features, and pay heed to the particular organizational
characteristics such as degree of functional dependence, hierarchies of authorities,
availability of resources, and the role of external knowledge consumer, etc.
(Amsterdamska 1985: 332-335). Therefore, research on recognition and specialties,
which views scientific community as an institutionalized system of communication,
reward, and control, still offers abundant conceptual resources.

In the theory of scientific organizations, variations in organizational
characteristics across science are examined along two dimensions: the nature of the
tasks, and the nature of coordination (Collins 1988: 292). While Collins uses ‘task
uncertainty’ and “problems of coordination’ to denote the two dimensions, Whitley
and Fuchs prefer ‘task uncertainty’ and ‘mutual dependence’. Task uncertainty
‘indicates the extent to which scientific production is routinized and predictable’
(Fuchs 1992: 82). and *mutual dependence’ refers to “scientists’ dependence upon



particular groups of colleagues to make competent contributions to collective
intellectual goals and acquire prestigious reputations which lead to material rewards’
(Whitley 2000: 87).

Whitley further divides task uncertainty into ‘technical task uncertainty’, which
indicates ‘[t]he extent to which work techniques are well understood and produce
reliable results in various scientific fields’ (Whitley 2000: 121), and ‘strategic task
uncertainty’, which represents ‘the degree to which different scientists pursue related
or unrelated lines of work, and hence is an uncertainty about whether one’s work will
be taken by the larger community” (Collins 1988: 292). Mutual dependence is also
divided further by Whitley into two subdivisions: *functional dependence’ denotes
‘the extent to which researchers have to use the specific results, ideas, and
procedures of fellow specialists in order to construct knowledge claims which are
regarded as competent and useful contributions’; and ‘strategic dependence’ which
refers to ‘the extent to which researchers have to persuade colleagues of the
significance and importance of their problem and approach to obtain a high
reputation from them’ (Whitley 2000: 88). Whitley then produces a typology of
sixteen types of scientific organizations by applying the four dimensions, each of
which is subdivided into high and low degrees. Seven types remain, after noting that
nine of the sixteen types are theoretically improbable, and Whitley gives each of the
seven types a special name such as ‘fragmented adhocracy’ and ‘polycentric
oligarchy’ (ibid: 154-158).

The organizational structure of both engineering and artificial intelligence, the
scientific research fields that are the most relevant to fuzzy theory with which this
thesis is concerned, is characterized by Whitley it as ‘professional adhocracy’
(Whitley 2000: 160). It characterizes a research field where technical task
uncertainty and degree of strategic dependence are low, and strategic task uncertainty

and degree of functional dependence are high:

technical task uncertainty is more reduced, but strategic task uncertainty remains
high, the standard skills and technical procedures enable a more typical
‘profession’ to develop in which reputational organizations control the production
and certification of research competence but differ in the extent to which they
control work goals and priorities. In ‘professional adhocracies’ there are a variety
of influences on research goals and no single group dominates significance criteria
for very long. The bio-medical sciences and artificial intelligence, for example,
have a variety of funding sources and employment organizations where research is

conducted, and there is no single reputational group to whom all members of the
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field are oriented and take into account when developing their research
strategies...Knowledge is highly specific and empirically focussed in such fields
with a variety of problem formulations and conceptual approaches linked to
particular skills. Generality of both problems and materials is unlikely to be very
high and a high degree of theoretical integration improbable (Whitley 2000:
160-161).

In addition to the four dimensions that are used to characterize structures of
organizations of the sciences, Whitley also points out three important contextual
factors that influence task uncertainty and mutual dependence: reputational autonomy,
concentration of control over the means of intellectual production, and audience
plurality and diversity (Whitley 2000: 105-111). These contextual factors can be used
to undertake international as well as historical comparisons of the sciences of interest,
as Whitley briefly did in the introduction of the second edition of his book (ibid:
XX11-XXXi).

Whitley’s brief mentioning of features of Japan’s national research systems is
very relevant to our inquiry. Taking the Germanic system as its model, the Japanese
academic system features low mobility, high concentration of control by
departmental professors, and ‘strong hierarchies of university prestige’ (Whitley
2000: xxiii-xxv). In Chapter 3, we will analyze the research organization of fuzzy
theory in Japan in the early years by taking into account the influence of the Japanese
koza (departmental chair) system.

Demonstrations and Proofs

In the late 1970s, as fuzzy research moved from theoretical inquiry to include
practical applications, there was a similar shift in attempts to gain credibility for this
new area of research. Rather than simply relying on claims for fuzzy logic based on
the results of mathematical manipulation, there was an increasing emphasis on
technological demonstrations. Two issues on the trustworthiness of the technological
demonstrations of fuzzy logic came to the fore. Firstly, on what grounds are
technological demonstrations trustworthy? A second related issue is that, even if the
trustworthiness of technological demonstrations is confirmed, how can that
trustworthiness be ascribed to the effect of fuzzy logic? Regarding the
trustworthiness of technological demonstrations, and the issue of interpretation in
accounting for technical efficacy, this section will firstly review STS work on

demonstration, and then will take artificial intelligence — which, as a research field, is



closely related to fuzzy logic — as an example on the issue of interpretation of
technological efficacy.

Demonstration

According to the Oxford English Dictionary, one of the meanings of the word
‘demonstration’, most relevant to the practice of mathematics and logic, refers to:

The action or process of demonstrating or making evident by reasoning; the action
of proving beyond the possibility of doubt by a process of argument or logical
deduction or by practical proof; clear or indubitable proof; also (with pl) an

argument or series of propositions proving an asserted conclusion.

In contrast to the process of ‘logical deduction’ usually performed with the aid
of only pen and paper in mathematics and logic, technological ‘demonstration’ relies
on a different ground. ‘Demo’ is the abbreviation used frequently by engineering
communities for technological demonstration. Demos are real-time performances of
prototypes or end products carried out in front of an audience. They are intended to
show tasks that the artefacts can perform and ways in which the artefacts can be used.
The audiences, as witnesses, are expected to believe that the artefacts will in the
future deliver the same level of performance as seen in the demos. Demos are also
often used to imply that a general characteristic of the technology being applied in
the artefacts can be inferred (Rosental 2005: 346). Therefore, demos can be said to
rely on an inductive inference, made on the part of the audience from a specific demo,
to future operation or general properties of the artefacts being demonstrated.

The underlying reasoning behind demos is one of the ways in which we
evaluate the trustworthiness of technology. Donald MacKenzie suggests that there
are three main processes through which we know the technical properties of artefacts:
authority, induction, and deduction (MacKenzie 1996). In that context, deduction
refers to the process in which we infer properties of artefacts *from theories or
model’; induction, on the other hand, points to the way in which we know them by
‘testing or using them’ (ibid: 250). Just as the major concern for testing is how a
similarity relationship between test circumstances and conditions of actual use — a
crucial property to be known of the artefacts being tested — is established
(MacKenzie 1996; Pinch 1993). the demo serves as a real-time test that tries to
persuade the audience into believing that the artefacts or technology being

demonstrated will generally behave as in the demonstration. A major difference



between a demo and testing, or using artefacts in general, resides in the contrasting
time scales they imply, for demos are carefully prepared beforehand to address the
audience for a short period of time.

Regarding testing practices, the case of computerized systems emerges
prominently at the interface of the induction-deduction spectrum, for there have been
two opposing approaches to ensure their trustworthiness at work, an issue of massive
concern in modern life. As MacKenzie details, both formal logic proof and empirical
testing, contrasted with each other by their underlying reasoning, have been proposed
and utilized to verify computer programs. The former is preferred by its proponents
because exhaustive testing is almost always beyond feasibility even for a simple
computer program composed of only few lines. In contrast, ‘a deductive,
mathematical analysis can claim to cover all cases, not merely the finite number that
can be subject to empirical testing” (MacKenzie 2004: 70). MacKenzie extends
‘cultures of proving’, a term drawn from the title of one of Eric Livingston’s articles
(Livingston 1999), to refer to the different ways in which computer scientists view
and practise what counts as proof to them in verifying computer programs. What is
emphasized in MacKenzie’s use of that term is its plurality: although deductive proof
is crucial for disciplines such as mathematics, logic, and computer science, different
ideas of the meaning of proof remain within them (MacKenzie 2001: 306, 2004:
74-75).

Demonstrations of fuzzy control provide instances of a conflict between distinct
cultures of proving. A controversy surrounding a series of demos of fuzzy logic in
Japan arose in the late 1980s and early 1990s. In these demos, a fuzzy controller was
used to balance an inverted pendulum. The demos were intended to show the
competitiveness of using fuzzy logic as a method for controller design. The efficacy
of these demos, however, was challenged by some control theorists who emphasized
the priority of theory and deduction in design. A controversy was thus generated,
during which time the demos still went on. As will be addressed in Chapter 4, fuzzy
logic was to these control theorists a much less mathematical approach to controller
design. In contrast, for them, results derived from scientific theories, those of physics,
for example, served as valid starting points on which mathematical analyses of the
controlled systems could be built.

In the same way that formal logic proof has been used to verify computer
programs, the mathematical approach, on which these control theorists insisted,
derives solutions from the analysis of mathematical models and, in the words of
MacKenzie, ‘can claim to cover all cases’ (MacKenzie 2004: 70). This ability to

cover all cases stems from its deductive inference, which contrasts with inductive



demos. In fact, the control theorists pointed out a case in which those demos would
fail if they were conducted under certain conditions. The controversy will be
analyzed to show the context in which demos of fuzzy logic were seen as trustworthy.
In addition to the real-time demos on an inverted pendulum, two other large civilian
applications, especially the Sendai subway, can be said to be also demos of fuzzy
logic. In the Second IFSA (International Fuzzy Systems Association) Congress held
in Tokyo in 1987, both the controller made by Fuji Electric Co. for a water treatment
plant and the controller made by Hitachi for the Sendai subway trains were part of
the demonstration sessions. A technical tour arranged for a ride on the Sendai
subway for participants was seen as contributing much to the success of that
conference (Hirota 1993a: 71; Mukaidono 1988: 74). This brings us to the question
of attribution, that is, attribution of the working of those controllers to fuzzy logic.

Interpretation of Efficacy — Take Machine ‘Intelligence’as an Example

As a theoretical resource that serves to analyze the claim that fuzzy logic
successfully models human ways of thinking and doing, this section reviews
sociological work on a comparable case. This would be the so-called ‘Turing test’
that decides whether a machine can be said to be intelligent.

In the article *“Computing machinery and intelligence’ (Turing 1950), Turing
proposed an ‘imitation game’ to test the intelligence of a machine. He devised a
workable criterion of machine intelligence by translating the general, ill defined
question ‘Can machines think?” into a game that invites an operational answer
(Collins 1990: 181). The imitation game originally consisted of a man, a woman and
an interrogator, who has to identify the man and the woman correctly through short
conversations in the game in which the man pretends to be the woman. In order to
remove any gender traits that can be differentiated easily by the interrogator, the man
and the woman are located in separate rooms, and conversations are conducted via
the help of teleprinter communication. Next, a machine substitutes for the man and
plays the game, and the interrogator has to determine which respondent is the
machine. As in the original game played by three people, any physical traits that can
be identified as the differences between a person and a machine in this new game are
masked by the setting of rooms and typewriters. If a machine succeeds in cheating
the interrogator in the second imitation game, then it passes the test, and it can be
argued that the answer to the original question of ‘Can machines think?” is also
positive. This is the so-called ‘Turing test’. We can see that Turing’s idea of

intelligence is reflected by the setting of the imitation game, which in turn is



crystallized in the translation of the original question to the new one, so that all
contextual information of a conversation regarded as irrelevant is ruled out. Turing
argued: “the new problem has the advantage of drawing a fairly sharp line between
the physical and the intellectual capacities of a man” (Turing 1950: 434).

One of the most vigorous sociological lines of inquiry that has been applied to
the issues of machine intelligence is ethnomethodology. Four sociologists and
philosophers exemplify this approach to machine intelligence through their
examination of the Turing test in their collectively written book. Machine
intelligence, they argue, is not an empirical question that can be decided with
reference to advances in computer technology, as Turing proposed (Button et al.
1995: 13, 134).*' Rather, it can be resolved by analysis, by which the optimism that
the solution of philosophical questions would rest upon technological development is
exposed, and then the link between the two is severed.

They suggest an analogy to show the absurdity of the Turing test. A listener is
put outside a room in which the Kronos Quartet and a high quality recording of the
quartet’s performance take turns in playing. The listener has to decide if there is any
difference in the sound between the two. The authors ask that if the two are
indistinguishable to the listener, can we say that the CD player that reproduces
Kronos™ performance has the same musical capabilities as the four artists in the
Kronos quartet (Button ef al. 1995: 135)? The forging of this CD player version of
Turing test is to compare different responses we would have toward similar questions.
In the music capability test, people will be far more positive that the answer is ‘no’
than they would be when faced with the Turing test.

Button ef al. try to show, in two parts, that “the claim for machine intelligence is
as foolish as that for the musically skilled CD player” (Button ef al. 1995: 136). First
they argue that Turing was mistaken in his view of the implementation process of an
‘intelligent’ program in a computer. Secondly, they scrutinize the rhetoric and
eschewal of Turing’s reframing of the essential problem. They argue that Turing’s
idea of a universal machine is but a mechanical execution of instructions given by
implemented programs and has nothing to do with mathematics or mathematical
skills. Turing did not understand that the mechanization of calculation does not

involve any intelligence transfer, so it is quite a wrong thing to argue that a machine

*! Turing commented that ‘I believe that in about fifty years’ time it will be possible to programme
computers, with a storage capacity of about 10”, to make them play the imitation game so well that
an average interrogator will not have more than 70 per cent chance of making the right identification
after five minutes of questioning. The original question, ‘Can the machine think?" I believe to be too
meaningless to deserve discussion. Nevertheless | believe that at the end of the century the use of
words and general educated opinion will have altered so much that one will be able to speak of
machines thinking without expecting to be contradicted” (Turing 1950: 442).



embodies mathematical skills or intelligence at all. They provide another example to
show the peculiarity of Turing’s argument:

Since...in the case of human beings, the carrying out of a complex computation
requires considerable intelligence, do we not also have to say that, in the case of
machine, the same operation requires considerable intelligence?...one might as
well say that since digging ditches requires life when done by human beings, and
digging ditches can be done by mechanical digging machines, then ditch-digging

machines must be alive (Button er al. 1995: 139, original italics).

The above examples bring us to the problem of language usage with regards to
how Turing uses the word ‘intelligence’. As Button ef al. argue, in describing how a
Turing machine works, Turing did not say a word about what real people do and
what is involved in the task of calculation and doing mathematics. In the case of the
Turing test, which is intended to test machine intelligence, he also did not provide
any hint of how people perceive the testing condition (Button ef al. 1995: 139-141).
In other words, it is the context of the test, which Turing ignored, that is essential to
the whole problem. Moreover, we may argue that this deliberate ignorance provides
the necessary condition for Turing to perform his rhetoric feat. Turing begged the
question of providing an operational definition of what ‘intelligence’ means by the
criterion of passing the test and then proposing that passing the test entails
intelligence (Button ef al. 1995: 142). However, there is a huge discrepancy between
intelligence thus perceived and the intelligence to which people usually refer. By
ruling out any contextual information people that rely upon to discern what can be
identified as intelligence, Turing urged us to admit that the mere simulation of a
special field (conversation in the Turing test) of human activity can be said to be
intelligent.

As Button et al. argue, the Turing test is ‘intended to test for intelligence in
machines, but it might equally well be seen as testing the discriminatory powers of
the experimental subjects’ (Button ef al. 1995: 141, my italics). Sociologist Harry
Collins, partly inspired by ethnomethodology in his analysis of artificial intelligence
(Collins 1990: 98, 191). pushes the issue of the discriminatory powers of
experimental subjects even further.

At first glance, the approach Collins takes is not very dissimilar to that of
Button ef al. in that he addresses the mutual definition of intelligence as well as the
protocol of the Turing’s test (Collins 1990: 184-186). This seems to be akin to what

Buttons et al. say about the question begging of the Turing test; however, unlike



Button et al., Collins states his sociological approach outright: ‘I want intelligence to
be seen as something having to do with social interaction. That is the basis of my
whole argument’ (Collins 1990: 245, original italics). Part of Collins’s treatment of

the Turing test relates to its ethnomethodological characteristics. He says:

The Turing test is so interesting because it is a test of the capacity of a machine to
mimic the interactions of a human being. It is, then, a test of our abilities to make
an artificial human that will fit into a little social organism as opposed to a test of

a machine’s ability to mimic a brain (Collins 1990: 183, original italics).

*Our abilities to make an artificial human that fits into a little social organism’ is
arguably demonstrated by the case of the conversation program, ELIZA. In some
variants of the Turing test, an interrogator is not informed that there is a test going on.
She thus treats the machine as a person and in this situation the Turing test is
undoubtedly passed.” Collins refers to ethnomethodologist Harold Garfinkel’s
‘counselor experiment’ as an exemplar that accounts for this phenomenon: a human
being can make sense of information that does not exist (Collins 1990: 98).

However, Collins goes beyond ethnomethodology with his argument on
artificial intelligence, by elaborating the contrast between a physical prosthesis such
as an artificial heart and a ‘social prosthesis’ like an intelligent machine. Collins
argues that computers cannot be treated as isolated brains. The difference lies in the
‘organisms within which they function’. *“The organism into which the intelligent
computer is supposed to fit is not a human being but a much larger organism: a social
group...just as an artificial heart does not necessarily have to have identical input or
output characteristics to a real heart, neither does an artificial human. The embodying
organism may be indifferent to variations, or it may compensate for inadequacies’
(Collins 1990: 14-15). The concept of social prosthesis therefore aims to emphasize
the fact that ‘the humans compensate for the deficiencies of artifacts in such a way
that the social group continues to function as before’ (Collins 1990: 215).

From this perspective, the meaning of the Turing test for Collins lies

predominantly on the side of the people rather than the machine. He proposes a

*% The case is vividly showed by Weizenbaum regarding his invention DOCTOR, a therapist ELISA
program: ‘If ...one were to tell a psychiatrist “I went for a long boat ride” and he responded “Tell me
about boats,” one would not assume that he knew nothing about boats, but that he had some purpose
in so directing the subsequent conversation. It is important to note that this assumption is made by the
speaker....The speaker further defends his impression ...by attributing to his conversational partner all
sorts of background knowledge, insights and reasoning ability...They manifest themselves
inferentially in the interpretations he makes of the offered response. (quoted in Suchman 1987: 23-24,
original italics)



stringent protocol for the ultimate Turing test in which the attitude of the interrogator,
the subject matter to be discussed, and the length of the test etc. are set up in such a
way as to make the interrogation so hostile that passing the test is an extremely
difficult task. In a sense, the effort here is similar to that of Button ef al. in its aiming
to make the interactive context of the Turing test explicit. However, Collins argues
that this is only part of the story. The other part lies in the abilities that humans
possess to mimic artefacts. If we choose to discipline ourselves into behaving like
machines, then since we are more like machines, machines can behave more
intelligently, like us. Take factory floor manufacturing or calculators for example.
Since we arrange the tasks of manufacturing and calculation in such a way that they
can be done by machines, part of our abilities are ready to be replaced by machines
which act ‘intelligently’ within our society (Collins 1990: 216-221). He thus thinks it
makes no difference whether we think about calculators, slide-rules or computers, for
they all do arithmetic in the same way, in the sense that we have to compensate for
their deficiencies, e.g., to read the answer a calculator gives for the sum 10/3 * 3 as
10 rather than 9.9999999, the one shown on its screen (Collins 1990: 66; 211). It is
because we have regarded their performances as doing arithmetic that we have
renounced our right of interpretation of the word ‘intelligence’. Therefore, regarding
the interpretation of intelligence, it is us, not the machine, that bears the burden of
proof. Taken together, for our purpose, the work by Button e/ al. and Collins on the
Turing test helps us to pay heed to the contextual information of the positive
interpretation of fuzzy technology, and the role people play in the ‘social prosthesis’,

to use Collins’s words, in which machines implemented with fuzzy logic work.

Data Collection

Before I conducted the main research on which this thesis is based, a pilot study
on the Sendai subway system was carried out in mid April 2004. The aim of the pilot
study was to investigate the testing and verifying process of the newly developed
fuzzy controller for train driving control in the Sendai subway. Although the original
aim proved to be infeasible because 1 was not granted access to the relevant
documents, the interview with the main designer of the controller nevertheless drew
my attention to the variability of the interpretations of the Sendai subway system
among different accounts. This finding has led me to a focus on the interpretations of
fuzzy technology, especially those applications that enjoyed flagship status and/or
were put on demonstration. This focus constitutes a major theme with which this
thesis is concerned.
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As the description regarding fuzzy logic research in Japan provided earlier has
implied, a cultural link between fuzzy research and Japanese thought, which was
intended to account for Japan’s leadership in this research area, appeared rather late —
after numerous applications began to emerge. Therefore, in order to problematize the
popular cultural link thesis, the issues of how fuzzy research was conducted in the
academy, and how it was different from that in other countries before applications
materialized became the focal questions. Was there any controversy that ever arose in
Japan? If the answer is positive, how did it evolve? If not, what contained it? This
leads us to the issue of the organization of academic research.

Since the information relevant to the questions mentioned above can hardly be
found in written material, conducting interviews was indispensable for acquiring
them. In fact, it became clear to me right after the first few interviews that
conducting interviews was also an important way to obtain relevant written material
that document past research activities, because interviewees would try to check their
memory against those materials during interviews.

Therefore, in addition to documentary sources, interviews constitute the other
source of data for this thesis. Although my enquiry into the issue on translation — as
was hinted in the very beginning of this chapter — relies largely on documentary
sources, interview data play a major role in other parts. Documentary sources here
are to be conceived broadly, including articles in international and Japanese
professional journals spanning from late 1960s, when fuzzy research was in its
inchoate era; reports in house journals on applications of fuzzy logic; published
material such as articles in newspapers and magazines, and unpublished ones such as
communications circulated between members of research associations, on the
promotion and news of fuzzy research in Japan.

Access to the interviewees was mainly gained from two methods: sending
formal letters, and ‘snowballing’. For the pilot study on the Sendai subway system,
for example, contacts were successfully established after reference letters prepared
by Prof. Donald MacKenzie, my supervisor, and his former Japanese student, Prof.
Hara Takuji, were sent to the interviewees. On the other hand, the snowballing
process was made possible firstly by the fuzzy research network between Japan and
Taiwan, and was continued by introductions provided by Japanese professors.
Furthermore, after | got the membership list of the Working Group on Fuzzy Systems,
[ tried to contact the members of it by sending them formal letters followed by
e-mails of enquiry. Some interviewees kindly replied to my enquiry and connections
were thus established. I also obtained access to some interviewees by attending the

21st annual Fuzzy Systems Symposium held in Tokyo in September 2005.



Interviewees include predominantly current and retired university professors who
have been doing or who once did fuzzy research, or who specialized in control
engineering or systems theory. Other interviewees are industrial engineers who
participated in constructing fuzzy control systems, or those who have relevant
knowledge of the construction of them.

An issue arising from the process of gaining access to interviewees, related to a
methodological issue regarding the use of oral sources, should be discussed here. In
the letters that I sent to possible interviewees, I pointed out the possible bearing of
their written work on my research. Then, if access was granted, 1 also raised
questions based on their work in the interview. I found this a good strategy to earn
the trust of the interviewees as they could find seriousness in me from my reading of
their work. Also, they were willing to give interpretations on their past ideas that
materialized in their former work. However, although this strategy might have been
useful in gaining access to some of the interviewees, why they agreed to be
interviewed is of methodological significance. From my experience, introductions
provided by Japanese professors did not necessarily secure the reply from targeted
interviewees of whom those professors are acquaintances or even colleagues. Why,
then, did my formal letters, from someone unknown to the recipients, make some of
them forthcoming? In addition to other unknown reasons, a possibility lies in the
stakes interviewees have in the history of fuzzy logic. Since the research area has
been controversial, the stakes may be higher for the researchers than that in other
areas. This brings us to the problem of being ‘captured’ in STS controversy studies
(Scott, Richards, and Martin 1990), that is, the analyst’s work becomes the arena for
promoting interviewees’ idea. Similarly. interviewees might also claim their work to
be among the earliest, the best, the most efficient etc. work in certain area.

In practice, as this thesis is concerned with past events and past controversies
rather than ongoing ones, the stakes the interviewees have in those past occurrences
might not be too high. This would partly account for the reason why [ failed to
achieve access to some targeted interviewees — for them ongoing research is much
more important than past research. On the factual level, on the other hand, I have
checked transcripts of the interviews against each other, and also against document
sources, to make sure, as much as I possibly can, that the information about the time.
place, etc. of past events mentioned in this thesis is correct.

In total 33 in-depth, semi-structured interviews have been carried out.
Interviews were conducted in English or/and Japanese, and generally lasted for one
to two hours. A list of interviewees, and those who have provided significant

information in other forms, is shown in appendix A and B, located at the end of the
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main text. Quotes in this thesis from interview transcripts and written material that

are originally in Japanese, unless otherwise noted, are all my translations.

Outline of the Thesis

The delineation of the main themes with which this thesis is concerned appears
in Chapter 1. Chapter 2 then surveys several important controversies that arose in the
U.S. between fuzzy theory and other approaches, and examines how fuzzy theory
was conceived by opponents and what was at stake in the controversies. These
include, among others, controversies between fuzzy theory researchers and
statisticians on the similarities and differences between the concept of fuzziness and
probability; between fuzzy theory researchers and artificial intelligence practitioners
on the usefulness of fuzzy logic; and between fuzzy theory researchers and control
theorists on the priority of modelling in controller design.

Chapter 3 discusses the early development of fuzzy theory in Japan. Fuzzy
research was initially confined within academic circles in the U.S. where it
originated. Before industrial applications emerged in the early 1980s, the situation in
Japan was similar. Since the development of a new specialty within academic circles
is inevitably conditioned by characteristics of the higher educational system which
provides personnel and resources for research, this chapter begins by reviewing some
important features of the Japanese higher educational system, most significant the
‘kdza (departmental chair) system’. Overall, this chapter charts the -early
development by using the analytical framework provided by organizational theory as
applied to the production of the sciences.

The academic character of fuzzy research changed enormously after industrial
applications materialized. In Chapter 4, | examine the transition of fuzzy research
from pure theory to practical applications. Three prominent cases are investigated: a
water treatment plant in Sagamihara city, the subway system in Sendai city, and a
technological demonstration using an inverted pendulum, all automatically controlled
by fuzzy logic. The cases were seen as successfully showing the usefulness of fuzzy
logic. However, the effectiveness of fuzzy control was challenged by different
interpretations on the part of control theorists and resulted in controversies. At heart
of the controversies was an epistemological issue — the priority of modelling in
controller design. I utilize the idea of ‘cultures of proving’ to compare different ideas
of the meaning of a proof held by the two parties involved, as represented
respectively by technological demonstration favoured by fuzzy theory researchers

and mathematical proof advocated by control theorists. The technical



demonstration/mathematical proof distinction is discussed in relation to the
scientification trend of history of control engineering, to which fuzzy logic is seen as
a counteract by some Japanese fuzzy researchers.

As fuzzy logic is seen as running counter to the scientification trend, a different
idea and genealogy of science was proposed to justify it. In Japan, this was achieved
partly by an interpretation of the concept of fuzziness, by arguing that an affinity
exists between fuzziness and Japanese thought. After the exploration of the
attribution problem in Chapter 4, a semantic reading of the meanings of the word
‘fuzzy’ in the Japanese context is undertaken in Chapter 5 and 6. In chapter 5, I trace
the original translation of the word “fuzzy’ — ‘aimai’, explaining how Prof. Toshird
Terano, one of the main proponents of fuzzy research, promoted his viewpoints by
broadening the scope of fuzzy theory beyond its original version through the
translation of fuzzy theory into Japanese. By his using the same word to represent
both a new kind of engineering and Zadeh’s fuzzy theory, via the presumed
equivalence of ‘fuzzy’ and ‘aimai’, fuzzy theory became a springboard for his project.
This project then became a prototype for talking about fuzzy theory in a specially
Japanese way, partly because of what the word ‘aimai’ implied in its Japanese
context. Following a short introduction to the Japanese writing system and the
etymology of the word ‘aimai’, this chapter aims to disclose the role that the word
‘aimai’ played by analyzing its use in attempts at science popularization by Terano
and his student and colleague, Sugeno Michio.

Chapter 6 examines the way in which the original translation ‘aimai’ was
replaced by the transliteration of the word ‘fuzzy’ — ‘fajyi’ — through the promotional
efforts of manufacturers that produced home appliances and consumer electronics
using fuzzy control from the late 1980s. I utilize the concept of the ‘cassette effect’
put forward by Japanese translation theorist Akira Yanabu to examine the way in
which the word ‘fajyi’ created new meanings for fuzzy theory. The ‘cassette effect’
points to the appeal of the semantic emptiness of a newly coined word that attracts
users to create meanings for it. I will show in this chapter that the word *fajyi’ was
made known to the general public by promotional advertisements, and it acquired
new meanings through a narrative that emphasized both a Japanese cultural
characteristic and a blurring of the human/machine distinction.

In the last chapter, Chapter 7, I will summarize the main points of this thesis.
Also, I will point out the significance of the findings in this study by juxtaposing
them against major works in STS-related work on artificial intelligence.



Chapter 2
Historical Overview: Controversies in the Development of Fuzzy Logic

Fuzzy sets theory, with its permission of non-integral membership in a given set,
and fuzzy logic, with its permission of truth values other than zero and one, have
mathematical implications for fields such as set theory and mathematical logic, in
which crisp set theory and bivalent logic have been predominant. Moreover, Zadeh’s
connection with systems theory (fuzzy theory was proposed with a claimed goal of
solving problems in systems theory) meant that the readership of fuzzy theory, unlike
other non-traditional logics, extended beyond circles of mathematicians and
philosophers — more so after Zadeh’s idea was applied to various fields in
engineering.

Although the idea of fuzziness spread widely, it also incurred considerable
criticism right from the start. It has been suggested that criticism led to the waning of
fuzzy research in North America and Europe in the early 1980s (McNeill and
Freiberger 1993: 124-126). Several factors have been identified as the reason why
the idea of fuzziness aroused such antagonism. Among these are issues such as the
negative connotation of the name chosen by Zadeh for his theory, the questionable
usefulness of fuzzy theory (a common critique put forward by those who do not
believe there is any value in applying the idea of fuzziness usually takes the form of
the question “what is that that cannot be achieved by other means?”), and, as claimed
by its proponents, the idea that fuzziness has challenged the routine method of
modelling in general science and engineering practice. The sheer novelty of the idea
of fuzziness is usually invoked as one of the reason that underlies the antagonism
towards it, and often serves as a foil for identifying and criticizing the entrenched
western tradition — bewitched by an insistence on precision — of thinking about
systems. Significantly, in the years when data processing was still a scarce resource,
antagonism was easily translated into denial of funding for fuzzy research. In the late
1960s in the U.S., for instance, it was suggested to Congress that fuzzy logic served
as an example of wasting government funds (Yen and Langari 1999: 5). In this
chapter, criticisms of fuzzy theory made by logicians, artificial intelligence
researchers, statisticians, and control theorists, among others, will be surveyed. At
the heart of the criticisms lie two issues: the specificity of the uncertainty that fuzzy
theory addresses, and disputes over the attribution of credit for the success of

applications.



Fuzzy Logic as a Logic System

Fuzzy logic was claimed to be a way to deal with problems of ‘vagueness’ in
natural language, among which the ‘sorites” paradox is a famous case in philosophy
of logic. The ‘sorites” paradox is often demonstrated by using the example of a heap
or a bald man. Removing a grain of sand from a heap does not make it less of a heap.
However, if the act of removal is continued, each time with a grain, then the above
statement will lead to an absurd conclusion that a heap with no single grain in it is
still a heap. Similarly, a man with one more hair on his head than a bald man is still
bald. However, if we think that the statement is true, and statements that ‘a man with
two more hairs on his head than a bald man is still bald’, and ‘a man with three more
hairs on his head than a bald man is still bald’, are also true, then finally we will
come to a conclusion that a fairly hairy man is still bald — thus a paradox. Since truth
values of fuzzy logic are non-bivalent, it has been used to reject the reasoning
process of the ‘sorites’ paradox (Sainsbury 1988: 40-43; Gaines 1977: 48-50). Fuzzy
logic does it in the following way. If we agree that a heap of, say, one hundred
thousand grains of sand is a heap, then, the truth value of the statement that that heap
is a heap is one. Then, under the scheme of truth value assignment in fuzzy logic, we
can make the statement that a heap with one less grain of sand than the
above-mentioned heap can have a truth value slightly less than one. By adopting
fuzzy logic rather than two-valued logic, we will not end up with the conclusion that
the statement *a heap with no grain at all is still a heap” is true, since the truth value
of the statement, obtained after a series of subtractions made to the truth values of
former statements, can be as small as zero. Therefore fuzzy logic saves us from the
‘sorites’ paradox.

However, some philosophers, whose research focuses on the problems of
“vagueness’, take issue with this proposal. One of their major complaints results from
the phenomenon of “higher-order vagueness’ when fuzzy logic is applied (Read 1995:
190-191; Williamson 1994: 127-128). They argue that a problem still exists even if
we assign numerical, non-bivalent truth values to statements. For instance, the
statement ‘It is wet” is true to a degree greater than 0.729°, as argued by philosopher

Timothy Williamson,

...is extremely vague. In many contexts it is neither true nor clearly false. Attempts
to decide it can founder in just the way characteristic of attempts to decide ordinary

vague statements, such as ‘It is wet” in borderline cases. The mathematical terms in



[it] may be precise, but the notion of the degree of truth of a sentence is not a
mathematical one. It represents an empirically determined mapping from sentences
in contexts to real numbers. Even if statistical surveys of native speaker
judgements were relevant to deciding [it], the results would be vague. It would
often be unclear whom to include in the survey, and how to classify the responses.
The problem is that the vagueness of [it] goes unacknowledged (Williamson 1994:
128)

The problem, however, is pertinent not only to fuzzy logic but applies to other
multi-valued logics as well. There was a similar attempt, as Williamson describes, to
‘develop a theory of sets membership of which is a matter of degree’ made by
Abraham Kaplan and Herman Schott who ‘measured degree of membership of
empirical cases by real numbers between 0 and 1, and defined corresponding notions
of intersection, union, complementation and subset’ in 1951 (Williamson 1994:
120). But unlike Kaplan and Schotts’ attempt, which ‘fell on stony ground’ (ibid:
120), fuzzy logic received much more attention in the study of vagueness. It can be
argued that the recently recurring philosophical interest in the problem of vagueness
has put fuzzy logic under attack as being a representative of multi-valued logics.

For example, the philosopher of logic Susan Haack has since the late 1970s
criticized fuzzy logic on linguistic and methodological grounds. The linguistic
criticism points to the problem of the fuzzification of truth values, and can be seen as
in a similar vein as Williamson’s criticism mentioned above. Haack argues that, by
assigning numerical values other than zero or one to the truth values of statements,
fuzzy logic still imposes artificial precision: ‘fuzzy logic only postpones, and does
not eliminate, the need to introduce arbitrary boundaries® (Haack 1996: 239).
Moreover, she argues that, without a formal method for fuzzy logic to assign truth
values, the imposition of arbitrary truth values by informal intuition ends up with
insurmountable complexity. Haack’s critique of fuzzy logic is part of her project of
arguing that “deviant logics’, as she calls non-classical logic systems, are
unnecessary; instead some revisions should be made to classical logic to form
extended logics (Haack 1996).

Fuzzy Logic versus Artificial Intelligence

* The article by Kaplan and Schott is titled ‘A Calculus for Empirical Classes” which appears in the
journal Methodos, volume three. As Williamson describes, Kaplan and Schotts™ attempt was made
‘with applications to empirical science in mind’; although with less elaboration their attempt bears
similarity with Zadeh’s work (Williamson 1994: 120).
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Criticisms of fuzzy logic regarding its status as a logic system have not been
confined to logicians’ circles. Adversaries also came from within the fields of
computer science and artificial intelligence where conventional logic has prevailed.
In 1993, U.C. San Diego computer scientist Charles Elkan presented a paper entitled
‘The Paradoxical Success of Fuzzy Logic’ at the annual conference of American
Association of Artificial intelligence (AAAI), the major Al conference in North
America. The paper even received an award as one of the four best articles at the
conference and subsequently threw fuzzy researchers into tumult.**

In that paper, Elkan identified two paradoxes concerning fuzzy logic. First,
although fuzzy logic has been successful in real world applications, its foundations
‘remain under attack’. The second paradox is that most successful applications are
‘... controllers, while most theoretical accounts on fuzziness deal with knowledge
representation and reasoning” — thus a gap exists between theoretical development
and applications (Elkan 1994: 3). In order to show that fuzzy logic is inherently
flawed, Elkan constructed a proof of a ‘theorem’. The proof of the theorem is carried
out according to a definition that he thought legitimate in a fuzzy logic system. Given
that the theorem is derived as a logical consequence from the definition, it should be
coherent with the definition. The consequent of the theorem, however, assumes a
collapse of fuzzy logic to conventional two-valued logic, and results in a
contradiction (Elkan 1994).* The paper aroused several counter-attacks and even
protests by figures in fuzzy research. Protests included a letter addressed to
organizers of the AAAI 1993, and a co-written forum article in A/ Magazine 1994.
Also, detailed refutation articles were published in the August 1994 issue of IEEE
Expert, along with Elkan’s revised version of the original paper and reply. The major
point of the counter-attacks on the part of fuzzy researchers was that, in Elkan’s
proof, he mistakenly introduced into the definition a requirement that is not called for
in fuzzy logic, and he wrongly applied the ‘law of excluded middle” which is only
valid in a conventional two-valued logic systoam.26 The tones of these exchanges
were hostile and personal attacks on Elkan abounded. Fuzzy researchers also
expressed the fear that Elkan’s paper would have the same effect as the ‘Lighthill

* The controversy is analyzed in great detail by Rosental (2003; 2008).

** The definition was given by using fuzzy logic operators conjunction (), disjunction (v), and
negation (—) as the following: (1) t (A » B) = min {t (A), t (B)}: (2) t (A v B) = max {t (A), t (B)}; (3)
t(—A)=1-1t(A), and (4) t (A) =t (B) if A and B are logically equivalent, where A and B are two
arbitrary assertions. From the definition above Elkan proposed a theorem: if — (A~ ~B)and Bv (—A "
—B) are logically equivalent, then for any two assertions A and B, either t (B) =t (A) ort (B) = 1-t (A)
(Elkan 1994: 3). In other words, the result of the theorem shows that the only possible truth values are
zero and one, which is characteristic of binary logic.

** See Chapter 3 of Rosental (2008) for the complexity of this point.
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report” (Berenji et al. 1994), a pessimistic judgment on the outlook of Al published
by Sir James Lighthill in 1973, which impeded the development of Al for a decade in
the U.K.. As Elkan identified himself as within the symbolic Al approach, Elkan’s
move could possibly be put in the context of the opposition between classical Al and
*soft computing’, a banner under which fuzzy logic, along with other non-traditional

techniques such as neural network and genetic algorithms, are categorized.

Fuzzy Logic versus Probability Theory

Similar to the criticism made by logicians, criticism of the idea of fuzziness
made by Bayesian statisticians emerged in the late 1970s. Although not as dramatic
as Elkan’s conference paper, Bayesian statisticians’ criticism appeared as position
papers along with responses in forums in professional journals. Most famous among
the papers are those by Dennis V. Lindley, Peter Cheeseman, and Michael Laviolett
and John W. Seaman, which appeared in International Statistical Review in 1982,
Computational Intelligence in 1988, and IEEE Transactions on Fuzzy Systems in
1994 respectively.

Competition for the right to speak for the concept of ‘uncertainty’ lies at the
heart of the debates between fuzzy theorists and Bayesian statisticians. In 1978,
Zadeh developed ‘possibility theory” based on fuzzy sets, with the term he himself
coined (Zadeh 1978). Possibility is argued to represent uncertainty that is not
statistical in nature. Zadeh explained the difference between possibility and
probability by a simple example. The interpretation of the statement “Hans ate X
eggs for breakfast, with X taking values in U = {1, 2, 3, 4,...}" by possibility theory is
‘the degree of ease with which Hans can eat u eggs” which constitutes ‘the possibility
distribution associated with X' (Zadeh 1978: 8). In contrast, probability
interpretation denotes the likelihood for X to take values 1. 2, 3, 4..... An imperfect
oval provides another example. Promoter of fuzzy research Bart Kosko argues that
an oval is a fuzzy ellipse and there is ‘nothing random’, i.e. nothing relevant to
statistics about the matter (Laviolett and Seaman 1994: 5). The possibility theory has
helped fuzzy theorists to infiltrate the territory of the concept of uncertainty, which
used to be in statisticians” hands.

The most common response from Bayesian statisticians to the idea of fuzziness
is that it is not impossible to make a probabilistic interpretation of fuzzy sets
(Cheeseman 1986; Laviolett and Seaman 1994). In so doing, the concept of fuzziness
can be subsumed in probability. More generally they are sceptical about the utility of

the whole fuzzy enterprise. Their position is usually represented by two statements: 1.



*Probability is the only satisfactory measure of uncertainty’; 2. *Anything that can be
done with fuzzy logic can be better done with probability’, therefore ‘fuzzy logic is
unnecessary’ (Yen and Langari 1999: 178; McNeill and Freiberger 1993: 184). The
unnecessary application of fuzzy logic is even seen as an unusual event in history.
Two statisticians quoted a remark from a non-statistician colleague: ‘Usually, a new
theory must find problems to which it uniquely applies in order to survive. Fuzzy sets
have, over more than 25 years, been the exception of that rule’ (Laviolett and
Seaman 1994: 14). And the ‘Kalman filter’, a control technique widely used in
guidance and control and argued to be far more complicated than any fuzzy control
technique that has been utilized, was also invoked by statisticians as emblematic of
the superiority of probabilistic methods (McNeill and Freiberger 1993: 183). In order
to demonstrate that different kinds of uncertainty do exist as a response to
statisticians’ arguments, a common strategy that fuzzy theorists adopted was to
juxtapose fuzzy theory and other theories which relied on conceptions of uncertainty
that could not be fully addressed by probability.

What is noteworthy regarding the debates between Bayesian statisticians and
fuzzy theorists is the context in which these debates took place, which is related to
the status of the Bayesian position within the statistics community. It is suggested
that the revival of Bayesian (subjective) probability in the 1970s and 1980s was due
partly to the availability of cheap computing resources after the objective (frequency)
interpretation of probability had held sway for over a century (McNeill and
Freiberger 1993: 181).>" In their response to the arguments of fuzzy theorists,
Bayesian statisticians argued that fuzzy theorists only addressed objective probability
on which they forged their criticism on probability. In other words, in pointing out
that there was also a subjective school of probability, Bayesian statisticians claimed
that one more model existed, which emphasized subjects’ experience, than fuzzy
theorists thought. The following quotes clearly show that Bayesian statisticians saw
the popularization of fuzzy approach as linked to the under-promotion of the

Bayesian method:

Probably the most important reason (that the fuzzy approach has been so popular)
is the prevailing idea that probabilities are necessarily frequencies — a view that
drastically restricts the domain of applicability of probability. It is in areas where

there are no obvious frequency interpretations, such as the interpretations of

*” In this regard, it is perhaps not a mere coincidence that two important Bayesian statisticians L. J.
Savage and 1. J. Good were once assistants respectively to John von Neumann and A.M. Turing, the
two prominent figures who helped to lay the foundation of modern computing. As Hacking has it, ‘It
is as if the modern Bayesian idea is a by-product of the age of computers’ (Hacking 2001: 185).



linguistic terms, that the fuzzy approach is most firmly entrenched (Cheeseman
1986: 101).

Nearly all statisticians and statistical practitioners have been trained primarily in
the classical school, which emphasizes the frequency interpretation of probability.
The lack of emphasis on subjective probability in the training of most statisticians
has naturally led to a corresponding lack of emphasis on this subject in service
courses taught for engineers and other nonstatisticians. The resulting ignorance
has left a vacuum which fuzzy set theory has rushed in to fill (Laviolett and
Seaman 1994: 6).

If Bayesian probability did revive in the 1970s and 1980s, as stated above, it is
no surprise that there was a conflict over the new ‘subjective’ pasture. In the 1990s,
some fuzzy theorists admitted that, while fuzzy theory and probability theory can be
distinguished in their applicability to various kinds of tasks, they are nonetheless
complementary rather than mutually exclusive. The choice between one or the other
technique could be made according to their respective cost-effectiveness in specific
application contexts (Yen and Langari 1999: 178).

Fuzzy Control versus Conventional Control

From the late 1980s, with the emergence of ‘successful” applications for control
purposes, a spotlight has been put on fuzzy logic by those who supported different
approaches. The controversy that computer scientist Charles Elkan aroused, as
mentioned earlier, was one of the many that arose as a result of a growing interest in
figuring out the reasons that contributed to the success of fuzzy logic in control. In
1998, several control theorists held a head-on debate with Zadeh and fuzzy
researchers on the pros and cons of fuzzy control compared to conventional control.
It was featured as one of the plenary sessions of the IEEE Conference on Decision
and Control that year.

The main opponent of Zadeh in the debate was Michael Athans, a former
professor of Massachusetts Institute of Technology. Other participants in the debate
were Karl Astrom and Gene Franklin on the conventional control side, and Reza
Langari and Demitre Filev on the fuzzy control side. As the debate was held some
twenty years after fuzzy logic was first applied for control purposes, it can be
inferred from the strategies adopted by the participants what were the respective
niches into which fuzzy control and conventional control were placed over the years.
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According to the report of the debate, ‘the participants’ intent was obvious: to choose
the playing field that would favour their side of the debate’:

Athan’s tack was clearly to keep the debate narrowed to one of conventional versus
fuzzy control for problems in which either is applicable. Zadeh, on the other hand,
was clearly interested in broadening the debate to include... areas that tend to

require rule-based control (Abramovitch and Bushnell 1999: 88).

The main argument of Athans was that most control problems ‘could be solved
with much better results from a conventional perspective’, and that rule-based fuzzy
control “were only appropriate for toy class problems’ (Abramovitch and Bushnell
1999: 89). Athans and other control theorists also complained about the unsystematic
method of design — they “did not see a normative, descriptive process in existence for
fuzzy control design’ (ibid: 89). Without the normative and descriptive process
regarded by these control theorists as indispensable, ‘it was hard to say much about
the performance or stability of the system’, since ‘no inherent explicit model is used
to derive the rules’ for rule-based fuzzy control (ibid: 89).

Zadeh, on the other hand, stated that fuzzy control “starts with human solution’,
and ‘accepts the fact that a solution may not always work for every situation, but is
happy with a solution that works many, many times’ (Abramovitch and Bushnell
1999: 89). Zadeh also resorted to those outside the debate session for support by

asking rhetorical questions:

Zadeh then spoke about all the applications that were being completed using fuzzy
logic and gave a count, based on an Internet search, of the growing number of
papers that are based on fuzzy control. He posed the following questions to the
audience: ‘Do you really think that all these people are stupid? Do you think they
do not know what they are talking about?” He then answered, ‘No, I think not’
(Abramovitch and Bushnell 1999: 89).

Control theorist Kimura Hidenori was among the audience at the debate session.
He recalled vividly the atmosphere of the debate (not surprisingly, from a viewpoint

common among control theorists):

Athans brought a large number of people together to listen to him. And Zadeh

came with a very gay, green jacket; he always wears this sort of colourful clothes.



Almost all of what he said was not taken seriously by the audience.”®

That fuzzy control did not use an explicit model, as Athans complained, had
been one of the major arguments against fuzzy control. This will be analyzed in more
detail through a concrete example in chapter 4.

From a Prominent Mathematician

In an article on ‘The Health of Mathematics’, mathematician Saunders Mac
Lane evaluated how well mathematics was being done at the time of writing by
reviewing the trends in publication (Mac Lane 1983). He noted. on the one hand, that
in some specialties “too little is published’, since practitioners relied on personal
communications rather than on published material. On the other hand, however, in
some fields, specialization has resulted in the opposite problem: ‘too much is
published’ (ibid: 53-54). For him, the case of fuzzy sets served as an example of the

latter problem:

The opposite trouble of excessive publication may arise because of publish-perish
pressures but also comes about because ideas — even very attractive ones — have

been grossly overdeveloped. There are hordes of examples...

The case of fuzzy sets is even more striking. The original idea was an attractive
one — instead of saying that an element x is or is not in the set 4, let us measure the
likelihood that x is in 4. Someone then recalled (pace Lawvere) that all
mathematics can be based on set theory; it followed at once that all mathematics
could be rewritten so as to be based on fuzzy sets. Moreover, it could be based on
fuzzy sets in more than one way, so this turned out to be a fine blueprint for the
publication of lots and lots of newly based mathematics. This has duly been done,
complete with extravagant claims for applications (e.g., “fuzzy™ decision theory).
Most of those intended do not seem to have materialized. New ideas are nice, but

promotional gimmicks are not (ibid: 54).%
Within the Fuzzy Research Circle

All this criticism from various fronts did not build a consensus view as regards

*# Kimura interview.
¥ Prof. Murofushi Toshiaki informed me of this reference.
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the idea of fuzziness among fuzzy researchers; rather, from within the fuzzy research
community, there were also comments which claimed that the development of fuzzy
research had been overly shaped by defensiveness to outside criticisms. For instance,
Milan Zeleny, a scholar of management systems, complained in the journal Human
Systems Management, that the development of fuzzy research had lost sight of the
initial motivation. The ‘principle of incompatibility’, that is, the unavoidable
trade-off between complexity and precision that motivated Zadeh’s project,
according to Zeleny, was disregarded — a fact he called the ‘irrelevancy of fuzzy set
theories’. This resulted in the ‘fetish of precision, rigor, and mathematical
formalism’. As he made it clear:

The principle of incompatibility applies to all descriptive methodologies and fuzzy
sets theories simply cannot be excluded. We observe that as the axiomatic
precision of fuzzy sets increases, basic axioms continue to go unchallenged, being
accepted as dogmas, and active proponents of fuzzy sets insist that fuzzy sets
should deal with imprecision in precise terms, the ‘fetish of precision, rigor, and
mathematical formalism” reaches new heights. Thus, according to the remarkable
principle of incompatibility, the theory loses its significance and relevancy (Zeleny
1984: 302).

Name Matters

Common to many criticisms, whether they were from researchers specializing
in philosophical logic, artificial intelligence, or control theory, was a concern
regarding whether ‘fuzzy logic’ served well as an umbrella term for various
applications of Zadeh’s idea on fuzziness. Control theorist Michael Athans
complained that *[fuzzy control] does not use fuzzy logic’s method of capturing
uncertainty’, and he ‘often found it hard to find the connection between fuzzy
control and the principles of fuzzy logic as developed by Lotfi Zadeh’ (Abramovitch
and Bushnell 1999: 89). This questioning of a lack of connection also constituted one
of the ‘paradoxes’ that Charles Elkan pointed out regarding the success of fuzzy
logic. As noted earlier, Elkan contended that most successful applications are
controllers, while most theoretical accounts on fuzziness deal with knowledge
representation and reasoning’ (Elkan 1994: 3). As a response to the argument made
by Zadeh and others fuzzy researchers against criticism that fuzzy logic ‘works’,

philosopher of logic Susan Haack contends:
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...the fact that [fuzzy controllers] work does nothing to establish the philosophical
bona fides of the fuzzy logic articulated by Zadeh...

If fuzzy logic is construed, as Zadeh and co. suggest it should be, as a nonclassical
theory of truth-preserving inferences, fuzzy technology does not rely on it, and so the
successes of that technology cannot be claimed to its credit. If, on the other hand, fuzzy
logic is construed as an attempt to represent the mental processes through which people
go when making adjustments to kiln thermostats, air-conditioners, etc., there is a
connection with fuzzy technology. But, of course, so construed, fuzzy logic is not, after
all, an attempt to represent truth-preserving inferences, and is not, after all, a theory in
the same domain as classical logic; in fact, so construed, it is obviously not properly
describable as a ‘logic’ at all (Haack 1996: 230-231).

Therefore, the banner ‘fuzzy logic’ that Zadeh chose to represent the whole
enterprise is not without cost. It has led to the argument that fuzzy logic, understood
as a logic system, has nothing to do with the successfulness of fuzzy control, which
has been made, as we have seen, many times (Abramovitch and Bushnell 1999;
Elkan 1994; Haack 1996). Much has been said for clarification on this. For instance,
in reply to Elkan’s criticism, Zadeh stated that “fuzzy logic in the narrow sense plays
a very minor role in fuzzy control, just as classical logic plays a very minor role in
classical control theory’ (Zadeh 1994b: 43). It may well be that, for Zadeh and other
fuzzy theorists, responsibility lies on the critics” part to properly differentiate *fuzzy
logic™ in the narrow sense of the term from that in the broad sense of the term.
However, it is sometimes difficult to tell what sense of the word ‘logic’ fuzzy
theorists refer to when they are talking about the successfulness of fuzzy applications.
Fuzzy theorists can argue that the fault is not theirs, but it can be shown that their
own usages lead to confusion, which has its root in the fact that Zadeh, in the midst
of the development of fuzzy research, chose an overarching label — fuzzy logic — for

an ensemble of various concepts.

Invention over Science

If Milan Zeleny’s complaint pointed to the trend that fuzzy research had
become more and more precise (a trend contrary to the initial motivation), Zadeh,
however, had been trying to uphold the initial motivation. This was usually done,
when he introduced fuzzy logic to audiences, by referring to early criticisms that
devalued fuzzy logic as imprecise and unscientific. Quoting comments made in the
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early 1970s on fuzzy logic by computer scientist William Kahan, and in particular,
control theorist Rudolf Kalman, was a common practice in Zadeh’s lectures. These
comments devalued fuzzy logic as unscientific. Take Kalman’s comment, which
Zadeh mentioned in his lecture in Japan in 1989 and in his statement in the debate
with Michael Athans on fuzzy control in 1998, for example:

We do talk about fuzzy things but they are not scientific concept [sic]. Instead, let
us view the development of science as something like the following. You look at a
vast mass of facts — fuzzy or not — and you would like to make some sense out of it.
This is usually done through rising to a higher conceptual level, by working harder
than the average person. Some people in the past have discovered certain things,
formulated their findings in a non-fuzzy way, and therefore we have progressed in

science. (Kalman 1972, quoted in Zadeh 1990b: 3, original italics).

The methodological view held by Kalman assigned fuzzy logic a place down
the hierarchy of scientific research. As a response, this hierarchy was often reshuffled
by fuzzy researchers. This can be seen from the counter-arguments to Elkan’s attack
on the credit assignment problem of fuzzy logic. The problem was appropriated by
fuzzy researchers to draw boundaries, using philosophy and the concept of science as
resources. This strategy is well noted by sociologists of science. For instance, Gieryn
(1983) and Collins and Pinch (1979) provide examples of how the concept of science
and philosophy are utilized, whether rhetorically or technically for boundary drawing.
However, unlike the example offered by Collins and Pinch (1979), philosophy and
the concept of science are not always appropriated in positive meanings; they can be
used negatively. As Gieryn notes, in boundary work ‘science’ is not fixed but
contextually variable; its meaning and content depends upon the goals of the specific
party (Gieryn 1983: 792).

For instance, in his response to Elkan’s criticism, Mamdani — who first applied
fuzzy if-then rules for steam engine control in 1974 in the UK (McNeill and
Freiberger 1993: 107-116) — categorized three different areas of Al research: the
descriptive, the prescriptive and the applicative. In his characterization, researchers
in the descriptive area try to figure out human cognitive processes and those in the
prescriptive group deal with different reasoning systems and various kinds of logic.
Both groups are concerned with whether the models they use are correct or not.
Mamdani claims that the models proposed by these two areas of researchers are
difficult to prove using controlled experiments. The third ‘applicative’ group of
research, on the other hand, is concerned with the building of industrially successful
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artefacts. These artefacts ‘are successful in their own right, and do not owe their
success to the underlying theory or a mathematical model” (Mamdani 1994: 27).

Mamdani argues:

Applications address the scientific needs of a specific domain, and cannot replace
experiments conducted to test a theory... There is a common misconception that
models are created and then applied, and that success then legitimizes a model.
This view is superficial, because an application’s requirements seldom match the

underlying axioms of the model exactly (Mamdani 1994: 27).

In order to point out Elkan’s misunderstanding of the relationship between
theory and application, Mamdani goes on to address a more tangible analogy:

...the wide spread success of logic circuits cannot be used to legitimize Boole’s
logic any more than the industrial success of fuzzy logic control legitimizes the

philosophical correctness of fuzzy logic (Mamdani 1994: 27).

What Mamdani says is reminiscent of the debate around the relationship
between science and technology: can scientific theory be validated by successful
practical application? Do general theoretical formulations of science regularly
generate successful practical applications? (Mulkay 1979: 63) Mamdani’s argument
suggests that philosophy for him is not something to be drawn upon; rather, it should

be avoided in Al research. He claims that:

Prescriptive models can only be argued over at a philosophical level — an ability
few Al researchers possess. Philosophical disputations about prescriptive
models...have nevertheless, helped to enlightened many difficult points. In the end,
however, such disputations can never completely settle the matter (Mamdani 1994:
28).

Mamdani then argues that, since many Al researchers are trained in mathematics,
they tend to ‘legitimatize’ prescriptive models ‘on the grounds of mathematical
symmetries or some intrinsic sophistication’. He accuses Elkan of being

anti-inventions:

...some beauty of the form often plays a significant role in assessing the worth of a

model (and the intellectual enterprise of a researcher) rather than the content or
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industrial  usefulness...Elkan...subscribes to an anti-inventions culture.
Accentuating form without attention to the content is like praising beauty and
ignoring the brain. To use the colloquial term, the scientific mythology within Al

has created a ‘bimbo science’ (Mamdani 1994: 28).

In Mamdani’s presentation, science becomes ‘mythology’, and mathematical
beauty becomes dogmatic and conservative. This Kind of reversing of the traditional
hierarchy of science was a response to criticisms, since ‘the tag “fuzzy” is seen as
debasing to the sombre image of science’ (Mamdani 1994: 28). The newly built
hierarchy of ‘invention’ over ‘science’ is emblematic of the strategies of fuzzy
researchers in claiming their legitimacy within Al research. Compared to the
strategies used by cybernetic practitioners (Bowker 1993), although both claim a new
hierarchy of science, some fuzzy researchers like Mamdani claim not only a
reordering of the position of fuzzy logic in the scientific hierarchy, but also a
refutation of the ranking standards of science. The practical, entrepreneur spirit is

also present in an account of another researcher of fuzzy logic:

Zadeh realizes that it was much more important to have a good model of the
semantics of human concepts and perform reasonable operations than to have a bad
model and perform verifiably correct operations...he offered a model based on the
established notions that can be easily grasped by engineers and researches alike as
a step toward formalizing human reasoning... As long as the laws of human
reasoning are not well understood, a good model of human reasoning should be
expected to preserve some paradoxes; experimentation with the model may deepen

the understanding and help resolve them (Freska 1994: 21).

The confidence of fuzzy researchers lies in part in the popularity of fuzzy logic

applications:

Some of the shortcomings that Elkan attributes to applied fuzzy logic are due to the
gap that exists between theory and application, despite the revolution in the
industrial use of fuzzy logic. We believe, however, that it is too soon to scrutinize
this gap (Vadiee and Jamshidi 1994: 38).

This kind of presentism also underpins the rhetorical question asked by the
founding figure. Zadeh:



What are the reasons for the rapid growth in the number, variety, and visibility of
fuzzy logic applications? (Zadeh 1994b: 43)

From the beginning of its history, fuzzy logic has been dismissed by various
scholars as unscientific, according to a common measure of what the word scientific
should connote: precise, consistent, and logical, which are antithetical to the
connotation of the word ‘fuzzy’ (McNeill and Freiberger 1993: 46-49). The debate
between proponents and opponents of fuzzy research shows how its practitioners
responded to critics. In particular, the very definition of science was altered by the
standards of fuzzy logic. As Zadeh notes in the end of his reply to Elkan, science will
eventually accommodate fuzzy logic as one of its members:

Indeed, it would not be surprising if, in retrospect, the skeptics will find it hard to
understand why they failed to realize that fuzzy logic is a phase in a natural
evolution of science — an evolution brought about by the need to find an
accommodation with the pervasive imprecision of the real world (Zadeh 1994b:
45).

In other words, science should be measured according to the very existence of

the popular approach fuzzy logic.

Concluding Remarks

One of the strategies of the boundary work that fuzzy researchers took in
defending fuzzy research, which can be characterized as, as we have seen, the
‘invention over science’ narrative, was to a large extent built upon extensive
application of fuzzy theory to industrial and consumer products carried out in Japan.
On the other hand, most of the criticisms from outside the fuzzy research community
reviewed in this chapter were made by researchers in the U.S. Differences in the ease
of acceptance of fuzzy research in the two countries have attracted observers’
attention. In addition to some attempts at a cultural explanation that too easily
associates fuzzy logic with East Asian thought, as we have seen in chapter 1, another
approach points to the differences of the funding policies in the two countries as a
contributing factor. D. Schwartz, a fuzzy logic researcher at Florida State University
discerns a differential feature of the Japanese academic system, as compared to that
of the U.S.:



Japanese university professors are all paid on a twelve month basis, so that they
have no need for summer salaries, and are typically provided at least the minimal
funding necessary to do their research. Hence there is not as much incentive as in
the US for faculty to compete for research funds, which means there is less cause

to discredit ideas other than one's own (Schwartz 1991).

This, however, should not be taken as saying that there have been few critics in
Japan. There have been, and a key issue of interest is how the system could contain
controversies and keep research going. In the next chapter, I will trace the early
history of fuzzy research in Japan through the working of a distinct feature of the
Japanese academic system, the kdza (departmental chair) system.



Chapter 3

Fuzzy Theory in Japan in the Early Years

Fuzzy theory research was initially confined only within academic circles in the
U.S. where it was originally from, and this was also the case when it was introduced
to Japan, until industrial applications emerged. However, the Japanese counterpart of
the U.S. academic system bears little resemblance to the latter, although the Japanese
system has been influenced by the U.S. through the occupation of Japan by the Allied
Powers following WWII. Since the development of a new specialty within academic
circles is inevitably conditioned by characteristics of the higher educational system
that provides personnel and research resources, this chapter begins by reviewing
some important features of the Japanese higher educational system, most
significantly the ‘koza system’, as noted e.g. by Sigurdson (1995) and explored in
detail by Coleman (1999). Overall, this chapter charts the early development of fuzzy
research in Japan, and explores the role of the kdza system in shaping the structure of

its organization.
Characteristics of the Japanese Academic System30

Although the Japanese academic system was reformed by the dictates of the
General Headquarters of the Supreme Commander for the Allied Powers (hereafter
GHQ) and has become one that is more comparable to the U.S. system after WWII,
distinct features of the German system on which it was originally modelled remain.
These are taken to be unique characteristics that serve to differentiate the Japanese
system from its Anglo-Saxon counterparts (Sienko 1997: 117-118; Whitley 2000:
XX111-XXiV).

The most notable feature is the so-called koza (departmental chair, or ‘course’ or
“lectures’ literally) system (Coleman 1999: 19). The kdza system is a special
institutional arrangement within departments at national universities. 'In a

department, there are usually several koza, each of which is staffed with only one

% For a more general description of Japanese universities and academic research, see Sigurdson
(1995: 59-95).

*! In Japan, national universities are in general more prestigious than private ones and public yet not
national ones. Among all national universities, the former seven imperial universities (two in former
colonies excluded): Tokyo (established in 1877), Kyoto (1897), TShoku (1907), Kytsha (1910),
Hokkaidd (1918), Osaka (1931), and Nagoya (1939) are deemed to be the most elitist universities.
Some private universities like Waseda University and Keio University, however, also hold top ranks in
status, but private universities that enjoy such a level of prestige remain few.
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professor (kydju), one associate professor (jokydju), and two research associates
(joshu, literally means assistant) subordinate to the professor and the associate
professor respectively. In medical schools there are more staff members under the
kdoza professor, but the arrangement is basically the same (Coleman 1999: 20).
Funding is distributed fairly evenly to each kdza (Sigurdson 1995: 72). The
general expectation is that, within a koza, the associate professor will be promoted to
the professor and one of the research associates to associate professor, but it is not
always the case — the professor has the right to choose from the candidates. The
arrangement allows only one of the research associates to be promoted to the
associate professor when the koza professor leaves, retires, or dies (Coleman 1999:
22-23). Taken together, this means maintaining good relationships with the koza
professor is a critical issue for the career prospects of those who are lower in rank.
Research associates may or may not have a Ph.D. degree when they start
working under koza professors. However, those research associates without a Ph.D.
degree can earn themselves one — the requisite qualification for professorship — even
if they are not enrolled as postgraduate students while working as research associates.
This is another important feature of the Japanese academic system: the ‘thesis
Ph.D.’— the Ph.D. degree awarded on Ph.D. thesis alone without any required
graduate coursework (Coleman 1999: 68). Its roots can be traced to a stipulation of
the Academic Degree Ordinance of 1887, which states that a doctorate degree can be
conferred to those who show equivalent level of scholastic competence to those who
earn their doctorate degree by entering the graduate school (referred to as the course
doctorate). The first doctorate ever awarded in Japan in 1888 was a thesis Ph.D. After
WWII, the Civilian and Education Section of the GHQ tried to abolish the thesis
Ph.D. system but the system remained in place owing to the insistence of the
Japanese side. The Academic Degree Regulations issued by the Ministry of
Education in 1953 state that ‘the doctorate degree can be awarded to candidates who
have submitted a doctorate dissertation which has been examined and accepted by a
graduate school and who have been recognized as having the equivalent or greater

academic competence’ (Nishigata and Hirano 1989: 8-12). As a degree, there is no

* Unlike research grants that are on an application basis, kdza professors in national universities
automatically receive annual funds for research expenditure. Called ‘kohi’ (literally university
expenses). this money is distributed to kdza professors according to the disciplines they are in.
Recently the figures of the annual funds for each kdza approximate to ¥ 2 million (1 Japanese Yen
equals to about 0.05 British Pound), 1.5 million, 1.2 million, 0.4 million, and 0.3 million for those in
clinical medicine, basic medicine, physical sciences, social sciences, and humanities respectively. As
far as kohi is concerned, public (metropolitan, municipal, and prefectural) universities have similar
funding schemes to national ones. Information for this footnote is from personal communications with
Etd Hajime.

55



difference between a course doctorate and a thesis Ph.D,, as far as serving as the
prerequisite for professorship is concerned. The percentage of the thesis Ph.D.s to all
doctoral degrees earned remained high until recently. For instance, slightly under half
of all science doctorates and over half of all engineering doctorates granted in Japan
were thesis Ph.D.s as of 1997 (Sienko 1997:117-119). Researchers in private
companies who lack a Ph.D. degree are the ones who follow the thesis Ph.D. route
the most often. The system has served as an incentive scheme for researchers in
companies, but has also been criticized for the less transparent application process
than that of the course doctorate. Although faculty members of national universities
were not allowed to engage in joint research with private companies until 1983
(Koizumi 1993: 313), the thesis Ph.D. has existed so long that it might have
facilitated under-the-table exchanges between the university faculty and private
companies (Iguchi 2002: 116-117).

Before we proceed to the early research on fuzzy theory in Japan, a note of
Zadeh’s view on system theory helps to set the context in which fuzzy theory was
recognized and accepted in Japan. This was not least because the idea of a fuzzy set,
the earliest in the whole fuzzy enterprise, was born of system theory as Zadeh
himself claims.

Zadeh’s View on System Theory33

Two months before his famous article ‘Fuzzy Sets” was published in June 1965,
Zadeh presented a paper in a symposium on system theory held by the Polytechnic
Institute of Brooklyn in New York. The title of the presented article ‘A New View of
System Theory’ was later changed to ‘Fuzzy Sets and Systems’ when its content was
abbreviated for the proceedings (Seising 2005: 96; Zadeh 1965b: 29). Both titles hint
of Zadeh’s involvement in system theory, and an ambition to apply fuzzy sets to
systems. In fact, as noted by Seising, as early as 1954, Zadeh had already tried to
introduce ‘some of the basic notions of system theory’ in an article titled ‘system
theory’ at a time when ‘it has not yet been officially recognized as a scientific
discipline’ (Seising 2005; Zadeh 1954:16). Perhaps not coincidentally, in that same
year biologist Ludwig von Bertalanffy (1901-1972) founded the Society for General
System Theory (later changed to the Society for General Systems Research, hereafter
SGSR) as an affiliate of the American Association for the Advancement of Science
with economist Kenneth Boulding, mathematical biologist and game theorist Anatol
Rapoport, and physiologist Ralph Gerard (Bertalanffy 1969: 14-15; Hammond

** In the literature, both “system theory’ and ‘systems theory” are used.
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2003).* From the early 1960s onward, Zadeh co-authored and co-edited books on
system theory, and called himself a ‘system theorist’ (Zadeh 1969a: 199; Zadeh and
Desoer 1963; Zadeh and Polak 1969).

General system theory (hereafter GST), as conceived by Bertalanffy, has as its
origin Aristotle’s dictum that ‘the whole is more than the sum of its parts’.
Addressing particularly the relationships between components of a system and noting
that an analogy exists between different kinds of systems, one of the aims of the
SGSR is to ‘investigate the isomorphy of concepts, laws, and models in various
fields, and to help in useful transfers from one field to another’ (Bertalanffy 1972:
28). For Bertalanffy, GST ‘is a logico-mathematical field whose task is the
formulation and derivation of those general principles that are applicable to
“systems” in general’ (ibid: 26). Although he acknowledged research in cybernetics
that followed Norbert Wiener’s work as an independent and parallel development to
GST, Bertalanffy has pointed out the differences between GST and cybernetics, as
represented by the work of Wiener and his followers, being in the former, the point
of departure and primary model are ‘basic science’ and ‘dynamic system of
interactions’, while in the latter they are ‘technology’ and ‘feedback circuits® (ibid:
28). Bertalanffy emphatically rejects the claim that views system theory as ‘springing
out of the last war effort’ as cybernetics is often seen, and identifies cybernetics as ‘a
part of a general theory of systems; cybernetic systems are a special case, however
important, of systems showing self-regulation’ (Bertalanffy 1969: 17; 1972: 28).

In various places, Zadeh tries to differentiate himself from the more
‘philosophical” approach of Bertalanffy (McNeill and Freiberger 1993: 22; Zadeh
1996: 96). Zadeh’s view of system theory can be gleaned from some of his work on
this topic. Five paragraphs of Zadeh’s 1954 article *System Theory’ were largely
reproduced in a 1962 article “From Circuit Theory to System Theory’ (Zadeh 1954:
16; 1962: 856). Zadeh states in both articles that *[t]he distinguishing characteristics
of system theory is its generality and abstractness, its concern with the mathematical
properties of systems and not their physical form®. and system theory is “a scientific
discipline devoted to the study of general properties of systems, regardless of their
physical nature. It is to its abstractness that system theory owes its wide
applicability....” (Zadeh 1954: 16; 1962: 856-857) In the 1962 article, Zadeh
identifies Wiener as laying the foundations for cybernetics, and contrary to what

Bertalanffy suggests, he continues, ‘of which system theory is a part dealing

** In her book on the history of general systems theory. Debora Hammond adds psychologist James
Grier Miller to the list of the founding figures of the SGSR because, she claims, that ‘[Miller] worked
closely with Gerard and Rapoport and contributed substantially to the formation and evolution of the
SGSR’ (Hammond 2003: xiii)
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specifically with systems and their properties’ (Zadeh 1962: 857). Zadeh also
suggests four ‘well established fields which may be regarded as branches of system
theory: circuit theory (linear and nonlinear), control theory, signal theory, and theory
of finite-state machines and automata’, and rules out systems engineering and
operations research because they are ‘concerned specifically with the operation and
management of large-scale man-machine systems, whereas system theory deals on an
abstract level with general properties of systems, regardless of their physical form or
the domain of application’ (Zadeh 1962: 858).

A passage from the article ‘From Circuit Theory to System Theory’, which is
often used by researchers to state the motivation behind fuzzy set theory (Gaines
1979: 6-8; Klir 1990: 89; Seising 2004: 1003), as we have already seen in chapter 1,
is worth quoting again at length:

Among the scientists dealing with animate systems, it was a biologist — Ludwig
von Bertalanffy — who long ago perceived the essential unity of system concepts
and techniques in the various fields of science and who in writings and lectures
sought to attain recognition for “general system theory” as a distinct scientific
discipline. It is pertinent to note, however, that the work of Bertalanffy and his
school, being motivated primarily by problems arising in the biological systems, is
much more empirical and qualitative in spirit than the work of those system
theorists who received their training in exact sciences. In fact, there is a fairly wide
gap between what might be regarded as “animate” system theorists and
“inanimate” system theorists at the present time, and it is not at all certain that this
gap will be narrowed, much less closed, in the near future. There are some who
feel this gap reflects the fundamental inadequacy of the conventional
mathematics — the mathematics of precisely defined points, functions, sets,
probability measures, etc. — for coping with the analysis of biological systems,
and that to deal effectively with such systems, we need a radically different
kind of mathematics, the mathematics of fuzzy or cloudy quantities which are
not describable in terms of probability distributions. Indeed, the need for such
mathematics is becoming increasingly apparent even in the realms of
inanimate systems, for in most practical cases the a priori data as well as the
criteria by which the performance of a man-made machine system is judged
are far from being precisely specified or having accurately known probability

distributions (Zadeh 1962: 857, emphasis mine).

As well as differences, there are similarities between Bertalanffy’s GST and
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Zadeh’s version of system theory. On the one hand, they seem to share a concern of
the pertinence of a constructed model to the reality it is intended to represent. As
Bertalanffy notes, while the merits of mathematical models — ‘unambiguity,
possibility of strict deduction, verifiability by observed data® — are widely known,
*[t]his does not mean that models formulated in ordinary language are to be despised
or refused’ (Bertalanffy 1969: 24). He goes on to argue,

A verbal model is better than no model at all, or a model which, because it can be
formulated mathematically, is forcibly imposed upon and falsifies reality. Theories
of enormous influence such as psychoanalysis were unmathematical or, like the
theory of selection, their impact far exceeded mathematical constructions which
came only later and cover only partial aspects and a small fraction of empirical

data (ibid: 24; original italics).

In this regard, Bertalanffy’s view of mathematics is echoed in Zadeh’s
complaint about the failure of ‘conventional mathematics’ to deal with systems,
mentioned in the above long quote from Zadeh’s article ‘From Circuit Theory to
System Theory’. In particular, Zadeh explicitly claims that fuzzy sets could be a way
to deal with the complexity of biological, “animate’ systems — the starting point and
focus of Bertalanffy’s GST (Zadeh 1969a: 199-200). The following quote, in which
Zadeh expresses discontent with existing mathematical approach to biological

systems resonates well with Bertalanffy’s concern over the relevance of models:

The great complexity of biological systems may well prove to be an insuperable
block to the achievement of a significant measure of success in the application of
conventional mathematical techniques to the analysis of such systems. By
“conventional mathematical techniques™ in this statement, we mean mathematical
approaches for which we expect that precise answers to well-chosen precise
questions concerning a biological system should have a high degree of relevance to
its observed behaviour (Zadeh 1969a: 200).

On the other hand, as we have seen, Zadeh differentiates himself from the more
‘philosophical’, more ‘empirical and qualitative’ approach of Bertalanffy, and all
four established branches of system theory as suggested by him — circuit theory,
control theory, signal theory, and theory of finite-state machines and automata — are
highly mathematical (Zadeh 1962: 857-858: 1996: 96). This view of system theory is
reflected well in his writings on system theory, which are filled throughout with set
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theoretical notations and differential equations (Zadeh 1969b; Zadeh and Desoer
1963). These contrast sharply with Bertalanffy’s book on GST, which is concerned
with the unity of science, and is philosophical, even anthropological and historical in
tone — mathematical equations only appear sporadically (Bertalanffy 1969). On an
evaluation of set theory, which he identified as one of several trends in systems
theory in the late 1960s, Bertalanffy said:

The general formal properties of systems, closed and open systems, etc., can be
axiomatized in terms of set theory. In mathematical elegance this approach
compares favourably with the cruder and more special formulations of “classical”
system theory. The connections of axiomatized systems theory (or its present
beginnings) with actual systems problems are somewhat tenuous (Bertalanffy 1969:

215"

From this perspective, it can be argued that, if the fuzzy set was the basis of ‘a
radically kind of mathematics’ that Zadeh envisioned, insofar as it was conceived in
the strain of the system theory the practitioners of which ‘received their training in
exact science’ (Zadeh 1962: 857), the development of the fuzzy set as applied to
system theory would follow in the way on which Bertalanffy commented in the
above quote. In that case, Zeleny’s critique that later development of fuzzy theory
led to the “fetish of precision, rigor, and mathematical formalism’ (Zeleny 1984:

302), as mentioned in chapter 2, would not be too surprising.
Fuzzy Theory Research in Japan from the Late 1960s

In a table (see Table 3.1 below) consisting of genealogical trees of fuzzy theory
researchers in Japan, provided by Japanese researchers to Zadeh in 1990, three main
groups of researchers, or two major groups in Osaka and Tokyo, in terms of regional
basis, are listed (Zadeh 1990c: 73). Although the table is not a complete one, as
Zadeh himself notes (ibid: 74), the table, along with Table 3.2, which lists early
works by Japanese researchers, nevertheless provides us with a rough sketch of how
Japanese researchers in 1990 saw the configuration of the research network and to

whom recognition should be given.

% What Bertalanffy classifies as ‘classical’ system theory is that which only ‘applies classical
mathematics, i.e., calculus’ (Bertalanffy 1969: 19).
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(Univ.of Osaka Prefecture)
K. ASAI —|:] lideo TANAKA —[ J. WATADA

T. OKUDA H. ICHIHASHI

(Osaka Univ.)
Kaokichi TANAKA—[NL MIZUMOTO—— M. UMANO
Y. EZAWA

(Tokyo Inst. of Tech,)

T. ONISAWA
T. TERANO M. SUGENO——E T. TAKAGI
t---- K. HIROTA M

M. MUROFUSHI
Y. TSUKAMOTO

S. MURAKAMI

(Meiji Univ.) (Kyusyu Inst. of Tech.) {(Kyoto Univ.) {Hiroshima Univ.)
M. MUKAIDONO T. YAMAKAWA S, IWAI M. SAKAWA
S, KATAI

H. FURUTA

Table 3.1 Japanese Fuzzy Theory Researchers (Zadeh 1990c: 73). Solid lines in
the genealogical trees represent direct supervision, and the dotted line
represents de facto, but not official, supervision.

Hirai,H. Asai, k.and Katajima,S.(1968). Fuzzy automaton and its application to learning
control systems, Memo,Fac. of Eng., Osaka City University.10, 67-73.

Mizumoto,M., Toyoda, J.. and Tanaka,K.(1969), Some considerations on fuzzy automata,
Jowr.af Comp.and System Sci., 3, 409-422.

Kitajima,S.. Asai,K.(1970), Learning controls by fuzzy automata, Jour.of JAACE.14,551-559.
Mizumoto,M., Toyoda,]., Tanaka, K. (1970). Fuzzy languages, Trans [ECE,53 ¢.333-340.

Tanaka, K. Toyoda,]., Mizumoto,M., Tsuji,H.(1970), Fuzzy automata theory and its applica-
tion to automatic controls, Jowr.of JAACE,14,541-530.

AsaiK.. and Kitajima,S.(1971), Learning control of multi-modal systems by fuzzy automata,

FPattern Recognition and Model Learning, Plenum Press, New York.
Mizumoto M., (1971), Fuzzy sets theory, 11 th Prof. Group Meeting on Control Theory of SICE,
Sugeno, M., (1971), On fuzzy nondeterministic problems, Aunua! Conference Record of SICE.

Tamura,S., Higuchi, S., and Tanaka, K.(1971), Pattern classification based on fuzzy relations,
TEEE Trans. on Systems, Man and Cvber, SMC-1, 61-66 ; also in Trans. IECE, 12, 937-944.

Terano, T..(1971), Fuzziness and its concept,Proc.of Symp. on Fuzziness in Systems and Its
Processing, Prof. Group of Svstem Engineering of SICE.

Mizumoto,M., “Fuzzy Automata and Fuzzy Grammars,” Dr.Thesis, Osaka University, 1971,

Table 3.2 Early Works on Fuzzy Theory by Japanese Researchers (Zadeh 1990c:

61




74).
The Tokyo Group

The Tokyo group. of which Terano Toshird was a central figure, was the earliest
in setting up routine seminars devoted to fuzzy theory. Note that, however. this in no
way implies that Terano was the first Japanese professor who did research on fuzzy
theory. In 1968, Terano, then a professor at the Tokyo Institute of Technology
(hereafter TIT), first heard of fuzzy sets when he ‘called on the famous Italian neural
network researcher Prof. Cianello[sic] on his way back after attending a conference
in Europe’ (Sugeno 2005: 5).36 With a background in mechanical engineering,
Terano (1922-2005) had worked in the Railroad Research Institute and the Ship
Research Institute of the former Ministry of Transport, before becoming professor of
the system dynamics kdza at TIT in 1962. Morita Yajird and Tsukamoto Yahachird
were then associate professor and research associate, respectively, of that koza
(Tokyo kogyo daigaku 1985: 376). Terano was known for his work on the dynamic
model of the ‘once-through boiler’ (kanryl boird), which earned him awards from
the Japan Society of Mechanical Engineers and also from the former Ministry of
Transport (ibid: 5).

How system theory was conceived at the TIT affected the way by which fuzzy
set theory was accepted. Earlier experiences in the Railroad Research Institute and
the Ship Research Institute made Terano well aware of issues in large scale systems,
and his interest in those issues continued after he moved to TIT. As he said, ‘we have
been problematizing large scale systems, and the research of fuzzy theory was
launched because we take it as a new methodological macro approach to tackle large
scale systems’ (Terano 1989: 983). To him, railroad accidents are exactly one of the
problems of large scale system. On 9th Nov. 1963, a railway accident took place near
Yokohama when two commuter trains ran into a derailed freight train, killing 162
people (Kubota 2000: 114-115). The 1963 catastrophic accident made many, Terano
included, who had experience in railroad engineering take into consideration the
social aspects of large scale engineering systems.’’ This concern made him see fuzzy
set theory in terms of its applicability to engineering systems, especially to facilitate
a better collaboration between humans and machines, by describing human

behaviour in systems in fuzzy terms.*® Terano translated the word fuzzy into ‘aimai’

3 Prof. Cianello here refers to the Italian cybernetician Eduardo R. Caianiello (1921-1993).
7 Email to the author from Et6 Hajime, 28 July. 2005.
¥ Sugeno interview.



in Japanese, and, instead of introducing only fuzzy set theory. in 1974 he proposed
‘aimai engineering’, in which fuzzy set theory is one of the approaches to handle the
human sensations and feelings in systems composed of both people and machines.
According to Terano, subjective aspects of human beings were being ignored by then
existing engineering approaches, and should be emphasized in order to facilitate the
accommodation of engineered artefacts in society (Terano 1974: 38-41).

Before ‘aimai engineering’ was proposed, Terano organized an ‘aimai
symposium’ in 1971, on behalf of the systems section of the Society of Instrument
and Control Engineers (Terano 1989: 983). In February 1972, with Shibata Heki,
professor of the Institute of Industrial Science at the University of Tokyo, Terano
invited researchers from different engineering backgrounds from various institutions,
some of them from his former affiliations, to form ‘the Working Group on Fuzzy
Systems’ (aimai sisutemu kenkyii-kai) and to hold regular seminars. The seminar
series took place every one to two months at TIT and the University of Tokyo
alternatively, and from 1975, presentations were collected in the yearly Summary of
Papers on General Fuzzy Problems — seven volumes in total until 1981. According to
the names listed in these seminar reports, membership fluctuated between 40 and 61,
and their affiliations between 20 to 34 institutions. However, some of the members
were only nominally listed because of their relationships to other participants,” and
those frequenting the seminar series numbered closer to about 20 to 30.% Among the
participants, Terano’s colleagues and students consisted of about fifteen people who
made up the largest group followed by the group led by Shibata, which consisted of
about half of the number of Terano’s group. A glance at the first volume of the
seminar reports hints at the broad scope of the engineering orientation of the working
group: paper titles include, for instance, ‘Informatics in Eco-Technology’, ‘A
Dynamic Model of Collective Human Flow from Big Fires’, ‘Measurement,
Information and Human Subjectivity Described by an Order Relationship’, and ‘A
Subjective Evaluation on Attractivity of Sightseeing” (Terano 1975: vii-viii).

At TIT, system theory was not only followed by individual researchers but also
was an institutional approach. In 1975, TIT launched the Department of Systems
Science at the postgraduate level with three kdza: system theory, system management
and system control (Tokyo kogyo daigaku 1985: 683). The establishment was due to
efforts of Terano, Prof. Matsuda Takehiko of management science, and primar