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Abstract

We consider a receding horizon control scheme without terminal constraints in which the stage cost is defined by economic
criteria, i.e., not necessarily linked to a stabilization or tracking problem. We analyze the performance of the resulting receding
horizon controller with a particular focus on the case of optimal steady states for the corresponding averaged infinite horizon
problem. Using a turnpike property and suitable controllability properties we prove near optimal performance of the controller
and convergence of the closed loop solution to a neighborhood of the optimal steady state. Two examples illustrate our findings
numerically and show how to verify the imposed assumptions.
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1 Introduction

In this paper we investigate the performance of reced-
ing horizon control schemes with general stage costs. In
receding horizon control — often also called model pre-
dictive control (MPC) — a feedback law is synthesized
from the first elements of finite horizon optimal con-
trol sequences which are iteratively computed along the
closed loop solution. This procedure has by now become
a standard method for the optimization based stabiliza-
tion and tracking control. In stabilization problems, the
stage cost typically penalizes the distance to a desired
equilibrium or time varying reference solution. While
there is an ample literature on the analysis of stabilizing
receding horizon schemes — see, e.g., the survey paper
[9] or the monographs [8,12] and the extensive lists of
references therein — results for stage costs not related
to stabilization and tracking are much more scarce. Due
to the fact that such a stage cost usually reflects an eco-
nomic criterion rather than a distance to a reference,
they are often called economic MPC or economic reced-
ing horizon control.

The receding horizon approach to economic problems
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is on the one hand appealing because it naturally yields a
control function in feedback form. Another advantage is
its ability to solve infinite horizon optimal control prob-
lems numerically with much lower computational effort
than classical approaches like, e.g., dynamic program-
ming. Indeed, while the online computatonal effort of re-
ceding horizon schemes is higher, it typically scales much
more moderately with the state dimension than the off-
line computational effort of dynamic programming and
is thus less affected by the curse of dimensionality. As ex-
amples, e.g., in [8] show, using state-of-the-art optimiza-
tion algorithms, MPC is nowadays able to handle even
discretized PDE models with hundreds of state variables
with satisfactory accuracy in reasonable time.

When using receding horizon control in order to re-
duce the computational burden attached to infinite hori-
zon optimal control problems, the question whether the
resulting solution approximates the infinite horizon opti-
mal solution becomes important. Indeed, while research
in stabilizing MPC is often focused on issues like stabil-
ity and feasibility, approximate optimality is the natural
property to look at when the main objective is the op-
timization of a given cost criterion. While stability-like
properties like the convergence to optimal steady states
are of interest in economic problems, too, they are in gen-
eral not a meaningful criterion on their own but only an
additional feature once near optimal performance can be
ensured. For economic receding horizon control, these is-
sues have recently been investigated in [1–3,6]. The cen-
tral idea of the schemes in these references is as follows:
first, one determines an optimal equilibrium or periodic
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orbit for the infinite horizon averaged problem and then
this solution is used as a terminal constraint for the fi-
nite horizon optimal control problem to be solved in each
step of the receding horizon scheme.

In contrast to these references, in this paper we do
not impose any terminal constraints. Thus, we investi-
gate whether a receding horizon control scheme is able
to find an optimal operating point or orbit without pro-
viding it as additional information to the algorithm. The
motivation for this study is that without terminal con-
straints the amount of preparatory computations is re-
duced (since the knowledge of the optimal solution is
only needed for the analysis but not for running the
scheme), that the absence of terminal constraints may
make the optimal control problem in each step easier to
solve and that it may lead to a larger operating region of
the resulting controller, because the feasible region will
typically increase.

The price we pay for removing the terminal con-
straints is on the one hand a more involved analysis us-
ing stronger assumptions on the underlying finite hori-
zon problems. To this end, we provide sufficient condi-
tions based on certain controllability assumptions and
on the turnpike property, which is a classical tool in opti-
mal control [5, Section 4.4], particularly for understand-
ing the optimal dynamics of economic control problems
[10]. On the other hand, our approach only yields ap-
proximate optimal performance instead of exact optimal
performance as in [1–3]. However, we will prove that the
performance converges to the optimal one as the reced-
ing optimization horizon grows and by numerical simu-
lations we illustrate that this convergence may even be
exponentially fast. Moreover, the conditions we impose
allow to prove approximate optimality of the receding
horizon closed loop not only on the infinite horizon but
also during the transient phase, i.e., on the finite time
interval until a neighborhood of the optimal steady state
is reached. To the best of our knowledge results on ap-
proximately optimal transient behavior have not been
obtained before in the economic MPC literature. While
our general results are formulated in an abstract setting,
for the derivation of checkable sufficient conditions we
focus on the particular case of optimal equilibria. These
conditions hold for general nonlinear systems, but be-
come particularly convenient for linear dynamics, cf. Re-
mark 6.5.

The paper is organized as follows. After formulating
the problem and premilinary results in Section 2 we dis-
cuss two motivating examples in Section 3 which help to
identify reasonable conditions to be imposed in the sub-
sequent sections. General results on value convergence
are given in Section 4. The conditions imposed in Sec-
tion 4 are further investigated in Sections 5 and 6 for
the case of optimal steady states. Here we derive check-
able sufficient conditions based on a turnpike property
and suitable controllability conditions. In Section 7 we
investigate the limiting behavior of the receding horizon
closed loop and optimality during the transient phase.
Finally, Section 8 concludes the paper.

2 Problem formulation and preliminaries

We consider discrete time control systems with state
x ∈ X and control values u ∈ U , where X and U are
normed spaces with norms denoted by ‖ · ‖. The control
system under consideration is given by

x(k + 1) = f(x(k), u(k)) (1)

with f : X × U → X. For a given control sequence
u = (u(0), . . . , u(K−1)) ∈ UK or u = (u(0), u(1), . . .) ∈
U∞, by xu(k, x) we denote the solution of (1) with ini-
tial value x = xu(0, x) ∈ X.

For given admissible sets of states X ⊆ X and con-
trol values U ⊆ U and an initial value x ∈ X we call the
control sequences u ∈ UK satisfying xu(k, x) ∈ X for
all k = 0, . . . ,K admissible. The set of all admissible
control sequences is denoted by UK(x). Similarly, we
define the set U∞(x) of admissible control sequences of
infinite length. For simplicity of exposition we assume
U∞(x) 6= ∅ for all x ∈ X, i.e., that for each initial value
x ∈ X we can find a trajectory staying inside X for all
future times. This condition may be relaxed if desired,
using, e.g., results from [8, Sections 8.2–8.3] or [11].

Given a feedback map µ : X → U, we denote
the solutions of the closed loop system x(k + 1) =
f(x(k), µ(x(k))) by xµ(k) or by xµ(k, x) if we want
to emphasize the dependence on the initial value
x = xµ(0). We say that a feedback law µ is admissible
if f(x, µ(x)) ∈ X holds for all x ∈ X.

Our goal is now to find an admissible feedback con-
troller which yields trajectories with guaranteed bounds
on the average cost, preferably as small as possible. To
this end, for a given running cost ` : X × U → R we
define the averaged functionals

JN (x, u) :=
1
N

N−1∑
k=0

`(xu(k, x), u(k)),

J∞(x, u) := lim sup
N→∞

JN (x, u),

as well as the optimal value functions VN (x) :=
infu∈UN (x) JN (x, u) and V∞(x) := infu∈U∞(x) J∞(x, u).
Here we assume that ` is bounded from below on X, i.e.,
that `min := infx∈X,u∈U `(x, u) is finite. This assumption
immediately yields JN (x, u) ≥ `min and J∞(x, u) ≥ `min

for all admissible control sequences. In order to sim-
plify the exposition in what follows, we assume that for
each x ∈ X a (not necessarily unique) optimal control
sequence u∗N,x ∈ UN (x) for JN exist, i.e., a sequence
satisfying VN (x) = JN (x, u∗N,x).

Similarly to the open loop functionals, we can de-
fine the average cost of the closed loop solution for any
feedback law µ by

JclK(x, µ) :=
1
K

K−1∑
k=0

`(xµ(k, x), µ(xµ(k, x)))
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and Jcl∞(x, µ) := lim supK→∞ JK(x, µ). In order to find
a feedback µ we will apply a receding horizon control
scheme, also known as model predictive control (MPC).
This method consists of solving the open loop optimiza-
tion problem of minimizing JN (x, u) with initial value
x = xµ(k) at each sampling instant k for some given
optimization horizon N ∈ N and then defining the feed-
back value µ(x) = µN (x) to be the first element of the
corresponding optimal control sequence, i.e.,

µN (x) = u∗N,x(0).

Since nowadays efficient algorithms for the necessary on-
line minimization of JN (x, u) are available (see, e.g., [8,
Chapter 10]), this method is computationally feasible
for large classes of systems.

Our goal in this paper is to derive upper bounds for
JclK(x, µN ) and Jcl∞(x, µN ) depending on the optimiza-
tion horizon N . While the upper bounds we deduce are
in general not necessarily optimal, we are able to iden-
tify certain situations in which they actually are. Partic-
ularly, in the presence of optimal equilibria we can for-
mulate checkable sufficient conditions for this property
which are linked to the classical turnpike property and
certain controllability assumptions, cf. Sections 5 and 6.

We end this section by introducing some basic no-
tation and preliminary results. For subsets Y ⊂ X we
denote the distance of a point x ∈ X to Y by |x|Y :=
infy∈Y ‖x−y‖. The open ball with radius δ > 0 around a
set Y ⊂ X will be denoted by Bδ(Y) := {x ∈ X | |x|Y <
δ} and for Y = {y} we write Bδ(y) instead of Bδ(Y).
With K∞ we denote the set of continuous functions
α : R+

0 → R+
0 which are strictly increasing and un-

bounded with α(0) = 0. With LN we denote the set of
functions δ : N→ R+

0 which are (not necessarily strictly)
decreasing with limk→∞ δ(k) = 0.

In our analysis we will make extensive use of the dy-
namic programming principle, cf. [4]. The form of this
principle which applies here states that for the optimal
control sequence u∗N,x for the problem with finite hori-
zon N and each K ∈ {1, . . . , N − 1} the equality

VN (x) =
1
N

K−1∑
k=0

`(xu∗
N,x

(k, x), u∗N,x(k))

+
N −K
N

VN−K(xu∗
N,x

(K,x)) (2)

holds. As a consequence, for µN (x) = u∗N,x(0) we get
VN (x) = `(x, µN (x))/N+(N−1)VN−1(f(x, µN (x)))/N .
This implies the equation

`(x, µN (x)) = NVN (x)− (N − 1)VN−1(f(x, µN (x))).
(3)

3 Motivating examples

In order to illustrate how receding horizon control with-
out terminal constraints performs for problems with eco-
nomic cost, we look at two motivating examples. All
simulations were carried out with the MATLAB routine
nmpc.m (cf. [8, Appendix A] and www.nmpc-book.com)
which uses the fmincon optimization routine.

Example 3.1 (see also [7]) Consider the control system
x(k+1) = 2x(k)+u(k) withX = U = R and U = [−2, 2].
The running cost ` is chosen such that the control effort
is penalized quadratically, i.e., `(x, u) = u2 and we con-
sider the admissible sets X = [−a, a] with a = 0.5 and
a = 1. Hence, the optimal control problem tries to keep
the system inside X with minimal average control effort.
It is easily seen that an optimal way of doing this is to
steer the system to the equilibrium xe = 0 in a finite num-
ber of steps k′ and set u(k) = ue = 0 for k ≥ k′ which
leads to J∞(x, u) = 0. Since `(x, u) ≥ 0 for all x and u,
this is the optimal value of J∞, i.e., V∞(x) = 0 for all
x ∈ X.

Figure 1 shows the MPC closed loop trajectory x(k) =
xµN (k, x) for x = 0.5 (solid) and the open loop opti-
mal trajectories xuN,x(k)(·, x(k)) for each k (dashed) for
X = [−0.5, 0.5]. One sees that while the open loop tra-
jectories eventually move to the upper boundary of the
admissible set, the closed loop trajectory tends towards a
neighborhood of xe = 0.
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Fig. 1. Closed loop trajectory x(k) = xµN (k, x0) (solid) and
optimal predictions xu∗

N,x(k)
(·, x(k)) (dashed) along x(k) for

Example 3.1 with N = 5, x = 0.5 and X = [−0.5, 0.5]

When increasing N , the closed loop solution ends up in
increasingly smaller neighborhoods of xe, whose diame-
ter actually shrinks down exponentially. This exponen-
tial decay is also reflected in the infinite horizon averaged
value Jcl∞(x, µN ), which converges to the optimal value
V∞(x) = 0 exponentially fast. Figure 2 illustrates this
phenomenon and also shows that for the admissible set
X = [−0.5, 0.5] the values Jcl∞(x, µN ) are smaller — and
thus better — than for the larger set X = [−1, 1].

Example 3.2 The second example is a linearized con-
tinuously stirred tank reactor model taken from [6] with
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Fig. 2. Jcl∞(x, µN ) for Example 3.1 with N = 2, . . . , 15,
x = 0.5, X = [1, 1] (solid) and X = [−0.5, 0.5] (dashed)

two dimensional affine linear dynamics

x(k + 1) =

(
0.8353 0

0.1065 0.9418

)
x(k)

+

(
0.00457

−0.00457

)
u(k) +

(
0.5559

0.5033

)

and stage cost `(x, u) = ‖x‖2 + 0.05u2. We use the
state and control constraints X = [−100, 100]2 and U =
[−10, 10]. Among all the steady states of the dynamics,
the point xe ≈ (3.546, 14.653)T with ue ≈ 6.163 is the
one with the lowest cost `e := `(xe, ue) ≈ 229.1876. Ob-
serve that x = 0, u = 0 where the cost function attains
its minimum `(0, 0) = 0 is not an equilibrium of the dy-
namics.

The solutions exhibit a similar behavior as for Ex-
ample 3.1: the open loop optimal trajectories first move
towards xe and then move away while the closed loop tra-
jectories converge to an equilibrium close to xe (Figure
3) and the closed loop performance Jcl∞(x, µN ) converges
exponentially towards `e for N →∞ (Figure 4).
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Fig. 3. Phase space plot of two closed loop trajecto-
ries x(k) = xµN (k, x0) (solid) and optimal predictions
xu∗

N,x(k)
(·, x(k)) (dashed) along x(k) for Example 3.2 with

N = 10 and x0 = (4, 20)T and x0 = (3, 10)T . The diamond
indicates the equilibrium of the closed loop dynamics and
the circle indicates the optimal steady state.
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Fig. 4. Jcl∞(x, µN ) − `e for Example 3.2 with N = 2, . . . , 20
and x = (4, 20)T

4 Value convergence

Our goal in this section is to investigate the dependence
of Jcl∞(x, µN ) on N . The following Proposition 4.1 gives
an upper bound for this value. Its proof uses the classical
receding horizon proof technique to prolong a suitable
control sequence of length N in order to obtain a se-
quence of length N + 1 for which the difference between
JN+1 and VN can be estimated. However, since the op-
timal trajectories for the finite horizon problem end up
far away from xe, in the setting considered in this paper
it is in general not efficient to construct a suitable pro-
longed control sequence by adding an additional element
at the end. Instead, we use control sequences in which
an additional element is inserted at an arbitrary place
into the control sequence. In Proposition 4.1 we assume
that a suitably extended control sequence with an ad-
ditional element inserted at time kN,x has already been
constructed and formulate conditions on this sequence
under which we can derive estimates on Jcl∞(x, µN ). Suf-
ficient conditions under which such a sequence can be
constructed will then be introduced in the subsequent
Theorem 4.2. In order to facilitate this construction, in
Proposition 4.1 we do not assume optimality, but rather
only approximate optimality with a suitable bound on
the error term.

Proposition 4.1 Assume there are N0 > 0 and δ1, δ2 ∈
LN such that for each x ∈ X and N ≥ N0 there exists
a control sequence uN,x ∈ UN+1 and kN,x ∈ {0, . . . , N}
satisfying the following conditions.

(i) The inequality J ′N (x) ≤ VN (x) + δ1(N)/N holds for

J ′N (x) :=
1
N

N∑
k=0

k 6=kN,x

`(xuN,x(k, x), uN,x(k)).

(ii) There exists `0 ∈ R such that for all x ∈ X the inequal-
ity `(xuN,x(kN,x, x), uN,x(kN,x)) ≤ `0 + δ2(N) holds.
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Then the inequalities

JclK(x, µN )≤ N

K
VN (x)− N

K
VN (xµN (K))

+`0 + δ1(N − 1) + δ2(N − 1) (4)

and
Jcl∞(x, µN ) ≤ `0 + δ1(N − 1) + δ2(N − 1) (5)

hold for all x ∈ X, all N ≥ N0 + 1 and all K ∈ N.

Proof: Fix x ∈ X and N ≥ N0 + 1. Abbreviat-
ing x(k) = xµN (k, x), from (3) for any k ≥ 0 we
get `(x(k), µN (x(k)))/K = NVN (x(k))/K − (N −
1)VN−1(x(k+ 1))/K. Summing up for k = 0, . . . ,K − 1
then yields

JclK(x, µN ) =
1
K

K−1∑
k=0

`(x(k), µN (x(k)))

=
N

K
VN (x(0))− N − 1

K
VN−1(x(K))

+
1
K

K−1∑
k=1

(
NVN (x(k))− (N − 1)VN−1(x(k))

)
. (6)

Now we investigate the terms in (6). Property (i)
with N − 1 in place of N and x = x(k) implies
(N − 1)VN−1(x(k)) ≥ (N − 1)J ′N−1(x(k))− δ1(N − 1).
Furthermore, by optimality of VN we get VN (x(k)) ≤
JN (x(k), uN−1,x(k)). Combining these inequalities, us-
ing the definition of JN and J ′N and (ii), for the sum-
mands of (6) we get

NVN (x(k))− (N − 1)VN−1(x(k))
≤ NJN (x(k), uN−1,x(k))− (N − 1)J ′N−1(x(k))︸ ︷︷ ︸

=`(xuN−1,x(k) (kN−1,x(k),x(kN−1,x(k))),uN−1,x(k)(N−1))

+ δ1(N − 1)
≤ `0 + δ2(N − 1) + δ1(N − 1). (7)

Recalling that x(0) = x and inserting (7) for k =
1, . . . ,K − 1 into (6) yields JclK(x, µN ) ≤ NVN (x)/K −
(N − 1)VN−1(x(K))/K + (K − 1)(`0 + δ2(N − 1) +
δ1(N − 1))/K. Using (7) for k = K and dividing
by K furthermore yields −(N − 1)VN−1(x(K))/K ≤
−NVN (x(K))/K + (`0 + δ2(N − 1) + δ1(N − 1))/K.
Thus, we get (4). Inequality (5) follows from (4) by
letting K →∞ since VN (x(K)) ≥ `min.

In order to apply Proposition 4.1, we need to construct
the control sequences uN,x meeting its assumptions. The
following theorem gives conditions on the finite horizon
optimal value functions and trajectories under which
such a construction is possible. Its statement is construc-
tive in the sense that uN,x is explicitly constructed in
the proof and its conditions can be rigorously checked

for our motivating examples, as shown in the subsequent
sections.

Theorem 4.2 Assume that there exists a set Y ⊆ X and
a value `0 ≥ 0 such that for each x ∈ Y there is a control
value u ∈ U with f(x, u) ∈ Y and `(x, u) ≤ `0. Assume
furthermore that there exist δ̄ > 0 such that the following
properties hold.

(a) There exists γf , γ` ∈ K∞ such that for all δ ∈ (0, δ̄] and
all x ∈ Bδ(Y) there is ux ∈ U such that f(x, ux) ∈ X
and the inequalities |f(x, ux)|Y ≤ γf (δ) and `(x, ux) ≤
`0 + γ`(δ) hold.

(b) There exists N0 ∈ N0 and γV ∈ K∞ such that for all
δ ∈ (0, δ̄], all N ∈ N with N ≥ N0 and all x ∈ Bδ(Y)
and y ∈ Y the inequality |VN (x)− VN (y)| ≤ γV (δ)/N
holds.

(c) There exists σ ∈ LN and N1 ∈ N with N1 ≥ N0

for N0 ∈ N0 from (b), such that for each x ∈ X
and each N ≥ N1 there exists an optimal trajectory
xu∗

N,x
(·, x) satisfying |xu∗

N,x
(kx, x)|Y ≤ σ(N) for some

kx ∈ {0, . . . , N −N0}.

Then there exists N2 ∈ N such that the inequalities

JclK(x, µN )≤ N

K
(VN (x)− VN (xµN (K))) + `0 (8)

+ ε(N − 1)

and Jcl∞(x, µN ) ≤ `0 + ε(N − 1) (9)

hold for all x ∈ X, K ∈ N, all N ≥ N2 + 1 and ε ∈ LN
given by ε(N) = γV (σ(N))+γV (γf (σ(N)))+γ`(σ(N)).

Proof: We show that the assumptions of Proposition
4.1 hold for δ1(N) = γV (σ(N)) + γV (γf (σ(N))) and
δ2(N) = γ`(σ(N)) and then use this theorem in order to
conclude the assertion. Note that δ1, δ2 ∈ LN and thus
also ε ∈ LN.

To establish the assumptions of Proposition 4.1, we
chooseN2 ≥ N1 such that σ(N2) ≤ δ̄ and γf (σ(N2)) ≤ δ̄
holds for σ from (c) and γf from (a). Now pick N ≥ N2,
x ∈ X and the corresponding optimal control u∗N,x ∈
UN (x) from (c). Let kx be the time index from (c), abbre-
viate x′ = xu∗

N,x
(kx, x) and let ux′ be the control value

from (a) for x = x′. Let x′′ = f(x′, ux′) and let u∗N−kx,x′′
be an optimal control sequence for initial value x = x′′

and horizon N − kx. Using these values, we define the
control sequence uN,x ∈ UN+1(x) by uN,x(k) := u∗N,x(k)
for k = 0, . . . , kx − 1, uN,x(k) := ux′ for k = kx and
uN,x(k) := u∗N−kx,x′′(k − kx − 1) for k = kx + 1, . . . , N .
This implies xuN,x(k, x) = xu∗

N,x
(k, x) for k = 0, . . . , kx,

|x′|Y ≤ σ(N), |x′′|Y = |f(x′, ux′)|Y ≤ γf (σ(N)) (10)

and `(x′, ux′) ≤ `0 + γ`(σ(N)). (11)
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Using the fact that (b) implies VN (y) = VN (y′) for all
y, y′ ∈ Y, from (10) and (b) it follows that we can pick
an arbitrary y ∈ Y in order to conclude the inequality

VK(x′′)≤ VK(y) +
γV (γf (σ(N)))

K

≤ VK(x′) +
γV (σ(N)) + γV (γf (σ(N)))

K

= VK(x′) +
δ1(N)
K

(12)

for any K ∈ N with K ≥ N0. By (c) we have that
K = N − kx ≥ N0. Now we distinguish two cases:

In caseN−kx ≥ 1 we can use (12) withK = N−kx ≥
N0 in order to obtain

1
N − kx

N∑
k=kx+1

`(xuN,x(k, x), uN,x(k))

= JN−kx(x′′, u∗N−kx,x′′) = VN−kx(x′′)

≤ VN−kx(x′) +
δ1(N)
N − kx

. (13)

Setting kx,N = kx in Proposition 4.1(i) we obtain

J ′N (x) =
1
N

kx−1∑
k=0

`(xu∗
N,x

(k), u∗N,x(k))

+
1
N

N∑
k=kx+1

`(xuN,x(k), uN,x(k))

≤ VN (x)− N − kx
N

VN−kx(x′)

+
N − kx
N

(
VN−kx(x′) +

δ1(N)
N − kx

)
= VN (x) + δ1(N)/N,

where we have used (2) and (13) in the second step.
This shows Assumption (i) of Proposition 4.1 with
δ1(N) = γV (σN ) + γV (γf (σ(N))).

In case N − kx = 0 we obtain J ′N (x) = VN (x)
and thus Assumption (i) of Proposition 4.1 holds
with arbitrary δ1(N). Hence, in both cases As-
sumption (i) of Proposition 4.1 holds with δ1(N) =
γV (σN ) + γV (γf (σ(N))).

Furthermore, from (11) we get the inequality
`(xuN,x(kx, x), uN,x(kx)) = `(x′, ux′) ≤ `0 + γ`(σ(N)),
i.e., Assumption (ii) of Proposition 4.1 with δ2(N) =
γ`(σ(N)). Thus, Proposition 4.1 applies and (8)
and (9) follow with ε(N) = δ1(N) + δ2(N) =
γV (σ(N)) + γV (γf (σ(N))) + γ`(σ(N)).

While Condition (a) from Theorem 4.2 is quite easy to
check using continuity of f and `, Conditions (b) and (c)
are much more difficult to verify. In the next two sections
we will thus discuss checkable sufficient conditions for
Conditions (b) and (c). We start with Condition (c).

5 Optimal steady states and the turnpike prop-
erty

Condition (c) demands that the optimal solution “passes
by” near the set Y. In this section we investigate this
property for the special case where Y = {xe} is an equi-
librium. We derive a checkable sufficient condition based
on the so called turnpike property and an asymptotic
controllability condition. We start with the following def-
inition of infinite horizon optimality of an equilibrium.

Definition 5.1 A pair (xe, ue) ∈ X × U is called an
equilibrium or steady state if f(xe, ue) = xe holds. For a
given steady state and stage cost ` we say that the system
is optimally operated at steady state if for each initial
value x ∈ X and each admissible control sequence u ∈
U∞(x) the inequality lim infN→∞ JN (x, u) ≥ `(xe, ue)
holds.

A sufficient condition for this property is obtained by the
following procedure taken from [3]. We define a modified
cost

˜̀(x, u) := `(x, u) + λ(x)− λ(f(x, u)) (14)

for a given function λ : X → R. Defining the averaged
functional J̃N (x, u) := 1

N

∑N−1
k=0

˜̀(xu(k, x), u(k)), one
obtains the identity

J̃N (x, u) = JN (x, u) +
λ(x)
N
− λ(xu(N, x))

N
. (15)

Moreover, the inequality minx∈X,u∈U ˜̀(x, u) ≤ ˜̀(xe, ue) =
`(xe, ue) holds. Additionally, we make the following
assumption.

Assumption 5.2 The function λ in (14) is bounded on
X and there exists a steady state (xe, ue) ∈ X×U andα` ∈
K∞ such that minu∈U ˜̀(x, u) ≥ `(xe, ue) + α`(‖x− xe‖)
holds for all x ∈ X with ˜̀ from (14).

One checks that Assumption 5.2 is satisfied for Exam-
ples 3.1 and 3.2 for λ(x) = −x2/2 and λ(x) = cTx with
cT ≈ (−368.6684,−503.5415)T , respectively. More gen-
erally, as remarked in [6], the inequality in Assumption
5.2 always holds with a linear function λ for linear control
systems and strictly convex stage costs and convex con-
straints. Boundedness of λ then follows if X is bounded.

A straightforward adaptation of [3, Theorem 2] shows
that Assumption 5.2 implies that the system is optimally
operated at steady state. Moreover, if the system is opti-
mally operated at steady state and if the assumptions of
Theorem 4.2 hold for Y = {xe}, then `0 = `(xe, ue) and
the convergence limN→∞ Jcl∞(x, µN ) = V∞(x) follows.

The following theorem shows a consequence from As-
sumption 5.2 known as the turnpike property, cf. [5, Sec-
tion 4.4]. Here we present it in a discrete time version
and provide a quantitative estimate for the value Qε.
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Theorem 5.3 Assume that there exists λ : X→ R sat-
isfying Assumption 5.2. Then for each x ∈ X, each δ > 0,
each control sequence u ∈ UN (x) satisfying J(x, u) ≤
`(xe, ue) + δ/N and each ε > 0 the value Qε := #{k ∈
{0, . . . , N−1} | ‖xu(k, x)−xe‖ ≤ ε} satisfies the inequal-
ity Qε ≥ N − (δ + C)/α`(ε).

Proof: For C := 2 supx∈X |λ(x)| <∞, (15) implies

J̃N (x, u) ≤ JN (x, u) +
C

N
≤ `(xe, ue) +

δ + C

N
. (16)

Now assume that Qε < N − (δ + C)/α`(ε). This
means that there exists a set N ⊆ {0, . . . , N − 1}
of N − Qε > (δ + C)/α`(ε) times instants such
that ‖xu(k, x) − xe‖ > ε holds for all k ∈ N . Us-
ing Assumption 5.2 this implies J̃N (x, u) ≥ (N −
Qε)(`(xe, ue) +α`(ε))/N +Qε`(xe, ue)/N = `(xe, ue) +
(N − Qε)α`(ε)/N > `(xe, ue) + (δ + C)/N . This con-
tradicts (16) and thus proves the theorem.

The last ingredient we need in order to conclude Con-
dition (c) of Theorem 4.2 from the turnpike property is
an asymptotic controllability property with respect to
the stage cost ` which we formulate after the following
definition of a subclass of KL-functions.

Definition 5.4 By KLS we denote the class of
summable KL functions which sum up to a K function,
i.e., the class of functions β ∈ KL for which

∑∞
k=0 β(r, k)

is finite for all r ≥ 0 and for which γβ : R+
0 → R given

by γβ(r) :=
∑∞
k=0 β(r, k) satisfies γβ ∈ K.

Assumption 5.5 There exists β ∈ KLS such that for
each x ∈ X and each N ∈ N there is a control function
u ∈ UN (x) such that the inequality `(xu(k, x), u(k)) ≤
`(xe, ue) +β(‖x−xe‖, k) holds for all k = 0, . . . , N − 1.

With this property, which again holds for the examples
from Section 3, we can now prove the main theorem of
this section.

Theorem 5.6 Assume that there exists λ : X→ R sat-
isfying Assumption 5.2. Assume, moreover, that X is
bounded and that Assumption 5.5 holds. Then Condition
(c) of Theorem 4.2 holds for Y = {xe}.

Proof: The asymptotic controllability assumption
yields JN (x, u) ≤ `(xe, ue) + γβ(‖x − xe‖)/N . Hence,
since X and thus ‖x−xe‖ is bounded for all x ∈ X we get
VN (x) ≤ `(xe, ue)+ δ/N for δ = γβ(maxx∈X(‖x−xe‖)).
Now we set C := 2 supx∈X |λ(x)| < ∞, choose
N1 = N0 and set σ(N) arbitrary for N ≤ N1 and
σ(N) := α−1

` ((δ + C)/(N − N0)) otherwise, with
α` ∈ K∞ from Assumption 5.2. Clearly, this function
lies in LN because as N →∞ the argument of α−1

` tends
to 0 and thus α−1

` does so, too, since inverse functions

of K∞ functions are again K∞ functions. This choice
of σ implies Qσ(N) ≥ N − (δ + C)/α`(σ(N)) = N0.
Hence, there are at least N0 time instants k for which
‖xu(k, x) − xe‖ ≤ σ(N) holds and consequently at
least one of these k must satisfy k ∈ {0, . . . , N − N0}.
Condition (c) thus holds if we choose kx as this k.

Every system which is exponentially stabilizable at xe
by a locally Lipschitz feedback law satisfies Assumption
5.5 if ` is locally Lipschitz near xe; particularly, this ap-
plies to our examples from Section 3. Together with the
observation from [6] cited after Assumption 5.2 this im-
plies that Theorem 5.6 holds for every exponentially sta-
bilizable linear system with locally Lipschitz and strictly
convex stage cost and convex constraints.

We conjecture that many of the results in this sec-
tion can be extended to more general sets Y. However,
due to space restrictions we postpone this discussion to
a separate paper. A nonlinear 2d system where Y is a
periodic orbit can be found in [7, Example 6].

6 Controllability conditions

After having derived sufficient conditions for Condition
(c) of Theorem 4.2, we now do the same for Condition
(b). To this end, we introduce the following assumption
in which (xe, ue) denotes the steady state from Assump-
tion 5.2.

Assumption 6.1 There exists δc > 0, d ∈ N and
γx, γu, γc ∈ K∞ such that for each trajectory xu1(k, x)
with u1 ∈ Ud(x) satisfying xu(k, x) ∈ Bδc(xe) for
all k = 0, . . . , d and all x1, x2 ∈ Bδc(xe) there ex-
ists u2 ∈ Ud(x) satisfying xu2(d, x1) = x2 and the
estimates ‖xu2(k, x1) − xu1(k, x)‖ ≤ γx(max{‖x1 −
x‖, ‖x2−xu1(d, x)‖}), ‖u2(k)−u1(k)‖ ≤ γu(max{‖x1−
x‖, ‖x2 − xu1(d, x)‖}) and |`(xu2(k, x1), u2(k)) −
`(xu1(k, x), u1(k))| ≤ γc(max{‖x1−x‖, ‖x2−xu1(d, x)‖})
for all k = 0, . . . , d− 1.

This assumption holds for all controllable linear sys-
tems in Rn with d = n, provided xe and ue are in the
interior of the constraint sets X and U. It is thus satis-
fied for both examples from Section 3 for d = 1. More
generally, we conjecture that for systems with X ⊆ Rn
and U ⊆ Rm we can conclude Assumption 6.1 if the
linearization of f in (xe, ue) is controllable and the tra-
jectory xu1(k, x) and the values u1(k) lie in the interior
of X and U, respectively.

The following lemma shows an important conse-
quence from Assumption 6.1 and the turnpike property
under the following assumption.

Assumption 6.2 There exists αu ∈ K∞ such that the
inequality ˜̀(x, u) ≤ `(xe, ue) + αu(‖x− xe‖+ ‖u− ue‖)
holds for all x ∈ X and u ∈ U.
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Since `(xe, ue) = ˜̀(xe, ue), this assumption holds, e.g., if
` and λ are Lipschitz, which is the case in our examples.

Lemma 6.3 Suppose that Assumptions 5.2, 6.1 and 6.2
hold. Then there exists N1 > 0, a function P : N → N
with P (N) ≥ N/2 and η : N×R+

0 → R+
0 with η(N, r)→

0 if N → ∞ and r → 0 such that the open loop opti-
mal trajectories with horizon N ≥ N1 starting in x1 ∈
Bδc(xe) satisfy ‖xu∗

N,x1
(k, x1) − xe‖ ≤ η(N, ‖x1 − xe‖)

for all k = 0, . . . , P (N).

Proof: Using Assumption 6.1 with x1 from the assump-
tion, x = x2 = xe and u1 ≡ ue we get Jd(x1, u2) ≤
`(xe, ue) + γc(‖x1 − xe‖) and xu2(d, x1) = xe. Pick-
ing N ≥ d and extending u2 by setting u2(k) = ue

for k = d, . . . , N we thus obtain JN (x1, u
∗
N,x1

) ≤
JN (x1, u2) ≤ `(xe, ue) + dγc(‖x1 − xe‖)/N . Hence, we
can apply Theorem 5.3 to x = x1 and u = u2 with
δ = dγc(‖x1 − xe‖) and we pick ε > 0 and N ∈ N such
thatQε ≥ 2d holds. We set P (N) to be the largest k such
that ‖xu∗

N,x1
(k, x1) − xe‖ ≤ ε holds. With this choice,

P (N) ≥ Qε ≥ 2d holds. Now we use Assumption 6.1
with x1 = x = xe, u1 ≡ ue and x2 = xu∗

N,x1
(P (N), x1)

and denote the resulting control sequence by ū2. This
sequence satisfies Jd(xe, ū2) ≤ `(xe, ue) + γc(ε).

Using u2 from above we now define a new control se-
quence ū via ū(k) = u2(k) for k = 0, . . . , d−1, ū(k) = ue

for k = d, . . . , P (N) − d − 1, ū(k) = u2(k − P (N) + d)
for k = P (N) − d, . . . , P (N) − 1 and ū(k) = u∗N,x1

(k)
for k = P (N), . . . , N − 1. By construction of ū
we get xū(k, x1) = xu2(k, x1) for k = 0, . . . , d,
xū(k, x1) = xe for k = d, . . . , P (N) − d, xū(k, x1) =
xu2(k− P (N) + d, xe) for k = P (N)− d, . . . , P (N) and
xū(k, x1) = xu∗

N,x1
(k, x1) for k = P (N), . . . , N .

Since by the optimality principle the last piece of
the trajectory is optimal for horizon N − P (N), we
obtain JP (N)(u∗N,x1

, x1) ≤ JP (N)(ū, x1). Moreover,
since xū(P (N), x1) = xu∗

N,x1
(P (N), x1), by (15) we

get JN (u∗N,x1
, x1) − JP (N)(ū, x1) = J̃N (u∗N,x1

, x1) −
J̃P (N)(ū, x1) and thus

J̃P (N)(u∗N,x1
, x1) ≤ J̃P (N)(ū, x1). (17)

From the construction of ū via Assumption 6.1 we now
get the estimates xū(k, x1) − xe‖ ≤ γx(‖x1 − xe‖) and
‖ū(k) − ue‖ ≤ γu(‖x1 − xe‖) for k = 0, . . . , d − 1 and
‖xū(k, x1)−xe‖ ≤ γx(ε) and ‖ū(k)−ue‖ ≤ γu(ε) for k =
P (N)−d+1, . . . , P (N). For k = d, . . . , P (N)−d we get
xū(k, x1) = xe and ū(k) = ue. Using Assumption 6.2,
for the modified functional this implies J̃P (N)(ū, x1) ≤
`(xe, ue) + d

P (N)αu(γx(‖x1 − xe‖) + γu(‖x1 − xe‖)) +
d

P (N)αu(γx(ε)+γu(ε)). On the other hand, if we assume
that ‖xu∗

N,x1
(k, x1)−xe‖ ≥ ∆ for some ∆ > 0 and some

k ∈ {0, . . . , P (N) − 1}, then from Assumption 5.2 we

get J̃P (N)(x1, u
∗
N,x1

) ≥ `(xe, ue) +α`(∆)/P (N). Hence,
in case that ∆ > α−1

` (dαu(γx(‖x1 − xe‖) + γu(‖x1 −
xe‖)) + dαu(γx(ε) + γu(ε))) we get the inequality
J̃P (N)(x1, u

∗
N,x1

) > J̃P (N)(ū, x1) which contradicts (17).
Thus, we get ∆ ≤ α−1

` (dαu(γx(‖x1 − xe‖) + γu(‖x1 −
xe‖)) + dαu(γx(ε) + γu(ε))).

The assertion now follows by choosing ε = α−1
` (2(δ+

C)/N) which implies P (N) ≥ Qε ≥ N/2 as well
as ε → 0 as N → ∞. Setting N1 = 4d then
ensures P (N) ≥ 2d for N ≥ N1 and defining
η(N, r) := α−1

` (dαu(γx(r)+γu(r)))+dαu(γx(ε)+γu(ε)))
finally shows the assertion.

Using Lemma 6.3 we can now prove the following suffi-
cient condition for Theorem 4.2(b).

Theorem 6.4 Under the Assumptions 5.2, 6.1 and 6.2,
Condition (b) of Theorem 4.2 holds for Y = {xe}.

Proof: We choose N0 ≥ N1 and δ̄ > 0 such that δ̄ ≤ δc
for the values from Lemma 6.3 and Assumption 6.1
holds and such that η(N, r) < δc in Lemma 6.3 holds
for all N ≥ N0 and r ∈ (0, δ̄). We show the inequality
in Condition (b) for all x, y ∈ Bδ̄(xe) which particularly
implies the assertion for y = xe.

By Lemma 6.3 and since η(N, δ̄) ≤ δc and
P (N) ≥ d (cf. the construction in the proof of Lemma
6.3), the optimal trajectory starting in x satisfies
xu∗

N,x
(k, x) ∈ Bδc(xe) for k = 0, . . . , d. Thus, we can

apply Assumption 6.1 with this x, x1 = y, u1 = u∗N,x
and x2 = xu∗

N,x
(d, x) in order to conclude that there

exists u2 ∈ Ud(y) such that xu2(d, y) = xu∗
N,x

(d, x)
and `(xu2(k, y), u2(k)) ≤ `(xu∗

N,x
(k, x), u∗N,x(k)) ≤

γc(‖y− x‖) (note that ‖x2− xu1(d, x)‖ = 0 by choice of
x2). Extending u2 via u2(k) := u∗N,x(k) for d, . . . , N − 1
then yields

VN (y)≤ JN (y, u2) ≤ 1
N

N−1∑
k=0

`(xu∗
N,x

(k, x), u∗N,x(k))

+
d

N
γc(‖y − x‖) = VN (x) +

d

N
γc(‖y − x‖).

Setting γV (r) = dγc(‖y − x‖) we thus obtain VN (y) ≤
VN (x) + γV (‖x− y‖)/N and by exchanging x and y we
get the converse inequality which shows Condition (b)
of Theorem 4.2.

Remark 6.5 The discussions after Theorem 5.6 and
Assumption 6.1 imply that the assumptions of Theorem
5.6 and 6.4 hold for each controllable linear system with
locally Lipschitz and strictly convex cost for which U is
convex, X is convex and bounded and xe and ue lie in
the interior of X and U. Hence, Theorem 4.2 applies to
all such systems. Note, however, that Example 3.1 shows
that strict convexity of ` is not necessary. An in depth
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analysis of our assumptions for linear systems will be ad-
dressed in a separate paper.

Note that Figures 2 and 4 indicate that the error
term ε(N − 1) in Theorem 4.2 decays exponentially as
N → ∞. Further numerical simulations revealed that
also σ(N) in Theorem 4.2(c) decays exponentially (from
which, in turn, exponential convergence of ε(N − 1)
can be concluded). In contrast to this, Theorem 5.6
only delivers linear convergence σ(N) → 0. Conditions
under which exponential convergence of σ(N) can be
guaranteed are currently under investigation.

7 Trajectory convergence

So far we have developed bounds for the values
Jcl∞(x, µN ) and JclN (x, µN ) along the closed loop trajec-
tories. In this section, we investigate these trajectories,
themselves, and give conditions under which conver-
gence to a neighborhood of Y can be shown. Moreover,
we discuss estimates on the transient performance of
the closed loop trajectories. The results are formulated
for general sets Y and for this purpose we will generalize
some of the properties from the Sections 5 and 6. We
start our analysis with the following theorem.

Theorem 7.1 (i) Assume there are N1 ∈ N and δ ∈ LN
such that the inequality

JclK(x, µN ) ≤
N

K
(VN (x)− VN (xµN (K))) + `0 +

δ(N)
min{N,K} (18)

holds for all x ∈ X, all N ≥ N1 + 1 and all K ∈ N.
Assume furthermore that there exists a set Y ⊂ X and a
function η ∈ LN such that for all N ≥ N1 the inequality

VN (x) ≥ `0 + α(|x|Y)/N (19)

holds for all x ∈ X \ Y with |x|Y > η(N) and some
α ∈ K∞. Then for all N ≥ N1 + 1 and all k ≥ N the
inequality |xµN (k)|Y ≤ max{η(N), α−1(δ(N))} holds.

(ii) If, moreover, for all N ≥ N1 the inequality

VN (x) ≤ `0 + α(|x|Y)/N (20)

holds for some α ∈ K∞, then for all N ≥ N1 + 1 the in-
equality |xµN (k)|Y ≤ max{η(N), α−1(α(|x|Y) + δ(N))}
holds for all k ∈ {1, . . . , N − 1} and all x ∈ X with
Vk(x) ≥ `0.

Proof: (i) We abbreviate x(k) = xµN (k) and observe
that for k ≥ N the identity x(N, x(k − N)) = x(k)
holds. Then, for all N ≥ N1 + 1, all k ≥ N and all
x(0) ∈ X, Inequality (18) applied with x = x(k − N)
and K = N yields VN (x(k)) ≤ VN (x(k − N)) −
JclN (x(k − N), µN ) + `0 + δ(N)/N . Together with

VN (x(k − N)) ≤ JclN (x(k − N), µN ), this yields
VN (x(k)) ≤ `0+δ(N)/N . Hence, we either get |x(k)|Y ≤
η(N) or α(|x(k)|Y) ≤ N(VN (x(k)) − `0) ≤ δ(N) which
implies the assertion.

(ii) From (18) with K = k ≤ N we get VN (x(k)) ≤
VN (x) − kJclK(x, µN )/N + k

N `0 + δ(N)/N . Now
JclK(x, µN ) ≥ VK(x) ≥ `0 yields VN (x(k)) ≤ VN (x) −
kJclK(x, µN )/N + k`0/N + δ(N)/N ≤ VN (x) + δ(N)/N .
Hence, we either get |x(k)|Y ≤ η(N) or α(|x(k)|Y) ≤
N(VN (x(k)) − `0) ≤ N(VN (x) − `0 + 1

N δ(N)) ≤
α(|x|Y) + δ(N) which implies the claim.

Note that Theorem 7.1(i) provides a bound for k ≥ N
while Theorem 7.1(ii) yields a bound for k = 1, . . . , N −
1. If both estimates hold, then one could also construct
an upper bound of the form β(|x|Y, k)+ε(N) as in more
standard practical asymptotic stability estimates.

Based on the numerical observation that ε(N − 1) in
(8) decays exponentially for the Examples 3.1 and 3.2,
we can derive (18) from (8) with δ(N) = Nε(N − 1).
However, while the conditions (20) and (19) hold for Ex-
ample 3.1 (see [7, Example 4]), neither of them is satis-
fied for Example 3.2.

A remedy for this problem can be obtained by con-
sidering the modified stage from Section 5. From As-
sumption 5.2 one easily concludes ṼN (x) ≥ `(xe, ue) +
1
N α`(‖x− xe‖) and thus (19) and from Assumption 5.5
one can derive (20). Figure 5 illustrates how the optimal
value functions change.
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Fig. 5. Numerically computed VN ((·, xe2)T ) forN = 10 (solid)

and N = 30 (dashed) and eVN ((·, xe2)T ) for N = 10 (dash–
dotted) and N = 30 (dotted) for Example 3.2. The circle
indicates (xe1, `0)T .

Unfortunately, however, when passing from ` to ˜̀, the
open loop optimal trajectories and thus also the closed
loop trajectories change. The key to the fact that we can
still use the modified problem in order to conclude con-
vergence for the original problem lies in the fact that for
suitable horizon P ≤ N the averaged functional yields
(almost) the same value along the optimal trajectories
xu∗

N,x
(n, x) and xũ∗

N,x
(n, x). After providing two prelim-

inary lemmas we will make this statement precise in
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Lemma 7.5, below. To this end, we assume the following
version of the turnpike property.

Assumption 7.2 We assume that there exists C ′ ≥ 0
such that for each x ∈ X, the optimal control sequence
u∗x,N ∈ UN (x) and each ε > 0 the value Qε := #Pε with
Pε := {k ∈ {0, . . . , N − 1} | |xu∗

N,x
(k, x)|Y ≤ ε} satisfies

the inequality Qε ≥ N − C ′/α`(ε).

In the case Y = {xe} this property follows from Theorem
5.3 for C ′ = maxx∈X C + VN (x)− `(xe, ue).

In what follows we will frequently apply Assumption
7.2 simultaneously for p ∈ N optimal trajectories withC ′
chosen to be the maximum of the individual constants.
Denoting the respective sets by P1

ε , . . . ,Ppε we will then
need that for a givenN0 the intersection P ′ε := P1

ε ∩ . . .∩
Ppε ∩ {0, . . . , N −N0} contains at least one time instant
P . Combinatorial considerations show that this is always
guaranteed if each Piε contains at least K ≥ ((p−1)N +
N0 +m)/p elements which in turn is guaranteed by the
inequality

ε ≥ α−1
`

(
pC ′

N −N0 −m

)
. (21)

The following lemma shows an important consequence
from Assumption 7.2.

Lemma 7.3 Consider a finite horizon optimal control
problem satisfying Assumption 7.2 and Condition (b)
from Theorem 4.2 for some N0 ∈ N and δ̄ > 0. Then
for all x ∈ X, N ≥ N0 and ε ≤ δ̄ satisfying (21) with
p = 1 and m = 1, the set P ′ε = Pε ∩ {0, . . . , N − N0}
is nonempty and for each P ∈ P ′ε, the identity VN (x) =
PJP (x, u∗N,x)/N+(N−P )VN−P (y)/N+R1(N, ε) holds,
where u∗N,x ∈ UN (x) is the optimal control for initial
value x and horizon N , y is an arbitrary point in Y
and the remainder term R1(N, ε) satisfies |R1(N, ε)| ≤
γV (ε)/N .

Proof: The fact P ′ε 6= ∅ follows from the derivation
of (21). For the proof of the claimed identity, from the
optimality principle we get VN (x) = P

N JP (x, u∗N,x) +
N−P
N VN−P (xu∗

N,x
(P, x)). Now Assumption 7.2 and the

choice of N and P imply |xu∗
N,x

(P, x)|Y ≤ ε < δ̄ from
which by Condition (b) of Theorem 4.2 we can con-
clude |VN−P (xu∗

N,x
(P, x))−VN−P (y)| ≤ γV (ε)/(N−P ).

Here y ∈ Y is chosen such that ‖xu∗
N,x

(P, x) − y‖ ≤
|xu∗

N,x
(P, x)|Y holds but since Condition (b) of Theorem

4.2 implies that VN−P is constant on Y it can actually
be chosen arbitrarily. Combining this inequalities with
the identity for VN , above, yields the assertion.

By Assumption 7.2, u∗N,x|{0,...,P−1} lies in UP (x, ε) :=
{u ∈ UP (x) | |xu(P, x)|Y ≤ ε} for all P ∈ Pε. The fol-
lowing lemma shows a property of this set.

Lemma 7.4 Assume that the function λ is constant on
Y and Lipschitz with constant Lλ in the ball Bδ̄(Y) with
radius δ̄ > 0 around Y. Then for all u ∈ UP (x, ε) with ε <
δ̄ the identity J̃P (x, u) = JP (x, u) +λ(x)/P −λ(y)/P +
R2(u, P, ε) holds with |R2(u, P, ε)| ≤ Lλε/P .

Proof: The assertion follows from J̃P (x, u) = JP (x, u)+
λ(x)/P − λ(xu(P, x))/P = JP (x, u) + λ(x)/P −
λ(y)/P + R2(u, P, ε) with |R2(u, P, ε)| = |λ(y)/P −
λ(xu(P, x))/P | ≤ Lλ|xu(P, x)|Y/P ≤ Lλε/P , where
y ∈ Y is chosen as in the proof of Lemma 7.3 and the Lip-
schitz property can be used because |xu(P, x)|Y ≤ ε < δ̄
holds.

Now we can prove the lemma about the averaged func-
tionals along the optimal trajectories. In this lemma we
assume that Assumption 7.2 holds for both the original
and the modified optimal control problem and denote
the respective sets of time instants by Pε and P̃ε.

Lemma 7.5 Assume that the assumptions of Lemma
7.3 hold for some δ̄ > 0 for both the original and the mod-
ified problem, that (21) holds for p = 2 and m = 1 and
that the assumption of Lemma 7.4 holds with the same
δ̄ > 0. Then P ′ε := Pε∩P̃ε∩{0, . . . , N−N0} 6= ∅ and for
each P ∈ P ′ε the identity J̃P (x, ũ∗N,x) = JP (x, u∗N,x) +
λ(x)/P − λ(y)/P +R3(P, ε) holds with remainder term
bounded by |R3(P, ε)| ≤ 4(γV (ε) + Lλε)/P .

Proof: First note that the choice of ε via (21) guar-
antees P ′ε 6= ∅. We pick P ∈ P ′ε and observe that the
assertion of Lemma 7.3 holds for this P for the original
as well as for the modified problem.

Now for an arbitrary u ∈ UP (x, ε) with ε < δ̄

we define a new control sequence u1 ∈ UN (x) by
setting u1(k) = u(k) for k = 0, . . . , P − 1 and
u1(k) = u∗N−P,xu(P,x)(k−P ) for k = P, . . . , N−1. With
the same arguments as in the proof of Lemma 7.3 one
sees that the identity JN (x, u1) = PJP (x, u)/N + (N −
P )VN−P (y)/P + R4(u,N, ε) holds with |R4(u,Nε)| ≤
γV (ε)/N . This implies PJP (x, u)/N ≥ VN (x) − (N −
P )VN−P (y)/P − R4(u,N, ε) with remainder terms sat-
isfying the same bounds.

Combining this estimate with the one from Lemma
7.3 yieldsPJP (x, u∗N,x)/N = inf

u∈UP (x,ε)
PJP (x, u)/N+

R1(N, ε) + R5(N, ε), with remainder term bounded by
|R5(N, ε)| ≤ sup

u∈UP (x,ε)
|R4(u, P, ε)|. Applying the

same arguments to the modified problem we likewise
obtain P J̃P (x, ũ∗N,x)/N = inf

u∈UP (x,ε)
P J̃P (x, u)/N +

R̃1(N, ε) + R̃5(N, ε) with remainder terms satisfy-
ing the same bounds. Applying Lemma 7.4 to both
sides of the expression for PJP (x, u∗N,x)/N we ob-
tain P J̃P (x, u∗N,x)/N = inf

u∈UP (x)
P J̃P (x, u)/N +

R1(N, ε) + R5(N, ε) + R6(N, ε) where |R6(N, ε)| ≤

10



2P sup
u∈UP (x,ε)

|R2(u, P, ε)|/N for R2 from Lemma 7.4.

Combining the two equations for P J̃P thus obtained
yields P J̃P (x, ũ∗N,x)/N = P J̃P (x, u∗N,x)/N−R1(N, ε)−
R5(N, ε) − R6(N, ε) + R̃1(N, ε) + R̃5(N, ε). Now the
assertion follows by applying Lemma 7.4 once more
and R3 is obtained by adding the individual remainder
terms used in the proof multiplied by N/P .

With the help of these lemmas we can formulate the
convergence theorem using ṼN .

Theorem 7.6 Consider the receding horizon scheme ob-
tained from the optimal control problems with original
cost `. Assume that the problem with original cost ` and
the problem with modified cost ˜̀ satisfy Assumption 7.2
and Condition (b) from Theorem 4.2 for some N0 ∈ N
and δ̄ > 0. Assume furthermore that λ is constant on Y
and Lipschitz with constant Lλ in the ball Bδ̄(Y) with ra-
dius δ̄ > 0 around Y.

(i) Assume that (18) holds for the receding horizon
problem with original stage cost ` and that the optimal
value functions ṼN of the modified problem satisfy (19).
Then there exists δ̃ ∈ LN such that for all sufficiently large
N the inequality |xµN (k)|Y ≤ max{η(N), α−1(δ̃(N))}
holds for all k ≥ N .

(ii) If, moreover, ṼN satisfies (20), then the inequal-
ity |xµN (k)|Y ≤ max{η(N), α−1(α(|x|Y) + δ̃(N))} holds
for all sufficiently large N , all k ∈ {1, . . . , N −1} and all
x ∈ X with Ṽk(x) ≥ `0.

Proof: It is sufficient to show that there exists δ̃ ∈ LN
such that (18) holds for J̃K , ṼN and δ̃, because then the
desired estimates can be concluded just as in the proof
of Theorem 7.1. We deduce this inequality from (18) for
JK , VN and δ and the preceding lemmas. To this end,
fix ε ≤ δ̄. We are going to invoke Lemma 7.3 four times
and Lemma 7.5 twice. Hence, we use Assumption 7.2
eight times and thus choose N ∈ N such that (21) holds
for p = 8 and m = 1. This ensures that we can find a
common P ∈ P ′ε for all six trajectories under consider-
ation which we will use in what follows.

Applying Lemma 7.3 to both the original and the
modified problem at the points x and xµN (K) and
Lemma 7.5 at the same points yields

VN (x)− VN (xµN (K)) = ṼN (x)− ṼN (xµN (K))

− 1
N
λ(x) +

1
N
λ(xµN (K)) +R1

1(N, ε)−R2
1(N, ε)

−R̃1
1(N, ε) + R̃2

1(N, ε) +
P

N
R2

3(P, ε)− P

N
R1

3(P, ε)

with Ri1(N, ε), R̃i1(N, ε) and Ri3(P, ε), i = 1, 2, from
Lemma 7.3 and 7.5, respectively.

Denoting the sum of the remainder terms by R and

using (15), (18) and then the identity above we obtain

J̃clK(x, µN )− `0
= JclK(x, µN )− `0 +

1
K
λ(x)− 1

K
λ(xµN (K))

≤ N

K
VN (x)− N

K
VN (xµN (K)) +

δ(N)
min{N,K}

+
1
K
λ(x)− 1

K
λ(xµN (K))

=
N

K
ṼN (x)− N

K
ṼN (xµN (K)) +

δ(N)
min{N,K} +

N

K
R

An inspection of the remainder terms shows that the
modulus of each of them can be bounded by a term of
the form 1

K r(ε) where r(ε) → 0 as ε → 0. Choosing
ε depending on N such that equality holds in (21) for
p = 8 and m = 1, we obtain that ε→ 0 as N →∞ and
the choice of N1 guarantees that ε(N) ≤ δ̄ holds for all
N ≥ N1. Hence, the estimate holds for all N ≥ N1 and
we can bound the sum of the error terms by a term of the
form δ1(N)/K with δ1(N) ∈ LN. This proves (18) for
J̃K and ṼN with δ̃(N) = δ1(N) + δ(N) and thus finishes
the proof.

Remark 7.7 The techniques from this section also al-
low to conclude near optimality of the closed loop trajec-
tory during the transient phase. Here, “transient phase”
refers to the time until the trajectory reaches a prescribed
neighborhood of Y. More precisely, for all P,K ∈ N with
P ≤ K and r > 0 we consider the set of control se-
quences ÛK(x, r, P ) for which |xu(k, x)|Y ≤ r holds for
k = P, . . . ,K − 1. We show that there exists P ∈ N with
P → ∞ as N → ∞ such that up to an error term van-
ishing as N → ∞ the value JclK(x, µN ) is smaller than
JK(x, u) for all u ∈ ÛK(x, r, P ) and all K ≥ N .

To this end, we need the property of the optimal trajec-
tories guaranteed by Lemma 6.3. Generalized to arbitrary
sets Y, this property demands that there exists N1 ∈ N
and η : N × R+

0 → R+
0 with η(N, r) → 0 if N → ∞ and

r → 0 such that the open loop optimal trajectories with
horizon N ≥ N1 starting in x1 ∈ Bδc(xe) satisfy

|xu∗
N,x1

(k, x1)|Y ≤ η(N, |x1|Y) (22)

for all k = 0, . . . , P (N) with P (N) ≥ N/2. This prop-
erty holds for the examples from Section 3. Moreover, as-
sume that the open loop trajectories of the original prob-
lem satisfy Assumption 7.2 and that the closed loop so-
lution xµN converges to a neighborhood of Y with radius
r(N) with r ∈ LN, as ensured, e.g., by Theorem 7.1 or
Theorem 7.6. Throughout the derivation we will invoke
Assumption 7.2 three times (via Lemma 7.3) and we will
need that P ′ε has at least 3(N −N0)/4 elements. Hence,
we assume that N > 0 is large enough in order to en-
sure (21) for the ε > 0 under consideration, p = 3 and
m = d3(N −N0)/4e.
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Assume that there exists ρ ∈ K such that for all suf-
ficiently small r > 0 and all x ∈ Br(Y) and u ∈ U with
f(x, u) ∈ Br(Y) the inequality

`(x, u) ≥ `0 − ρ(r) (23)

holds. Observe that also this condition is satisfied in our
examples. Then for each u ∈ ÛK(x, r, P ) we get the
estimate

∑K−1
k=P `(xu(k, x), µN (xµN (k, x)))/(K − P ) ≥

`0 − ρ(r(N)) and thus JK(x, u) ≥ PJP (x, u)/K + (K −
P )(`0 − ρ(r))/K. Since each u ∈ ÛK(x, r, P ) satisfies
u|{0,...,P−1} ∈ UP (x, r), this implies

inf
u∈ÛK(x,r,P )

JK(x, u)≥ P

K
inf

u∈UP (x,r)

JP (x, u)

+
K − P
K

(`0 − ρ(r))). (24)

On the other hand, applying Lemma 7.3 to VN (x) and
VN (xµN (K)) in (8), combining the two remainder terms
in one term R(N, ε) and setting δ(N) = ε(N − 1) we
obtain

JclK(x, µN ) ≤ P

K
JP (x, u∗N,x)

−P
K
JP (xµN (K), u∗N,xµN (K)) + `0 + δ(N) +

R(N, ε)
K

.

Here we choose P ∈ P ′ε with P ≤ P (N) from (22). Such
a P exists because our choice of N guarantees that P ′ε ⊆
{0, . . . , N − N0} has at least m = d3(N − N0)/4e ele-
ments which implies minP ′ε ≤ N−N0−d3(N−N0)/4e ≤
3(N −N0)/4 ≤ N/2. Moreover, the choice of m implies
that P ′ε ∩ {0, . . . , dN/2e} has at least d(N −N0)/4e ele-
ments, thus P ≥ (N −N0)/4 and in particular P → ∞
as N →∞.

Now for K ≥ N , from (22) and (23) we obtain the in-
equality JP (xµN (K), u∗N,xµN (K)) ≥ `0 − ρ(η(N, r(N)))
for η from (22). Hence we can conclude JclK(x, µN ) ≤
PJP (x, u∗N,x)/K+(K−P )`0/K+Pρ(η(N, r(N)))/K+
δ(N)+R(N, ε)/K. Using the identityPJP (x, u∗N,x)/N =
inf

u∈UP (x,ε)
PJP (x, u)/N +R1(N, ε) +R5(N, ε) derived

in the proof of Lemma 7.5, defining ε to be minimal with
(21) with p = 3 and m = d3(N −N0)/4e (which implies
ε→ 0 as N →∞) and combining all error terms (which
tend to 0 as N →∞ since K ≥ N) in one function ∆ ∈
LN yields JclK(x, µN ) ≤ inf

u∈UP (x,r(N))
PJP (x, u)/K +

(K−P )`0/K+∆(N). Comparing this estimate with (24)
and enlarging ∆ in order to include the term ρ(r(N)),
for K ≥ N one thus obtains

JclK(x, µN ) ≤ inf
u∈ÛK(x,r(N),P )

JK(x, u) + ∆(N).

Thus, the value JclK(x, µN ) is — up to an error term of
orderN — smaller than the value of all trajectories which
end up in Br(N)(Y) after at most P steps.

8 Conclusions and outlook

We have derived conditions under which a receding hori-
zon control scheme yields approximately optimal aver-
age infinite horizon performance for the resulting closed
loop trajectories. The conditions consist of a turnpike
property and suitable controllability properties and have
been rigorously verified for two examples. Moreover, con-
ditions for convergence to the optimal steady state (or
more general optimal solution sets Y) and approximately
optimal averaged finite horizon performance during the
transient phase could be obtained.

Future research will include the verification of the
conditions derived in this paper for larger classes of sys-
tems, an extension to discounted infinite horizon prob-
lems, the construction of a Lyapunov function for the
closed loop, the investigation of optimal periodic orbits
and the derivation of conditions under which the — so far
only numerically verified — convergenceNε(N−1)→ 0
for ε from (9) (as needed in Section 7) can be guaranteed.
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