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Abstract

The problem of interpolating a set-valued function with convex images is ad-
dressed by means of directed sets. A directed set will be visualised as a usually
nonconvex set in Rn consisitng of three parts, the convex, the concave and the
mixed-type part together with its normal directions. In this Banach space, a
mapping resembling the Kergin map is established. The interpolating prop-
erty and error estimates similar to the pointwise case are then shown based on
the representation of the interpolant through means of divided differences. A
comparison to other set-valued approaches is included. The method developed
within the article is extended to the scope of the Hermite interpolation by using
the derivative notion in the Banach space of directed sets. Finally, a numerical
analysis of the explained technique corroborates the theoretical results.



1 Introduction

Hermite interpolation is still a matter of recent research. To mention some
examples (we will give only a few citations), it is applied in the following fields:
in the construction of shape preserving interpolation methods with C1- or C2-
functions (cf. [CM96, Man01]); in bivariate and multivariate interpolation with
prescribed values for the function and its directional derivatives (cf. [GS00,
GM82, SX95, Sau95, Wal97]); in the interpolation of Bézier curves and patches
(cf. [LW04]). Further subjects of research involving Hermite interpolation and
divided differences include: terrain modelling and reconstruction as in [HSS03];
the analysis of subdivision schemes incorporating derivative data as in [DL95];
the study of the correlation coefficient of Brownian motion as in [BB04]; the
interpolation of α-level sets for fuzzy sets (cf. [GA05, Low90]). Another field
of application is the analysis of linear/nonlinear partial differential equations.
Here, the Hermite-interpolant, as a function of x for fixed time t, has given
function and derivative values of a regular solution y(·, t) of the PDE (cf. [Gru05,
BSV68]).

The main difficulties in extending the notation and algorithms to the set-
valued case (even in the simplest setting of C(Rn), the set of convex com-
pact non-empty subsets of Rn) arise when defining a suitable difference and
a suitable derivative. Known approaches like the geometric difference as in
[Had50, Pon67, Mar00] or the Demyanov difference as in [RA92, DR95] carry
the disadvantage of generating either too small (even empty) or too big (convex)
sets. In any case, the space C(Rn) will not form a vector space. To overcome
these difficulties, embeddings based on the support function respectively equiv-
alence classes of pairs of sets as proposed by R̊adström, Hörmander (cf. a dis-
cussion and references in [PU02, BF01a]) can be used. The main disadvantage
is the lack of a visualisation of differences of embedded convex sets as subsets
of Rn. For these reasons, the present work considers another embedding by
directed sets introduced in [BF01a, BF01b].

Directed sets are the n-dimensional generalisation of generalised/directed in-
tervals (cf. [Kau80, Mar95]) and provide an embedding of C(Rn) into the Banach
space

−→
Dn (refer to [BF01a, BF01b]). The embedding admits generalisations of

the known set arithmetics like the Minkowski addition and multiplication with
non-negative scalars; it also delivers a (possibly non-convex) visualisation for dif-
ferences of embedded sets from C(Rn). Directed sets were successfully applied
to calculate and visualise the approximation and derivatives of set-valued maps
in [BF01c] and to polynomial Lagrange interpolation in [Per07], exemplified in
[BF99].

In this paper, the work [Per07] (Lagrange interpolation with directed sets)
is extended to Hermite interpolation. Some of the results achieved in [Pre71,
DF90, Pet02, Fil04, Sim08] for polynomial interpolation in Banach spaces can
be applied, since

−→
Dn is itself a Banach space. But, the verification of the

necessary conditions in [DF90] has not been achieved to this stage and error
estimates are not provided in [Pre71] or demand too much regularity as in
[Pet02, Fil04, Sim08]. Furthermore, no numerical results of set-valued interpo-
lation are visualised in these works unlike in [Lem95, Per07]. Unlike the proofs
in [Per07], we will present simple recursive proofs as well as a representation
through means of two components (a lower dimensional directed set together
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with a scalar function). In this way, connections to other approaches like piece-
wise linear set-valued interpolation and interpolation with higher polynomial
degree as in [Lem95] are revealed. In this approach, polynomial interpolation
with higher degree than one may generate negative weights; the interpolating
polynomial of the support function is then no longer convex with respect to the
direction and additional geometric assumptions have therefore to be posed to
ensure the non-emptiness of the sets. The use of directed sets generates inter-
polating polynomials for which the visualised values are supersets of the ones
generated by the approach of [Lem95] with support functions only. Moreover,
recursive proofs will show how the Hermite interpolation of directed sets should
be implemented in a computer program.

Section 2 serves as an introduction to the basic notions such as: set arith-
metics, metrics for convex compact sets in Rn, in particular the Hausdorff and
the Demyanov metric as well as the Banach space

−→
Dn of the directed sets which

constitutes the main tool within this work. A directed set is parametrised by
unit vectors in Rn and it associates to each direction l a pair consisting of a
(n − 1)-dimensional directed set

−−−−−→
An−1(l) ∈

−→
Dn−1 and a scalar an(l) ∈ R. The

embedding Jn in [BF01a] from the cone of the convex compact subsets of Rn

into
−→
Dn is recalled. It preserves well-known arithmetic set operations, in par-

ticular the Minkowski-addition and the multiplication of sets with non-negative
scalars. Moreover, an inverse with respect to addition in

−→
Dn is well-defined

and the visualisation of directed sets is also provided. The section following
is intended to acquaint the reader with a notion for differentiability of convex-
valued set-valued maps, i.e. with the notion of directed differentiability. In order
to properly define the mentioned notion, the function with embedded images
is required to be differentiable in the usual sense (seen as a mapping between
Banach spaces).

In Section 4 the notations for the divided differences and polynomial in-
terpolation as well as basic facts are recalled and specialised to the directed
sets. Therein, the fact that the divided differences and the interpolation act
separately on the two components of the function values (directed sets) is high-
lighted. The Hermite-Genocchi formula and an estimate for divided differences
and the remainder term of the interpolating polynomial are presented. Following
on, the interpolating map KΘF is introduced in Section 5 and some remainder
formulae are illustrated which generalise well-known error estimates to the set-
valued case. Piecewise Hermite interpolation of sets and error estimates for the
derivatives of the interpolant are studied as well.

In Section 6, a comparison to the approach persued in [Lem95] is presented;
this is based on interpolating the support function of a set-valued map, thus
generating an interpolating set-valued map. Finally, the numerical results are
gathered in the last section, showing that the directed sets are indeed a conve-
nient tool for performing interpolation with higher polynomial degree, even for
the more general Hermite interpolation problem.

We deliberately make use of the term “Kergin interpolation” and its notation
to suggest that the presented approach may easily be extended to the scope of
multivariate interpolation.
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2 Directed Sets

2.1 Preliminaries

In this introductory subsection, the notation will be fixed and basic definitions
will be presented.

Denote by ‖ · ‖ the Euclidean norm in Rn, let Br(m) be the corresponding
closed ball in Rn with radius r and center m ∈ Rn and Sn−1 ⊂ Rn the unit
sphere. The class of all non-empty convex compact sets in Rn is called C(Rn).
The support function δ∗(·,A) of a set A ∈ C(Rn) is defined in Rn as

(1) δ∗(l ,A) := max
a∈A

〈l, a〉

We leave out intentionally a review of the properties of the support function
(cf. [Roc72], [Sch93]) assuming these to be well-known to the reader.

For any l ∈ Rn and A ∈ C(Rn), we denote with

(2) Y (l, A) = {a ∈ A | 〈l, a〉 = δ∗(l ,A)}

the supporting face of A in the direction l. It equals the subdifferential ∂δ∗(l ,A)
of the support function. An element from Y (l, A) will be denoted by y (l, A)
or, alternatively, in the more compact fashion yl

A.
We consider the usual arithmetic operations together with the order relation

for A,B ∈ C(Rn), λ ∈ R: the Minkowski addition

(3) A + B := {a + b | a ∈ A, b ∈ B} ,

multiplication by a real scalar

λ ·A := {λ · a | a ∈ A}

and the order relation by inclusion

A ≥ B ⇐⇒ A ⊇ B.

(cf. e.g. [DKRV97]). For the particular case as for λ = −1, the notation 	A
is also often used. The geometric/Pontryagin’s difference in [Had50, Pon67] is
defined as

A−∗ B :=
⋂

l∈Sn−1

{x ∈ Rn | 〈l, x〉 ≤ δ∗(l ,A)− δ∗(l ,B)}

which might be empty.
We denote by dH

(
A,B

)
the Hausdorff distance of the two sets and by

dD

(
A,B

)
the correesponding Demyanov distance, i.e.

dH

(
A,B

)
= min{ε > 0 : A ⊂ B + εB1(0), B ⊂ A + εB1(0)},

dD

(
A,B

)
= sup

l∈Sn−1

dH

(
Y (l, A), Y (l, B)

)
,

cf. [RA92] for the original definition of the Demyanov distance and [Per07,
Proposition 2.4.5].
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2.2 Definition of Directed Sets

At this stage, basic facts concerning the directed sets introduced in [BF01a,
BF01b] are briefly recalled. A directed set A

⇀ is parametrised by directions
l ∈ Sn−1 and consists of two components: a continuous function an(l) and a
(n− 1)-dimensional uniformly bounded directed set function,

−−−−−→
An−1(l).

To motivate the meaning of those components and the embedding, a short
discussion of projections and reprojections for hyperplanes is necessary. Let a(·)
be a function from Sn−1 into R. For l ∈ Sn−1, Hl

a denotes the hyperplane

(4) Hl
a := {x ∈ Rn | 〈l, x〉 = a(l)} .

Being Hl
a and Rn−1 isomorph for each l ∈ Sn−1, we introduce the affine function

(shortly called projection)

(5) Πl
a : Hl

a −→ Rn−1

whose corresponding linear function is the isomorphic projection from Hl
0 onto

Rn−1 (cf. [BF01a, BF01c, Per03]). The above linear function generates an
(affine) re-projection

(6) ∗Πl
a : Rn−1 −→ Hl

a

with (Πl
a ◦ ∗Π

l
a)(x) = x for all x ∈ Hl

a.
For a directed set, the hyperplane Hl

a is fixed by a(l) = an(l) and contains
the re-projection of the visualisation of

−−−−−→
An−1(l). This image forms the bound-

ary part of the visualised A
⇀ in direction l ∈ Sn−1. For an embedded convex

compact set C, the hyperplane Hl
an

is determined by the value of its support

function δ∗(·,C ) in direction l, whereas
−−−−−→
An−1(l) is the embedded projection of

its supporting face Y (l, C) (seen as (n− 1)-dimensional set) into
−→
Dn−1.

The definition of a directed set is given recursively with respect to its di-
mension n ∈ N.

Definition 2.1 Consider n ∈ N and denote with
−→
Dn the space of the directed

sets of dimension n. A directed set of dimension n = 1 is given by the expression

A
⇀ := (a1(l))l∈S0 = (a1(−1), a1(+1))

for a function a1(·) : S0 −→ R. The norm of the one-dimensional A
⇀ is defined

as
‖A

⇀ ‖1 := max
l∈S0

|a1(l)| = max{|a1(−1)|, |a1(+1)|}.

For higher dimensions n ≥ 2, a directed set A
⇀ ∈

−→
Dn is defined by a function

A
⇀ : Sn−1 −→

−→
Dn−1 × R

l 7→ (
−−−−−→
An−1(l), an(l))

Here, the second component an(·) : Sn−1 → R is continuous and the first com-
ponent

−−−−−→
An−1(·) : Sn−1 →

−→
Dn−1 has to be uniformly bounded with regard to the

norm ‖ · ‖n−1. The norm in
−→
Dn is defined recursively as

(7) ‖A
⇀ ‖n := max{ sup

l∈Sn−1

‖
−−−−−→
An−1(l)‖n−1, max

l∈Sn−1
|an(l)|}.
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We remark that for denoting a directed set A
⇀ ∈

−→
Dn the compact form

(8)
(
A
⇀ l

n−1, a
l
n

)
l∈Sn−1

will be also often used. Notice that for n = 1 only the right-hand component
is to be considered. Moreover, when the dimension n appears clear from the
context, we drop the subscript in (7).

The above definition is motivated by the fact that the supporting face of
each convex compact set C ∈ C(Rn) in direction l ∈ Sn−1 lies on the hyperplane
Hl

δ∗(·,l) given by the support function in this direction. To enable a recursive
approach, the support function is saved separately from the supporting face and
the latter is seen as a (n− 1)-dimensional set.

The space
−→
Dn establishes an important tool in within the work. In fact,

convex compact sets can be embedded into the Banach space of the directed
sets which establishes means for set arithmetics, visualisation and differentiation
of corresponding set-valued maps. Of course, the embedding is also recursively
defined. For further references on other possible embeddings and related articles
see [BF01a, BF01b]. Concerning further details on the computation of the
embedding one may refer to [Per03, Chapter 3 & 4].

Definition 2.2 The embedding of C(Rn) into
−→
Dn

(9) Jn : C(Rn) −→
−→
Dn

is given by

Jn(A) =


(
δ∗(l ,A)

)
l∈S0

for n = 1(
Jn−1

(
Πl

δ∗(·,A)(Y (l, A)
)
, δ∗(l ,A)

)
l∈Sn−1

for n ≥ 2.

The operations of a real vector space are introduced component-wise in
−→
Dn.

Definition 2.3 For A
⇀ =

(
A
⇀ l

n−1, a
l
n

)
l∈Sn−1

, B
⇀ =

(
B
⇀ l

n−1, b
l
n

)
l∈Sn−1

∈
−→
Dn

and λ, µ ∈ R, the operations are defined recursively:

λ ·A⇀ +µ ·B⇀ :=
(
λ ·A⇀ l

n−1 + µ ·B⇀ l
n−1, λ al

n + µ bl
n

)
l∈Sn−1

Notice that the first component of a directed set is not present for n = 1.

The definition of the directed sets, of the embedding of real intervals and of
the arithmetic operations for the dimension n = 1 coincide with the ones for
generalised/directed intervals as in [Kau80, Mar95].

2.3 Properties of Directed Sets

Endowed with the above operations, the space
−→
Dn enjoys remarkable properties

which are portrayed in [BF01a]. Above all,
−→
Dn builds a Banach space (see

[BF01a, Theorem 3.9]). Since we are basically interested in embedded elements
of C(Rn) (along with their difference and visualisation), we restrict our attention
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to the Banach space consisting of the closure of the linear hull
−→
C n of Jn(C(Rn))

with respect to the norm in Definition 2.1.
The embedding in Definition 2.2 preserves the Minkowski-addition as well

as the multiplication with a non-negative scalar as shown in [BF01a, Theorem
4.17].

Proposition 2.4 Let A and B be in C(Rn). Furthermore, consider real scalars
λ ≥ 0 and µ ≥ 0. Then the following equality holds:

Jn(λ ·A + µ ·B) = λ · Jn(A) + µ · Jn(B)

The results of the interpolation performed in the numerical applications will
be visualised in Section 7. Therefore, we now recall basic notion concerning the
visalisation of directed sets; for more details, the reader may refer to [BF01b].
The visualisation of a directed set A

⇀ ∈
−→
C n consists of three parts: the convex

part

Pn(A⇀ ) :=
⋂

l∈Sn−1

{x ∈ Rn | 〈l, x〉 ≤ an(l)} ,(10)

the concave part

Nn(A⇀ ) := 	
⋂

l∈Sn−1

{x ∈ Rn | 〈l, x〉 ≤ −an(l)} ,(11)

and the (non-convex) mixed-type part

Mn(A⇀ ) := Bn(A⇀ ) \ (∂Pn(A⇀ ) ∪ ∂Nn(A⇀ )).(12)

Here, Bn(A⇀ ) is the boundary part given by

Bn(A⇀ ) :=


∂P1(A

⇀ ) ∪ ∂N1(A
⇀ ) = {−a1(−1), a1(+1)}, if n = 1,⋃

l∈Sn−1

∗Πl
an

(Vn−1(
−−−−−→
An−1(l))), if n ≥ 2.

(13)

The visualisation is defined as the union

Vn(A⇀ ) := Pn(A⇀ ) ∪Nn(A⇀ ) ∪Mn(A⇀ ).(14)

For each boundary point x ∈ Bn(A⇀ ), the orientation bundle denotes a set of
unit directions with

O1(x,A
⇀ ) :=


{−1}, if A

⇀ = ±J1([a, b]), a < b and x = ±a,
{+1}, if A

⇀ = ±J1([a, b]), a < b and x = ±b,
{±1}, if A

⇀ = J1({a}), a = b and x = a,
(15)

On(x,A
⇀ ) := {l ∈ Sn−1 : x ∈ ∗Πl

an
(Vn−1(

−−−−−→
An−1(l)))}, if n ≥ 2.(16)

At this stage some useful properties of the visualisation are presented. The
following proposition shows that the visualisation of an embedded convex set
A
⇀ equals the set itself and explains how its inverse −A

⇀ is visualised. Hereby,
each boundary point of A

⇀ is inverted, but keeps its orientation bundle.
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Proposition 2.5
(i) For any embedded directed set A

⇀ = Jn(A) one has the following formulas
for the visualisation:

(17) Vn(A⇀ ) = Pn(A⇀ ) ≡ A, Bn(A⇀ ) = ∂A, Mn(A⇀ ) = ∅

In particular, one obtains for the negative part and the orientation bundle:

(18) On(x,A
⇀ ) = {l ∈ Sn−1 : x ∈ Y (l, A)}, Nn(A⇀ ) =

{
{x}, if A = {x},
∅ otherwise.

since each boundary point x from A is an element of a suitable supporting face
Y (l, A).
(ii) The parts of the visualisation of the inverse of a set A

⇀ ∈
−→
Dn equal to:

Vn(−A
⇀ ) = 	Vn(A⇀ ), Bn(−A

⇀ ) =	Bn(A⇀ ),

Pn(−A
⇀ ) = 	Nn(A⇀ ), Nn(−A

⇀ )=	 Pn(A⇀ ), Mn(−A
⇀ ) = 	Mn(A⇀ ).

Furthermore, On(−x,−A
⇀ ) = On(x,A

⇀ ) for all x ∈ Bn(A⇀ ).

Proof : (i) See [BF01b, Theorem 3.8 (i),(ii)]. The formula for the orientation
bundle follows as in the proof of [BF01b, Proposition 3.8].
(ii) Follows immediately from the definitions, [BF01b, Proposition 2.5 (iv)] and
[BF01b, Proposition 3.16]. �

The difference of two embedded sets in C(Rn) includes in its visualisation
the geometric difference of the two sets.

Proposition 2.6 Let A
⇀ = Jn(A), B

⇀ = Jn(B) for given A,B ∈ C(Rn). Then,

Pn(A⇀ −B
⇀ ) = A−∗ B, Nn(A⇀ −B

⇀ ) = 	(B−∗ A) and Vn(A⇀ −B
⇀ ) 6= ∅.

Proof : Cf. [BF01b, Proposition 3.10] which also includes a more complex for-
mula for the mixed-type part. �

The visualisation (and, in particular, the boundary part) of a directed set is
always non-empty: either the convex or concave part are non-empty (except for
the degenerate case as for a point) or, if both are empty, the mixed-type part
is non-empty (see [BF01b, Proposition 3.4]).
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3 Derivatives

The images of convex-valued set-valued maps defined on I = [t0, T ] ⊂ R are
embedded into the Banach space

−→
Dn.

Definition 3.1 Let F : I ⇒ Rn be a convex-valued function, i.e. F (t) ∈ C(Rn)
for all t ∈ I. The embedded function F

⇀ is given by the composition

(19) F
⇀ := Jn ◦ F.

The usual notion of differentiability of functions having values in Banach spaces
will be applied to embedded convex-valued maps as in [BF01c].

Definition 3.2 A function F
⇀ : I →

−→
Dn is differentiable in t ∈ I, if the

following limit exists:

(20) D F
⇀ (t) := lim

h→0
t+h∈I

F
⇀ (t + h)− F

⇀ (t)
h

The directed set D F
⇀ (t) is called the derivative of F

⇀ at t. The derivatives Dk F
⇀

of higher order k ≥ 2 are defined recursively in the usual way. A convex-valued
function F : I ⇒ Rn is said to be directed differentiable in t, if its embedding
F
⇀ := Jn ◦ F is differentiable in this point.

As has been delineated in [BF01a, Per03], F
⇀ (t) can be described alternatively

as a vector of real-valued functions.
With the notation

(21) F
⇀ (t) =

(
F
⇀l

n−1(t), f
l
n(t)

)
l∈Sn−1

resembling (8), we state the differentiability formula for the components of a
directed set function. The norm in Definition 2.1 demands intrinsically a certain
uniformity within the limit (20) with respect to the parameter l ∈ Sn−1 for the
set function (21).

Proposition 3.3 If the map F
⇀ : I −→

−→
Dn is differentiable in t ∈ I, then both

components are differentiable in t uniformly in l ∈ Sn−1 and

(22) D F
⇀ (t) =

(
D F

⇀l
n−1(t),Df l

n(t)
)

l∈Sn−1

holds.

Proof : Recalling Definition 3.2 of the directed derivative, the limit

D F
⇀ (t) := lim

h→0
t+h∈I

F
⇀ (t + h)− F

⇀ (t)
h

becomes

lim
h→0

t+h∈I

(
F
⇀l

n−1(t + h)− F
⇀l

n−1(t)
h

,
f l

n(t + h)− f l
n(t)

h

)
l∈Sn−1

.(23)
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The limit (23) above corresponds to the limit of both components uniformly in
l ∈ Sn−1 as the norm (7) enforces. Hence, the two components in

(24)

 lim
h→0

t+h∈I

F
⇀l

n−1(t + h)− F
⇀l

n−1(t)
h

, lim
h→0

t+h∈I

f l
n(t + h)− f l

n(t)
h


l∈Sn−1

converge uniformly in l ∈ Sn−1 and the assertion follows. �
From the proof above, we understand that the uniformly differentiability

of both components implies the directed differentiability of the map F
⇀ . We

now present a central criterion for the directed differentiability of a convex-
valued function (refer to [Per07, Theorem 3.2.2]) that depends only on the
differentiability of the support function of the supporting face.

Proposition 3.4 (characterisation of smoothness) The convex-valued map
F (·) is directed differentiable in t ∈ I, if and only if the support function
δ∗(η,Y

(
l ,F (·)

)
) is differentiable in t in the classical sense uniformly in both

arguments l and η ∈ Sn−1.

Directed differentiability implies the smoothness of t 7→ δ∗(l ,F (t)) uniformly
in l ∈ Sn−1 which is very natural in the study of numerical methods for set-
valued quadrature methods (cf. [DF90, Vel89a, BL94b]), in the study of set-
valued Runge-Kutta methods (cf. [DF89, Vel89b, Vel92, BL94a, BL94b]) and in
set-valued interpolation (cf. [DF90, Lem95]).

Corollary 3.5 Suppose the convex-valued map F (·) is directed differentiable in
t ∈ I. Then, the support function δ∗(l ,F (·)) is differentiable in t in the classical
sense uniformly in l ∈ Sn−1.

Proof : Since δ∗(l ,Y (l ,F (·))) = δ∗(l ,F (·)), Proposition 3.4 can be applied. �
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4 Set-Valued Divided Differences

In the following, let I = [t0, T ] be a compact interval with t0 < T . By con-
vention, Θ ⊂ I will denote a k-grid of k + 1 points (θ0, . . . , θk), k ∈ N0, and
Θj the sub-grid of the first j + 1 elements of Θ, i.e. (θ0, . . . , θj). Θ \ Θj is the
complementary grid (θj+1, . . . , θk) of Θj in Θ.

For any map F
⇀ : R →

−→
Dn, its divided difference of order j with respect to

the k-grid Θ with pairwise disjoint nodes θi, i = 0, . . . , k, is recursively defined
in the usual manner (see e.g. [Dav75]) as in the following equations

F
⇀ [θi] := F

⇀ (θi),(25)

F
⇀ [θi, θi+1, . . . , θi+j ] :=

F
⇀ [θi+1, . . . , θi+j ]− F

⇀ [θi, . . . , θi+j−1]
θi+j − θi

(26)

for i = 0, . . . , k − j in (25)–(26) with j = 0 in (25) resp. j = 1, . . . , k in (26).
The following lemma is meant to highlight the component-wise representa-

tion of the divided differences defined in (25)–(26) in the spirit of (21).

Lemma 4.1 Let F
⇀ : I →

−→
Dn and Θ ⊂ I be a k-grid. Then, the divided

difference F
⇀ [Θ] has the following component-wise representation:

F
⇀ [Θ] =

(
F
⇀l

n−1[Θ], f l
n[Θ]

)
l∈Sn−1

Proof : We proceed per induction on the order j of the divided difference. For
j = 0 and i = 0, . . . , k, (25) yields trivially with Θ = (θi):

F
⇀ [Θ] = F

⇀ (θi) =
(
F
⇀l

n−1(θi), f l
n(θi)

)
l∈Sn−1

=
(
F
⇀l

n−1[Θ], f l
n[Θ]

)
l∈Sn−1

For j ≥ 1 and i = 0, . . . , k − j, the recursive setting (26) applied to the j-grid
Θ = (θi, θi+1, . . . , θi+j) can be rewritten as

F
⇀ [Θj ] =

F
⇀ [Θj \Θ0]− F

⇀ [Θj−1]
θi+j − θi

.

The inductive hypothesis and the operations in
−→
Dn finally yield

F
⇀ [Θj ] =

(
F
⇀l

n−1[Θ
j \Θ0], f l

n[Θj \Θ0]
)

l∈Sn−1

−
(
F
⇀l

n−1[Θ
j−1], f l

n[Θj−1]
)

l∈Sn−1

θi+j − θi

=

(
F
⇀l

n−1[Θ
j \Θ0]− F

⇀l
n−1[Θ

j−1]
θi+j − θi

,
f l

n[Θj \Θ0]− f l
n[Θj−1]

θi+j − θi

)
l∈Sn−1

= (F⇀l
n−1[Θ

j ], f l
n[Θj ])l∈Sn−1 .

�

4.1 Hermite-Genocchi Formula

We state and prove a central result concerning the representation of the divided
differences. In the case of a k-grid of pairwise disjoint points one has the equiv-
alence between the recursive definition given in (25)–(26) and a representation
through means of a Bochner integral involving a certain normalised spline.
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Theorem 4.2 Let Θ = (θ0, . . . , θk) ⊂ I be a k-grid consisting of pairwise dis-
joint points. If F

⇀ : I →
−→
Dn is k-times continuously directed-differentiable, then

(27) F
⇀ [Θ] =

1
k!

∫
I

M(t|Θ) Dk F
⇀ (t) dt

Proof : Cf. [Per07, Theorem 4.3.2] �
The Hermite-Genocchi Formula in (27) deserves some further comments.

First of all, the B-spline M(·|Θ) appears in Equation (27). In particular, the
function M(·|Θ) is the normalised B-spline with knots Θ and

(28)
∫

I

M(t|Θ) dt = 1

(see e.g. [de 01] or [PBP02]). Hereby, k ∈ N0 denotes the polynomial order of the
spline and j denotes the index of the support [θj , θj+k] of M(·|Θ). An extensive
treatment of B-splines and its properties can be found e.g. in [CRE01, Chapter
6], [PBP02, Section 5.4 & 5.9], [de 76] or [de 01, Chapter IX]. Evidently, the
support of the spline M(·|Θ) is included in the convex hull co(Θ). Moreover,
the integral on the right-hand in (27) is a Bochner integral, as introduced in
[Boc33, HP74], because the right-hand side of (27) takes values in the Banach
space

−→
Dn.

Due to Theorem 4.2, it is possible under certain assumptions to derive imme-
diately some useful properties of divided differences by (27), in particular: the
independence from the ordering of the knots in Θ; its continuity with respect
to Θ; its meaning for collapsing points. Notice that the right-hand side of (27)
could alternatively be rewritten as:∫

Σk

Dk F
⇀
(
θ0 + (θ1 − θ0)σ1 + · · ·+ (θk − θ0)σk

)
dσ

Hereby, Σk denotes the simplex
{

(σ1, . . . , σk) | σ1, . . . , σk ≥ 0 ,
∑k

i=1 σi ≤ 1
}

.
For further details, one may see [Pet02, Fil04].

4.2 Estimates for the Divided Differences

Proposition 4.3 Let F : I →
−→
Dn and Θ ⊂ I be a k-grid of different points. If

F is k-times continuously directed-differentiable on I, then the estimate for the
k-th divided difference is given by

(29)
∥∥F

⇀ [Θ]
∥∥ ≤ 1

k!
· sup

θ∈[θ0,θk]

‖Dk F
⇀ (θ)‖.

The reader should be aware that there are several possibilities for proving the
statement. One short proof uses Theorem 4.2 (the Hermite-Genocchi formula)
and the normalisation property (28). Another way would be an induction on
the space dimension n. For n = 1, the statement is well-known for real-valued
functions; for n ≥ 2, Lemma 4.1 allows to study the two component functions
separately. The argument for the second component is the same as for n = 1,
the inductive assumption helps for the first component. This general approach
is valid for many proofs in connection with directed sets.
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The approach in the proof of [Per07, Theorem 4.3.2] consists in applying an
induction per k (the order of the divided difference) and to use the recurrence
formula for the derivative of the B-spline Nk

j (·) involved in the definition of
M(·|Θ) to establish the statement. In [DF90, Fil04] a different idea for the
proofs has been persued instead. Basically, the scalarisation of the functions
taking their values in Banach spaces by functionals allow to apply well-known
results for real-valued functions. Finally, the separation of points by functionals
is exploited to finish the proofs. In [Pet02] the restriction to finite-dimensional
subspaces containing interpolation points plays a mayor role.

4.3 Coinciding Points

The limiting process, i.e. collapsing nodes in the k-grid of the interpolation data,
is studied in the next proposition. It guarantees a continuity property of the
divided differences generalising the real-valued result, e.g. in [DH03].

Proposition 4.4 Assume F
⇀ : I −→

−→
Dn to be k-times continuously differen-

tiable at θ ∈ I. Furthermore, assume that the nodes θj, j = 0, . . . , k, from the
k-grids Θ in the following limit are all different. Then:

(30) lim
θj→θ
0≤j≤k

F
⇀ [Θ] =

1
k!
·Dk F

⇀ (θ)

Moreover, for any ε > 0 there exists a δ = δ(ε) > 0 depending on the continuity
modulus of Dk F

⇀ (·) such that for all k-grids Θ with different nodes θj, j =
0, . . . , k, and |θj − θ| ≤ δ it follows that

(31) ‖F
⇀ [Θ]− 1

k!
·Dk F

⇀ (θ)‖ ≤ ε.

Proof : We shall proceed by induction on n.
For n = 1, Proposition 3.3 shows that f l

1(·) is k-times continuously differen-
tiable in θ uniformly in l ∈ Sn−1. Since this function is real-valued, we already
know that

lim
θj→θ
0≤j≤k

f l
1[Θ] =

1
k!
· dk

dtk
f l
1(θ).

Additionally, for each l ∈ S0 there exists ξl ∈ co{θ0, . . . , θk} with

f l
1[Θ] =

1
k!
· dk

dtk
f l
1(ξ

l).

Since the k-th derivative of F
⇀ (·) is continuous, there exists δ = δ(Dk F

⇀ ) > 0
such that for all θj ∈ [θ − δ, θ + δ] ∩ I it follows that

| d
k

dtk
f l
1(ξ

l)− dk

dtk
f l
1(θ)| ≤ ‖Dk F

⇀ (ξl)−Dk F
⇀ (θ)‖ ≤ k! · ε,(32)

because ξl is a convex combination of two nodes from Θ; δ depends only on k! ·ε
and on the continuity modulus of Dk F

⇀ (·).
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Now, let n ≥ 2. Proposition 3.3 shows that f l
n(·) and F

⇀l
n−1(·) are k-times

continuously differentiable in θ uniformly in l ∈ Sn−1. Because of the inductive
assumption and the fact that f l

n(·) is real-valued it follows that

lim
θj→θ
0≤j≤k

F
⇀l

n−1[Θ] =
1
k!
·Dk F

⇀l
n−1(θ), lim

θj→θ
0≤j≤k

f l
n[Θ] =

1
k!
· dk

dtk
f l

n(θ).

The uniformity (with respect to l ∈ Sn−1) of the limits above is not yet evident.
Moreover, the choice of δ(Dk F

⇀l
n−1) in (32) seems to depend on the continuity

modulus of each function Dk F
⇀l

n−1(·). Since

max
{
‖Dk F

⇀l
n−1(θj)−Dk F

⇀l
n−1(θ)‖,

∣∣∣ dk

dtk
f l

n(θj)−
dk

dtk
f l

n(θ)
∣∣∣ }

≤‖Dk F
⇀ (θj)−Dk F

⇀ (θ)‖,

the inductive assumption can be exploited, δ(Dk F
⇀l

n−1) depends only on k! · ε
and on the continuity modulus of Dk F

⇀ (·) for each l ∈ Sn−1. For the second
component function that is real-valued we can proceed as for n = 1; in fact, the
argument with the continuity modulus can be repeated also here. Hence, the
convergence is indeed uniformly in l ∈ Sn−1. Finally,

lim
θj→θ
0≤j≤k

F
⇀ [Θ] =

(
lim

θj→θ
0≤j≤k

F
⇀l

n−1[Θ], lim
θj→θ
0≤j≤k

f l
n[Θ]

)
l∈Sn−1

=
( 1

k!
·Dk F

⇀l
n−1(θ),

1
k!
· dk

dtk
f l

n(θ)
)

l∈Sn−1

=
1
k!
·Dk F

⇀ (θ).

�

Remark 4.5 For pairwise-disjoint grid points, we define the divided differences
by means of (25)–(26). Equation (30) in Proposition 4.4 allows us to give a
definition for the divided differences in the case that all grid points coincide.
Otherwise, i.e. if only some grid points coincide, the recursive definition in (26)
can still be applied for the definition. Moreover, Proposition 4.3 remains valid
also in the case that all or some grid points coincide.

At this stage all tools for introducing an interpolating map have been estab-
lished.
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5 The (Kergin) Interpolating Map

The following convention is introduced. Suppose that among the k + 1 points
θ0, . . . , θk ∈ I = [t0, T ] only m + 1, say θ̂0, . . . , θ̂m, are distinct. Let θi occur in
the list of points µi ≥ 1 times so that k :=

∑m
i=0 µi − 1, i.e.

(33) Θ :=
(
θ0, θ1, . . . , θk

)
:=
(

θ̂0, . . . , θ̂0︸ ︷︷ ︸
µ0

, . . . , θ̂i, . . . , θ̂i︸ ︷︷ ︸
µi

, . . . , θ̂m, . . . , θ̂m︸ ︷︷ ︸
µm

)

Then, the (Hermite) interpolating map (that we will designate by KΘ F
⇀ ) for a

(µ− 1)-times differentiable function F
⇀ : I →

−→
Dn with µ := maxi=0,...,m µi de-

termines the (Hermite) polynomial map, for which the interpolation conditions

(34) Di
(
KΘ F

⇀ )
(θ̂j) = Di F

⇀ (θ̂j) (i = 0, . . . , µj − 1, j = 0, . . . ,m)

hold.
The interpolation property in the following proposition is well-known (cf.

[Pre71, Theorems 4.3 and 5.2], [DF90], [Pet02, Theorem 1], and [Fil04, Theorem
5.7]) and generalises, cf. [DH03, Theorem 7.6], to the set-valued case. Hereby,
the interpolation approach propagates to the components of the directed set
function so that the interpolating map is always polynomial with respect to t.

Proposition 5.1 Let Θ ⊂ I be the k-grid in (33) and F
⇀ : I −→

−→
Dn be (µ−1)-

times continuously differentiable in I with µ := maxi=0,...,m µi.
Then, the polynomial map

KΘ F
⇀ : I →

−→
Dn

of degree less or equal to k interpolating F on the k-grid Θ with conditions (34),
is given by

(35)
(
KΘ F

⇀ )
(t) :=

k∑
j=0

ωj−1
Θ (t) · F⇀ [Θj ].

Hereby, ωj−1
Θ (t) =

∏j−1
i=0 (t − θi), j = 0, . . . , k. The map above exhibits the

following component-wise representation:

(36) KΘ F
⇀ ≡

(
KΘ F

⇀l
n−1,KΘf l

n

)
l∈Sn−1

Proof : Denote KΘ F
⇀ (t) with H

⇀ (t). First of all, Lemma 4.1 shows that

H
⇀ l

n−1(t) =
k∑

j=0

ωj−1
Θ (t) · F⇀ l

n−1[Θ
j ](37)

and

hl
n(t) =

k∑
j=0

ωj−1
Θ (t) · f l

n[Θj ].(38)
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Proposition 3.3 allows to rewrite the interpolation conditions in (34) as

Di
(
H
⇀ l

n−1

)
(θ̂j) = Di F

⇀ l
n−1(θ̂j),

di

dti
hl

n(θ̂j) =
di

dti
f l

n(θ̂j)

for i = 0, . . . ,mj − 1, j = 0, . . . ,m.
At this stage we proceed per induction on n.
n = 1: The uniqueness result for real-valued Hermite interpolation shows

that hl
1 = KΘf l

1.
Similarly, for n ≥ 2 one may immediately show that hl

n = KΘf l
n. The

inductive assumption shows that H
⇀ l

n−1 = KΘ F
⇀l

n−1. Hence, (36) follows from
(37)–(38). �

The term KΘ F
⇀ respectively KΘ F

⇀l
n−1 is the Kergin interpolating map in a

Banach space (i.e.
−→
Dn respectively

−→
Dn−1; refer to [Pet02, Fil04]); KΘf l

n is the
well-known real-valued (Kergin) interpolating map (see e.g. [Ker80]). The map
in (35) is a polynomial with values in a Banach space in the sense of [Pre71,
Section 2], [DF90, Definition 2] and [Fil04, Section 2].

After having introduced an interpolating map, we focus on deriving estimates
for the interpolation error. We will designate by R⇀Θ the remainder term; it acts
component-wise because of Proposition 5.1. Thus:

R⇀Θ = F
⇀ − KΘ F

⇀ =
(
R⇀ l

Θ,n−1, r
l
Θ,n

)
l∈Sn−1

,(39)

where

R⇀ l
Θ,n−1 = F

⇀ l
n−1 −KΘ F

⇀l
n−1, rl

Θ,n = f l
n −KΘf l

n (l ∈ Sn−1).

Variants of the following Proposition 5.2 are already known. The error repre-
sentation presented in (41) is proved in [Fil04, Theorem 6.1] and used in [Fil04,
Theorem 6.2] to show an error estimate for the more restrictive class of holomor-
phic functions. For an estimation with the modulus of smoothness for Lagrange
interpolation and another embedding of C(Rn) into a vector space under weaker
smoothness assumptions, see [DF90, Corollary 3].

Proposition 5.2 Let F
⇀ : I −→

−→
Dn be (k+1)-times continuously differentiable

and k =
(∑m

j=0 µj

)
− 1. Then the following error estimate holds for t ∈ I:

(40) ‖R⇀Θ(t)‖ ≤ 1
(k + 1)!

·max
τ∈I

‖Dk+1 F
⇀ (τ)‖ ·

m∏
j=0

|t− θ̂j |µj

Proof : With R⇀Θ as in (39) one has as in [Pet02, Lemma 2]:

R⇀Θ(t) = ωk
(Θ,t)(t) · F

⇀ [(Θ, t)], ωk
(Θ,t)(t) =

m∏
j=0

(t− θ̂j)µj(41)

Now, Proposition 4.3 together with Remark 4.5 yields the assertion. �
The next two results represent generalisations of the real-valued case. Other

error estimates known for real-valued functions could be transferred to
−→
Dn in

a similar manner. The first estimation (cf. [Kan74, Satz 3] for the real-valued
case) provides an estimate for the interpolation error of the derivatives up to
order (k + 1).
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Lemma 5.3 Let F
⇀ : I −→

−→
Dn be (k + 1)-times continuously differentiable.

Then, the following error estimate holds for j = 0, . . . , k + 1 and t ∈ I:

‖Dj F
⇀ (t)−Dj

(
KΘ F

⇀ )
(t)‖

≤ 1
(k + 1− j)!

·max
τ∈I

‖Dk+1 F
⇀ (τ)‖ ·

k−j∏
i=0

max
{
|t− θi|, |t− θi+j |

}
Proof : We shall start with n ≥ 2, since the real-valued case is known for n = 1,
and set H

⇀ (t) := KΘ F
⇀ (t).

We begin with estimating the second component of F
⇀ −H

⇀ by [Kan74, Satz
3]. Thus:

| d
j

dtj
f l

n(t)− dj

dtj
hl

n(t)|

≤ 1
(k + 1− j)!

· ‖ dk+1

dtk+1
f l

n‖∞ ·
k−j∏
i=0

max
{
|t− θi|, |t− θi+j |

}
(42)

for j = 0, . . . , k + 1 and l ∈ Sn−1. Concerning the first component, one obtains
with the inductive assumption:

|Dj F
⇀l

n−1(t)−Dk+1 H
⇀l

n−1(t)|

≤ 1
(k + 1− j)!

· ‖Dk+1 F
⇀l

n−1‖∞ ·
k−j∏
i=0

max
{
|t− θi|, |t− θi+j |

}
.(43)

Since the estimate

max
{
‖Dk+1 F

⇀l
n−1‖∞ ,

∥∥∥ dk+1

dtk+1
f l

n

∥∥∥
∞

}
≤ ‖Dk+1 F

⇀ ‖∞

in (42)–(43) holds, the assertion follows. �
Consider a fixed step-size h = T−t0

N , N ∈ N, and the knot-grid θ̂i := t0+ih ∈
I = [t0, T ], i = 0, . . . , N . Set

Θi := (θ̂i, . . . , θ̂i︸ ︷︷ ︸
µ

, θ̂i+1, . . . , θ̂i+1︸ ︷︷ ︸
µ

),

Ii := [θ̂i, θ̂i+1] and denote with H
⇀ the piecewise defined map consisting of

Hermite interpolating maps Hi
⇀ on Ii for i = 0, . . . , N with polynomial order

2µ− 1, µ = µ0 = µ1; thus: m = 1, k = 2µ− 1 in (33) and

KΘi F
⇀
|Ii

= Hi
⇀

.

Following the idea of the proof of [BSV68, Theorem 2], we formulate the follow-
ing estimation for the set-valued piecewise Hermite interpolation.

Corollary 5.4 Assume F
⇀ : I →

−→
Dn to be (2µ)-times continuously differen-

tiable. Then, the following error estimate holds for the piecewise Hermite in-
terpolation with polynomial order 2µ− 1 and step-size h defined above for t ∈ I
and derivatives of order j = 0, . . . , µ− 1:

(44) ‖Dj F
⇀ (t)−Dj H

⇀ (t)‖ ≤ 1
(2µ− j)!

·max
τ∈I

‖D2µ F
⇀ (τ)‖ · h2µ−j

16



Proof : Lemma 5.3 can be applied on Ii for j = 0, . . . , 2µ yielding

‖Dj F
⇀ (t)−Dj H

⇀ (t)‖ = ‖Dj F
⇀ (t)−Dj Hi

⇀ (t)‖

≤ 1
(2µ− j)!

·max
τ∈I

‖D2µ F
⇀ (τ)‖ ·

2µ−j−1∏
ν=0

max
{
|t− θi,ν |, |t− θi,ν+j |

}
≤ 1

(2µ− j)!
·max

τ∈I
‖D2µ F

⇀ (τ)‖ · h2µ−j ,

where

θi,ν =

{
θ̂i for ν = 0, . . . , µ− 1,
θ̂i+1 for ν = µ, . . . , 2µ− 1.

Notice that H
⇀ is (µ − 1)-times continuously differentiable on I, having the

following conditions to hold for i = 0, . . . , N − 1:

Dj H
⇀ (θ̂i) = Dj F

⇀ (θ̂i) and Dj H
⇀ (θ̂i+1) = Dj F

⇀ (θ̂i+1) (j = 0, . . . , µ− 1)

Hence, the global estimation on I is valid only for j = 0, . . . , µ− 1. �
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6 Connections to Other Approaches

Consider t ∈ I and the representation of the images of a convex-valued map
F : I =⇒ Rn through means of the support function:

(45) F (t) =
⋂

l∈Sn−1

{
x ∈ Rn | 〈l, x〉 ≤ δl(t)

}
Hereby, we set δl(t) := δ∗(l ,F (t)) for simpleness of notation.

In [Lem95], polynomial interpolation of δl for every l ∈ Sn−1 underlies the
following set-valued approximation of F (t):

(46)
(
LΘF

)
(t) :=

⋂
l∈Sn−1

{
x ∈ Rn | 〈l, x〉 ≤

(
KΘδl

)
(t)
}

Notice that LΘF may result in an empty set for some t; in fact, l 7→ KΘδl(t)
might not be convex and thus, may not be a support function of (LΘF

)
(t).

Before discussing the connection to the approach with the directed sets, we
notice that Proposition 5.1 holds true in particular for the embedding of any
sufficiently smooth (in the directed sense) convex-valued map F : I ⇒ Rn.
The specialisation for this case yields as one component the (Kergin) inter-
polation of the support function as in [Lem95], but takes into account also
lower-dimensional projections of support faces.

Corollary 6.1 Consider Θ ⊂ I and µ as in Proposition 5.1. Let F : I ⇒ Rn be
a convex-valued function and F

⇀ denote its embedding. If F is assumed (µ−1)-
times directed-differentiable, then the (Kergin) interpolating map equals

(47) KΘ F
⇀ =

(
KΘ F

⇀l
n−1,KΘ δ∗(l ,F (·))

)
l∈Sn−1

with F
⇀l

n−1(t) = Jn−1

(
Πl

δ∗(·,F(t))(Y (l, F (t))
)
.

We underline the fact that the second component in (47) reads(
KΘδl

)
(t) = δl[θ0] +

(
δl[θ0, θ1]

)
· (t− θ0)

+
(
δl[θ0, θ1, θ2]

)
· (t− θ0)(t− θ1) + . . .

+
(
δl[θ0, . . . , θk]

)
· (t− θ0) (t− θ1) · · · (t− θk−2) (t− θk−1)

for every l ∈ Sn−1, i.e. coincides with the Newton form of the interpolating
polynomial to δl(·) with nodes Θ. By writing KΘδl in its Lagrange form and
by sorting out the negative weights, we obtain(

KΘδl
)
(t) =

∑
j:`j(t)≥0

`j(t)δl(θj)−
∑

j:`j(t)<0

|`j(t)| · δl(θj)

with the Lagrange polynomials

`j(t) =
∏

ν=0,...,k
ν 6=j

t− θν

θj − θν
, j = 0, . . . , k.
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It becomes hence evident that LΘF corresponds to the geometric difference(
LΘF

)
(t) = C(t)−∗ D(t) = Pn

(
Jn(C(t))− Jn(D(t))

)
,

where we have used the notation of Subsection 2.1 and 2.3 and have introduced
the two set-valued maps

C(t) =
∑

j:`j(t)≥0

`j(t)F (θj) and D(t) =
∑

j:`j(t)<0

|`j(t)| · F (θj) ∈ C(Rn).

As a consequence of (14) and Proposition 2.6, interpolation with the di-
rected sets yields actually a “super-map” of the approach as in [Lem95], when
visualising the values of the interpolating map. This fact is summarised in the
following proposition.

Proposition 6.2 Let F : I ⇒ Rn be a convex-valued function and assume that
all conditions in Corollary 6.1 hold. Then:

(48)
(
LΘF

)
(t) = Pn

((
KΘ F

⇀ )
(t)
)
⊆ Vn

((
KΘ F

⇀ )
(t)
)
6= ∅

for every t ∈ I.

Since the convex part of a directed set may be empty, conditions on the set-
valued map F are required in [Lem95, Corollary 2.5] to achieve non-emptiness
of the images of the interpolating map LΘF . The following proposition recalls
both these conditions and [Lem95, Lemma 2.6].

Proposition 6.3 Let Θ = (θ0, . . . , θk) ⊂ I be a k-grid consisting of pairwise
disjoint points and F : I ⇒

−→
Dn be a convex-valued map. For t ∈ I, set

ε(t) := sup
l∈Sn−1

|δl(t)−
(
KΘδl

)
(t)|,

c(t) := max
l∈Sn−1

(
KΘδl

)
(t)

Then, the following error estimates hold for the two possible cases below:
(i) If δ∗(l , (LΘF )(t)) = KΘδl(t), then

dH

(
F (t),

(
LΘF

)
(t)
)

= ε(t).

(ii) Otherwise if δ∗(l , (LΘF )(t)) < KΘδl(t), then we assume additionally the
existence of a ball Br(t)(m(t)) with centre m(t) ∈ Rn and radius r(t) > 0 that is
contained entirely in the image F (t) as well as that the error fulfills 0 < ε(t) <
r(t). Then,

dH

(
F (t),

(
LΘF

)
(t)
)
≤ 2c(t)

r(t)− ε(t)
· ε(t).

Because of the conditions expressed above, the difference of the two support
functions of F (t) respectively of

(
LΘF

)
(t) can be estimated through means of

the difference δl(t)−
(
KΘδl

)
(t); it also tells us that

(
LΘF

)
(t) is non-empty.

We notice that in [Lem95] the support function δ∗(l ,F (·)) of each image
F (t) ∈ C(Rn) is interpolated polynomially. Nevertheless, the interpolating map
as a whole is not, in general, polynomial as a set-valued function (with respect to
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the parameter t) like in the approach with directed sets. In the latter approach,
the first component leading back to the supporting face is considered in view of
Corollary 6.1 and interpolated as well. Since

−→
Dn is a Banach space (which also

offers a visualisation for all directed sets), the values of the interpolating function(
KΘ F

⇀ )
(t) = Jn(C(t)) − Jn(D(t)) always have a non-empty visualisation by

Proposition 2.6. Therefore, an interior ball condition as in (ii) of the above
proposition is not necessary.

Remark 6.4 Piecewise constant and linear set-valued interpolation (cf. [Vit79,
Art89, Nik90a, Nik90b, Nik93, Mar93, MA96, MPSS96, Nik90a, Nik90b]) are
special cases of the Kergin interpolation with directed sets as introduced in Sec-
tion 5. For the embedded function F

⇀ (t) = Jn(F (t)) and a k-grid Θ with k ≤ 1
different points, it follows that:

(
KΘ F

⇀ )
(t) =

{
F
⇀ (θ0) if k = 0,

F
⇀ (θ0) + (t− θ0) · 1

θ1−θ0
·
(
F
⇀ (θ1)− F

⇀ (θ0)
)

if k = 1

=

{
Jn(F (θ0)) if k = 0,

Jn

((
θ1−t

θ1−θ0
· F (θ0) + t−θ0

θ1−θ0
· F (θ1)

))
if k = 1.

In both cases, k = 0, 1, the interpolation of F
⇀ (·) coincides with the usual set-

valued interpolation because of Proposition 2.5(i), i.e.

Vn

((
KΘ F

⇀ )
(t)
)

=
(
LΘF

)
(t) =

{
F (θ0) if k = 0,
θ1−t

θ1−θ0
· F (θ0) + t−θ0

θ1−θ0
· F (θ1) if k = 1.

Clearly,
(
KΘδl

)
(t) is the support function of

(
LΘF

)
(t) in these two cases.
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7 Numerical Tests

The computations presented in this section aim to corroborate the theory shown
so far; in particular, the interest is focused on the order of convergence. Similar
computations for polynomial interpolation have been already performed with
the aid of the software tool SVUPI, a C++ collection of classes in [Per07].

In all the presented examples , the function F is sufficiently often directed-
differentiable on the interval [0, 1]; this fact follows from easy calculations of the
embedding. Furthermore, in Examples 7.2–7.4 the additional geometric condi-
tions of Proposition 6.3(ii) are satisfied, especially the existence of an interior
ball with a uniform radius for all images of the set-valued map F . As Proposition
5.2 demonstrates and Example 7.1 shows inter alia, no particular geometrical
conditions on F have to be assumed for guaranteeing the order of convergence,
since the visualisation is always non-empty for directed sets (cf. Proposition
6.2).

The computations are performed taking into account a discrete set of di-
rections. The perturbation analysis with respect to the finite number of unit
directions (instead of for all unit directions) is discussed in [Per07, Section 6.1].
The analysis profits from the equivalence between the norm in the space of
directed sets and the Demyanov-distance, cf. [BF01a].

In the first four examples, the derivative at the boundary points are depicted.
We shall also notice that the interpolating map actually matches F within plot
precision.

Example 7.1 We interpolate the set-valued map F : [0, 1] =⇒ R2 given by
F (t) = t5 · [−1, 1]2. The unit square is scaled by a function with non-negative
derivative, cf. left picture in Figure 1. Hence, D F

⇀ (t) = 5 · t4 · J2([−1, 1]2);
the values of the derivative consist of embedded convex sets with outer normals,
cf. the middle respectively the right picture in the same figure. Incidentally,
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Figure 1: Funnel of F (·) and derivative data D
−→
F (0) and D

−→
F (1)

notice that F violates the geometrical condition mentioned above, since there is
no interior of F (t) at time t = 0.
For the Hermite interpolation nodes Θ = (0, 1), µi = 2, i = 0, 1, and the test
points τi = i

10 , i = 0, . . . , 10, we get the following error estimate for the Hermite
interpolation polynomial

−→
H3(·) of degree 3:

max
i=0,...,10

‖
−→
F (τi)−

−→
H3(τi)‖ = 0.0489
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Example 7.2 We interpolate the set-valued map F : [0, 1] =⇒ R2 given by
F (t) = e−t · B(0, 1), cf. Figure 2. The scaling function for the Euclidean unit
ball has negative derivative, so that the values D F

⇀ (t) = −e−t · J2(B(0, 1)) of
the derivative consist of inverses of embedded convex sets with inner normals,
cf. the same figure. Nevertheless, the values of the interpolating polynomial
have as visualisation only convex images. For the same Hermite interpolating
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Figure 2: Funnel of F (·) and derivative data D
−→
F (0) and D

−→
F (1)

polynomial and the test points τi as in Example 7.1, we obtain the following
error estimate:

max
i=0,...,10

‖
−→
F (τi)−

−→
H3(τi)‖ = 0.00161

Notice that, although the visualisations are concave, the overall result is
convex. In the examples now following, attention is focused on the order of
convergence.

Example 7.3 The convex-valued function F (with its funnel and two function
values depicted in Figure 3) to be interpolated reads:

(49) F : [0, 1] =⇒ R2 : t 7→ et · [−1, 1]2 +
1
2
e−t ·B(0, 1)

Passing on to the embedding, its expression reads:
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Figure 3: Funnel of F (·) and data
−→
F (0) and

−→
F (1)

F
⇀ (t) = et · J2

(
[−1, 1]2

)
+

1
2
e−t · J2

(
B(0, 1)

)
,

D F
⇀ (t) = et · J2

(
[−1, 1]2

)
− 1

2
e−t · J2

(
B(0, 1)

)
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Figure 4: derivative data D
−→
F (0) and D

−→
F (1)

As shown in Figure 4, the derivative involves differences of embedded sets with
a nonempty convex and mixed-type part in their visualisation.

Let us apply the Hermite interpolation piecewise on subintervals Ii = [θ̂i, θ̂i+1]
where θ̂i = i

Nk
with i = 0, 1, . . . , Nk = 2k, multiplicities µi = 2, i = 0, 1, and

k = 0, 1, . . . , 5. We shall test the theoretical result of Corollary 5.4. Herefore,
test points τj = j

M , j = 0, 1, . . . ,M , with M = 10 ·25 = 320 are used to evaluate
the error

εk = max
j=0,...,M

‖
−→
F (τj)−

−→
H3(τj)‖

obtaining the results as in Table 1.

number of maximal
subintervals Nk error εk

1 6.982005e-03
2 5.280388e-04
4 3.666896e-05
8 2.421134e-06

16 1.556075e-07
32 9.863408e-09

Table 1: maximal error on test points for piecewise Hermite interpolation

The least square approximation of the logarithmic error bound log(C · hp)
in Table 1 with the unknown parameters log(C) and p yields the values C =
1.007620 and p = 3.893485. This last value is very close to the expected (theo-
retical) value 4.0.

We highlight that in Example 7.2 the relation F (t1) ⊇ F (t2) holds for any
t1 ≤ t2, therefore the visualised derivative D F

⇀ (·) contains the concave part,
whereas in Examples 7.1 and 7.3 the other inclusion F (t1) ⊆ F (t2) holds so that
the convex part appears in the visualisation of the derivative.
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Example 7.4 (cf. [Per07, Section 6.2.2]) In the following example a rotat-
ing ellipsoid E is considered. We set I = [0, 1], c = (0, 0),

Q =
(

4 0
0 1

)
and, finally, R(t) =

(
cos(π

2 · t) − sin(π
2 · t)

sin(π
2 · t) cos(π

2 · t)

)
The function then reads:

F (t) = R(t) · E(c,Q), E(c,Q) = {x ∈ Rn : 〈x,Q−1x〉 ≤ 1}

and its embedding is:

−→
F (t) = J2(R(t) · E(c,Q))

The images of the set-valued map are strongly convex which results in a smooth
case. Although the derivative has an empty convex and concave visualisation
part, cf. Figure 5, its interpolant still has only convex images (which are no
longer ellipsoids).
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Figure 5: Funnel of F (·) and derivative data D
−→
F (0) and D

−→
F (1)

The Hermite interpolation polynomial is computed around the point 0.5 for
shrinking intervals [0.5 − hk

2 , 0.5 + hk

2 ], hk = 10−k, k = 0, 1, 2, 3, obtaining the
results presented in Table 2. Clearly, the theoretical expected order of conver-
gence 4 is achieved. The least square approximation of the logarithmic error

interval for maximal
interpolation error εk

[0.0, 1.0] 5.740347e-01
[0.45, 0.55] 2.754315e-04

[0.495, 0.505] 2.838795e-08
[0.4995, 0.5005] 2.840173e-12

Table 2: maximal error for the Hermite interpolation at τ = 0.5

bound log(C · hp) in Table 2 with the unknown parameters log(C) and p yields
the values C = 2.499332 and p = 3.790366. This value for p is close to the
expected (theoretical) value 4.0. Only the first value for ε0 in Table 2 is a rather
good starting value for the error and disturbs slightly the gain of 4 digits after
each step.
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In Figure 6, the values F (τi) of the original function and the values of the
interpolant

−→
H3(τi) in [0, 1] are compared for τi = i · 0.2, i = 1, 2, 3, 4 (shown in

clockwise order for increasing index i); only for the values of
−→
H3(·), the corre-

sponding normals are plotted. The interpolation achieves a good approximation
of the original function.
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Figure 6: comparison of the intermediate values F (τi) and
−→
H3(τi), i = 1, . . . , 4

Example 7.5 An expanding ball moving along a curve c(t) = (x(t), y(t)) for
t ∈ I originates the convex-valued map:

(50) F : [0,
4
√

3] =⇒ R2 : t 7→ Br(t)(c(t))

where r(t) = 1
4 (cos(2π(t + t0)/t0) + 1), x(t) = t4− 1, y(t) = t5− t and t0 = 4

√
3.

We notice straight away that this is a smooth example by rewriting it as a sum
of a scaled ball and a vector:

(51) F (t) = r(t)B1(0) + c(t)

which allows us to directly obtain the expression for its embedding and the its
directed derivative

(52)
−→
F (t) = r(t) · Jn(B1(0)) + Jn(c(t)),
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since the radius r(t) ≥ 0. The derivative equals

(53) Dµ−→F (t) = Dµr(t) · Jn(B1(0)) + Jn(Dµc(t))

and is either an embedded ball or its inverse, depending on the sign of Dµr(t).
The derivative at the left and right endpoint of I is the embedded origin.

The error estimate on a test grid τi := 0.1 · i · t0 for i = 0, 1, ..., 10 delivers:

(54) max
i=0,...,10

‖
−→
F (τi)−

−→
H3(τi)‖ = 0.6447253

This is a rather good accuracy, considering that the Hermite interpolating poly-
nomial has only polynomial degree 3 and the enlargement of the sets as well as
the 2D-movement of

−→
F (·) in the phase space changes rapidly, cf. Figure 7.
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Figure 7: interpolated 2D-movement evaluated at the test points (τi)i=0,1,...,10

In Figure 8, the linear, quadratic and Hermite interpolation of degree 3
(starting from the top to the bottom) are compared with the original function.
In the left column, the 2D-movement in the phase space can be seen, whereas in
the right column the t-y-projection of the interpolation polynomial is shown.

For this example, the error ε = max
i=0,...,10

‖
−→
F (τi)−

−→
P (τi)‖ is calculated on the

test grid for the various interpolation polynomials. The results are gathered in

type of interpolation maximal error ε
linear 2.559469

quadratic 0.808878
Hermite 0.644725

Table 3: maximal error on test points for various interpolation polynomials

Table 3 and Figure 8. The best result is obtained by the Hermite interpolation.
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Figure 8: the linear, quadratic, Hermite interpolation and the original map
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Conclusions

The Hermite interpolation of set-valued maps with the help of directed sets
produces, as shown in the examples, good approximations to the original map.
The derivatives and the interpolating polynomials which involve differences of
embedded convex sets or their limits deliver very reasonable results. Although
the derivative data at the left and right endpoints in the examples could be
inverse to embedded convex sets or could even have nonconvex visualisation
parts, the Hermite interpolation polynomial has as values always embedded
convex images. These facts are by no means to be expected in the general case;
the simple examples are chosen to produce those results and to demonstrate the
possibilities of this approach with directed sets. For the simple case of constant
and linear interpolation, it coincides with the usual set-valued interpolation;
for higher polynomial degree it contains the interpolation based on support
functions and on the geometric difference. In contrast to the latter approach,
the images of the (directed) interpolation polynomial are always nonempty. In
any case, the software that was used to perform the calculations also works if
the interpolant has nonconvex visualisation parts.

Another advantage besides the visualisation is represented by the space of
directed sets itself. It is a Banach space and is based on a recursive principle
so that it is straight forward to carry over theoretical results from real-valued
functions to the set-valued case, as for error estimates on the derivatives of the
function and of its interpolant as well as for piecewise interpolation.

Acknowledgements: This work was partially supported by the Hausdorff
Research Institute for Mathematics, Bonn within the HIM Junior Semester
Program “Computational Mathematics” in February–April 2008.

28



References

[Art89] Z. Artstein. Piecewise Linear Approximation of Set-Valued Maps.
J. Approx. Theory, 56(1):41–47, 1989.

[BB04] B. J. C. Baxter and R. Brummelhuis. Exponential Brownian motion
and divided differences. Cambridge NA Report no. 06, Department
of Applied Mathematics and Theoretical Physics, University of Cam-
bridge, Cambridge, 2004.

[BF99] R. Baier and E. Farkhi. Directed Sets and Differences of Convex
Compact Sets. In Systems modelling and optimization, Proceedings
of the 18th IFIP TC7 Conference held in Detroit, Michigan, July
22–25, 1997, volume 396 of Research Notes in Mathematics, pages
135–143, Boca Raton–London–New York–Washington, D.C., 1999.
Chapman and Hall/CRC.

[BF01a] R. Baier and E. Farkhi. Differences of Convex Compact Sets in the
Space of Directed Sets, Part I: The Space of Directed Sets. Set-
Valued Anal., 9(3):217–245, 2001.

[BF01b] R. Baier and E. Farkhi. Differences of Convex Compact Sets in
the Space of Directed Sets, Part II: Visualization of Directed Sets.
Set-Valued Anal., 9(3):247–272, 2001.

[BF01c] R. Baier and E. Farkhi. Directed Derivatives of Convex Compact-
Valued Mappings. In N. Hadjisavvas and P. M. Pardalos, editors,
Advances in Convex Analysis and Global Optimization: Honoring
the Memory of C. Caratheodory (1873–1950), volume 54 of Noncon-
vex Optimization and Its Applications, pages 501–514, Dordrecht-
Boston-London, 2001. Kluwer Academic Publishers.

[BL94a] R. Baier and F. Lempio. Approximating Reachable Sets by Ex-
trapolation Methods. In P. J. Laurent, A. Le Méhauteé, and L. L.
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