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ABSTRACT: Plasma is gaining increasing interest for N2 fixation,
being a flexible, electricity-driven alternative for the current conven-
tional fossil fuel-based N2 fixation processes. As the vibrational-induced
dissociation of N2 is found to be an energy-efficient pathway to acquire
atomic N for the fixation processes, plasmas that are in vibrational
nonequilibrium seem promising for this application. However, an
important challenge in using nonequilibrium plasmas lies in preventing
vibrational−translational (VT) relaxation processes, in which vibrational
energy crucial for N2 dissociation is lost to gas heating. We present here
both experimental and modeling results for the vibrational and gas
temperature in a microsecond-pulsed microwave (MW) N2 plasma,
showing how power pulsing can suppress this unfavorable VT relaxation
and achieve a maximal vibrational nonequilibrium. By means of our kinetic model, we demonstrate that pulsed plasmas take
advantage of the long time scale on which VT processes occur, yielding a very pronounced nonequilibrium over the whole N2
vibrational ladder. Additionally, the effect of pulse parameters like the pulse frequency and pulse width are investigated,
demonstrating that the advantage of pulsing to inhibit VT relaxation diminishes for high pulse frequencies (around 7000 kHz)
and long power pulses (above 400 μs). Nevertheless, all regimes studied here demonstrate a clear vibrational nonequilibrium
while only requiring a limited power-on time, and thus, we may conclude that a pulsed plasma seems very interesting for energy-
efficient vibrational excitation.

1. INTRODUCTION

Nitrogen (N) is a crucial element, being a major building block
for proteins, nucleic acids and other cellular constituents,
responsible for life on Earth. On Earth we are surrounded by
this vital element, as almost 79% of the Earth’s atmosphere
consists of molecular nitrogen gas (N2). However, this
abundant nitrogen source is not available to the majority of
living organisms, as the molecule’s strong triple bond and very
stable electronic configuration prevent organisms to easily
incorporate it in any biosynthetic pathway. Our agricultural
system, and life on Earth in general, thus depends on N2
fixation processes that convert N2 into simple nitrogen
compounds, such as ammonia (NH3) or nitric oxides (NOx),
which in turn can be further used as precursors for the
synthesis of more complex molecules.1

Nature displays a few methods of N2 fixation, as it occurs
spontaneously on Earth by specialized N2 fixing micro-
organisms or by the high energy present in a lightning strike.2

However, the increased global population has intensified
agriculture past the point that this amount of biologically fixed
N2 is sufficient for raising the required food crops. This issue
led in 1908 to the development of the Haber−Bosch process,

for the synthesis of NH3 out of N2 and H2, which to this day
remains the conventional standard for industrial N2 fixation.

3

Today the Haber−Bosch process produces more than 130
million tons of NH3 per year, indirectly feeding 40% of the
world population through fertilizer production.1 Unfortunately,
the process consumes almost 2% of the world’s total energy
production through fossil fuel consumption associated with the
H2 production step. Additionally, this energy intensive step
emits 300 million metric tons of CO2 each year.4,5 As major
environmental concerns associated with fossil fuels require a
short-term transition from a carbon-based energy economy to
a sustainable one, energy intensive chemical processes like the
Haber−Bosch process are detrimental in our present-day
society. The Haber−Bosch process was significantly optimized
the past 100 years, essentially reaching its theoretical
optimization limits (0.48 MJ/mol NH3).

2,3 As a result, the
environmental impact of N2 fixation processes can only be
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improved by considering new, innovative approaches, which
are very different from the Haber−Bosch process.6,7

Among several solutions, such as electrolysis, biological
nitrogen fixation, and catalytic conversion under ambient
pressure, the use of nonequilibrium plasmas seems very
promising.8 Nonequilibrium plasmas enable high energy
electrons to forcefully interact with the stable NN bond,
while the bulk gas can remain close to room temperature. This
electricity-driven, and thus in principle fossil fuel-free solution
harmonizes greatly with a future of renewal energy from wind
and solar cells.9 Furthermore, the theoretical energy con-
sumption limit of the plasma-based NOx production process is
2.5 times lower than that of the Haber−Bosch process, giving
it an edge over the classical process when it is optimized
toward this limit.10

The plasma-based N2 fixation process has already been
tested in different kind of plasma reactors,11 for both NH3
synthesis from H2 and N2

12−21 and NOx synthesis from O2 and
N2.

9,21−36 The most promising results were delivered for NOx
production in a microwave (MW) reactor at reduced pressure,
yielding an energy cost of 0.3 MJ/mol for a NOx yield of
14%.10 Second place is a gliding arc (GA) reactor, with a 2%
NOx yield and 2.8 MJ/mol energy consumption, reached at
atmospheric pressure.37 These reactors are known to create
significant vibrational excitation of N2. Indeed, as revealed by
recent computer modeling, an efficient way of breaking the
NN bond is not achieved by direct electronic excitation with
high energy electrons but by gradually exciting the vibrational
states of N2.

8 These vibrationally excited N2 molecules collide
with each other, inducing vibrational-vibrational (VV)
relaxation in which they exchange their vibrational energy.
Going through a series of these VV relaxation collisions,
molecules can gradually populate higher vibrational energy
levels, a process which is often referred to as vibrational ladder
climbing.8,37−39 Through this vibrational ladder climbing, a N2
molecule eventually reaches energy levels close to the bond
dissociation energy of the NN bond (9.765 eV), facilitating
the breakage of the bond.
However, vibrationally excited N2 molecules can relax back

to lower vibrational levels via vibrational−translational (VT)
relaxation.38,40 This relaxation process causes the energy of N2
to be transferred from vibrational to translational energy upon
collision with a ground state N2 molecule or another species.
This is unfavorable, as the vibrational energy, which is required
to overcome the dissociation energy barrier, is lost to gas
heating. Furthermore, this energy loss mechanism becomes
more important at high gas temperature, creating a self-
accelerating mechanism.8 Avoiding the temperature rise and
the thermalization of the vibrational energy is thus a priority in
N2 fixation through nonequilibrium plasmas.40

One option to prevent the gas temperature from raising too
high includes operating in a supersonic gas flow, as was
demonstrated for CO2 MW plasmas.41,42 As a gas uses its own
internal energy to accelerate supersonically, the gas cools itself,
avoiding thermalization of the vibrational and translational
levels. Another option exists in pulsing the power source of the
plasma, so that time is provided for the plasma to cool down
between pulses.11,43 This last option is relatively easy to apply
on a plasma setup and has been explored for CO2 MW
plasmas44−46 but not yet for N2 plasmas. Although it seems
promising for N2 fixation as well, the influence of power
pulsing on the actual plasma processes and chemistry lacks a
fundamental understanding to fully predict its advantages.

Indeed, the exact behavior of the nonequilibrium between
vibrational and thermal energy in a pulsed plasma is not yet
well understood, as the effect of pulsing on vibrational
mechanisms, like VT and VV relaxation, is not readily available
in experiments.
The aim of this research is to address these fundamentals of

the vibrational excitation mechanism of N2 in a pulsed plasma,
by a combined experimental and computational study of a
pulsed N2 MW plasma. Combined experimental and computa-
tional studies have already proven to deliver satisfactory result
in the past, as they have established the state of the art for the
vibrational kinetics of N2 plasmas. A study based on coherent
anti-Stokes Raman (CARS) by Massabieaux et al.,47 supported
by modeling results by Capitelli et al.,48 as well as cavity
ringdown spectroscopy measurements by Macko et al.,49

supported by simulations of Guerra et al.,50 has provided
important insights in the vibrational kinetics of low pressure
DC N2 discharges, identifying the role of superelastic
vibrational collisions and VV relaxation in determining the
electron energy and vibrational energy distribution. In our
research, we applied the same approach to identify the
vibrational kinetics of pulsed MW systems.
Specifically, we want to examine if power pulsing can

enhance the vibrational nonequilibrium by reducing the gas
temperature and consequent VT relaxation, as well as how the
nonequilibrium changes when important pulse parameters like
the pulse frequency and pulse width are changed. The
vibrational nonequilibrium will both be measured experimen-
tally and calculated with a detailed chemical kinetics model, for
different pulse regimes with varying pulse frequencies and
pulse widths. In addition, the modeling will reveal the
vibrational mechanism and chemistry occurring in the
nonequilibrium plasma, which cannot be observed exper-
imentally.

2. EXPERIMENTAL DETAILS
2.1. Vibrational Nonequilibrium. To observe the effect

of pulsed power on the vibrational nonequilibrium, we first
need to quantify this nonequilibrium. In nonequilibrium
conditions, each degree of freedom is represented by a unique
temperature, meaning that besides the gas temperature (Tgas),
representing the translational degree of freedom, two new
temperatures are defined, i.e. the vibrational temperature (Tv)
and rotational temperature (Tr). Together, Tv, Tr and Tgas
represent to which extent the energy is distributed unequally
between these degrees of freedom and thus serve as a
quantification for the existing vibrational nonequilibrium.
Although vibrational states up to level 8 can be measured for
some conditions, limited signal-to-noise occasionally prevents
the detection of the higher levels. In order to consistently
compare the simulations with experimental data at all
conditions, a vibrational temperature Tv is defined based on
the energy and the population density of the first vibrational
level (E1 and n1) and the population of the vibrational ground
state (n0):

( )
T

E

k ln
v

b
n
n

1

1

0

=

(1)

It should be noted that having a definition that is compatible
with every experimental condition comes at the price of not
being able to compare the particular shape of the VDFin
particular, deviations from a Boltzmann distribution. While the

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.9b06053
J. Phys. Chem. C 2020, 124, 1765−1779

1766

http://dx.doi.org/10.1021/acs.jpcc.9b06053


comparison of simulated and experimentally obtained Tv is
presented in section 4.1.a, a comparison between the fully
detailed VDF’s are presented in section 4.1.c) for warranting
conditions. As the aim of this study is to achieve vibrational
nonequilibrium in MW plasma, Tv is of special interest. Tr on
the other hand, is assumed to be in equilibrium with the
translational temperature at all times due to fast translational
relaxation (less than nanosecond time scale), allowing us to use
Tr as a good estimation for Tgas.

51

2.2. Vibrational Raman Spectroscopy. Laser sponta-
neous Raman scattering is the diagnostic of choice to
determine Tv and Tr (=Tgas) and thus to characterize the
translational−vibrational nonequilibrium. This spectroscopic
technique observes Raman scattering, which is an inelastic
process, in which energy transfer takes place between the
scattered light and the molecule. In this process an incident
photon is momentarily absorbed by a transition from the
ground state into a virtual state. Subsequently, a new photon is
created and scattered by relaxing from this virtual state. The
most probable transition from the virtual state is back to the
ground state, resulting in no change in energy (elastic or
Rayleigh scattering). However, the event can occur (approx-
imately 1 in 10 million) in which the transition from the virtual
state occurs to a vibrationally or rotationally excited state of the
molecule. This results in an energy transfer between the
molecule and the scattered photon and is described as inelastic
scattering or Raman scattering. As the incident light either
gains or loses a discrete amount of energy proportional to the
change in vibrational (ν) and/or rotational (J) quantum
number during the scattering process, analyzing the energy of
an inelastically scattered photon directly yields information
about the rotational and vibrational state of a molecule.
Considering only the Stokes signals (Δν = +1) of a

spectrum, which are the most intense, every excited ro-
vibrational state will be represented by a Raman signal at one
distinct wavelength. The intensity of this signal is proportional
to the population density of the ro-vibrational state. The
number density (nν,J) of a ro-vibrational state (at vibrational
level v and rotational level J) is given by52

( ) ( )
n n

Q T

g

Q T

exp

( )

exp

( )v J

hcG v
kT

vib vib

J
hcF J

kT

rot rot
, 0

( ) ( )

vib

v

rot=
− −

(2)

where ( )G v v( ) 1
2

ω= + is the vibrational energy (harmonic

approximation), Fv(J) = BvJ(J + 1) is the rotational energy
(rigid rotor approximation), gJ = 2J + 1 the degeneracy of the
rotational state, Bv the rotational constant of N2, Qvib=

( )
1

1 exp hcG
kTvib

(0)− −
the vibrational partition function and Qrot=

kT
hcB

rot

the rotational partition function.
The Raman shift in the spectrum is then given by52

G v F J G v F J( ) ( ) ( ( ) ( ))v vνΔ = ′ + ′ − ″ + ″″ (3)

where G(v′) and (v″) are the vibrational energy of the upper
and lower state, respectively, and Fv(J′) and Fv″(J″) are the
rotational energy of the upper and lower state, respectively.
In a single Raman signal, three ro-vibrational branches can

be identified: O(ΔJ = +2), Q(ΔJ = 0) and S(ΔJ = −2). Since
the O and S branches are orders of magnitudes less intense
than the Q branch, only the Q branches are resolved.52

To extract Tv and Tgas out of a Raman spectrum, the Raman
signals are fitted following the method of Gatti et al.,53

describing the intensity of the scattered light as

I v J T

CN v J
hcB J j

kT

( , , )

( ( , ) ) exp
( 1)

i r

V l i
v

r

4
i

iγ ν

=

= − |Δν | −
+i

k
jjjjj

y

{
zzzzz

(4)

where C is a factor accounting for the overall collection
efficiency of the diagnostics, N is the scatterer’s number
density, Tr is the rotational temperature, νl is the wavenumber
of the incident laser radiation, Δν(Vi,J) is the energy shift
associated with the transition, and BVi and γVi are the rotational
constant and the polarizability of a molecule in the vibrational
state Vi, respectively. For nondegenerate fundamental bands,
the Raman shift for a given rotational quantum number J is
equal to

Figure 1. Schematic overview of the Raman scattering setup, installed at the MW setup (highlighted by the dashed red box).
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V B B J J( , J) ( ) ( 1)i vib V V1i i
ν|Δν |=̃ + − ++ (5)

where νvib is the energy difference between the two vibrational
levels involved in the transition.
As shown in eq 4, the profile of a band is a function of Trot.

Indeed, Trot (=Tgas) defines the rotational fine structure of a Q
branch and thus the overall shape of the peak in the Raman
spectrum.54 The value for Tgas thus results from fitting eq 4 to
the different bands in the spectra, the other fitting parameter
being the height of the peak. In this fit Tgas is considered to be
constant, regardless of the vibrational state. Each Q branch,
after being calculated with the fitted heights and Tgas, is
integrated to obtain a value proportional to the population of
each vibrational level and to the collection efficiency of the
apparatus. The relative (to ground state) populations are then
calculated using

N
N

I v v

I v v
1

1

( ) d

( ) d
v

0 0

∫
∫ν

=
+

̅ ̅

̅ ̅
ν

(6)

where N0 and Nν are the populations of the ground state and a
vibrational level, respectively, and the integrals are calculated
over the fitted Q branches. In eq 6, the (ν + 1) factor corrects
for the dependence of the Raman scattering cross section on
the vibrational quantum number. In conclusion, the fit
outcomes are (1) the rotational temperature, Tr, and (2) the
relative populations of the vibrational levels, which in turn
allow to calculate Tv via eq 1. The upper limit of the detectable
vibrational levels was dictated by the spectral window of the
spectrometer. Higher vibrational levels could technically be
measured using the same system if a grating with a lower
dispersion were used. For much higher levels, more sensitive
techniques like cavity ringdown spectroscopy (CRDS) may be
necessary,49 which would lose the advantage of measuring all
detected vibrational levels at the same time. Another technique
that is often used is coherent antistokes Raman spectroscopy
(CARS),47 but given the relatively low pressure and high
vibrational temperature of the system, the limited advantage of
CARS over spontaneous Raman scattering may not justify the
added experimental complexity.
2.3. Experimental Setup. The experiments are conducted

in a MW plasma reactor, as described by van den Bekerom et
al.,55 depicted schematically in Figure 1. In this flow reactor,
the plasma is generated in a 26 mm outer diameter quartz tube
(plasma tube in Figure 1). This tube is supplied with 4 slm of
N2 gas through two tangential injection nozzles, creating
rotation in the flow and stabilizing the plasma in the center of
the plasma tube. After passing through the plasma tube, gas is
exhausted by a scroll pump, keeping the gas pressure in the
tube at 25 mbar. The plasma in the quartz tube is generated by
applying 2.45 GHz microwave radiation to the gas through a
rectangular WR-340 waveguide perpendicular to the plasma
tube. A movable plunger positioned at a quarter wavelength
distance from the center of the tube creates a cavity that
sustains a standing wave of MW radiation. Three stub tuners
inserted into the waveguide allow the impedance of the
microwaves to be tuned to match the plasma impedance and
form a stable plasma.
The MW power is applied in pulses. The signals triggering

the MW source in a pulsed manner are provided by a signal
generator (Rigol LX1 2 channel DG1602Z). The generator
sends periodic signals with a frequency of choice to the
synthesizer of the MW source, which transforms the signal into

four MW channels, each transporting ±150 W of MW power.
The waves in these channels are passed to the amplifier, which
amplifies the microwaves by means of coaxial cables and
eventually sends them to the waveguide.
The diagnostics are provided by a frequency doubled

Nd:YAG laser (6W, 532 nm) focused axially into the center of
the plasma using a 1700 mm focal length lens. The flash lamp
as well as the Q-switch of the laser are triggered by the
previously mentioned Rigol LX1 signal generator, firing the
laser at a frequency of 10 Hz. The beam passes through two
apertures, so stray light is reduced. Scattered light in the
plasma region is collected perpendicular to the beam path
through a hole in the waveguide using an axial fiber bundle.
Light is focused on the bundle using a 100 mm focal length
lens, equipped with a 550 nm AR long-pass filter to further
reduce stray light. The bundle projects the collected light into
a custom Littrow spectrometer, equipped with an emICCD
camera (PI-MAX4:1024i) that accumulates over 9000 shots
during one experiment. These camera shots are also triggered
by the previously mentioned signal generator. A delay
generator (Stanford Instruments DG645 4 channel digital
delay/pulse generator) manages the delay between all the
trigger signals of the signal generator, so the firing of the laser,
the imaging of the camera, and the MW pulses are always
synchronized.

3. COMPUTATIONAL DETAILS
3.1. Equations Solved by the Model. While very

valuable information about the vibrational and gas temperature
arises from the Raman experiments, they do not allow a direct
analysis of the plasma parameters, important reactions, or
vibrational mechanisms that led to these temperatures.
Furthermore, no information is delivered about the high
vibration levels, as their low intensity peaks are not detectable
by the Raman setup. To acquire this kind of information, the
experimental results are backed up by a 0D chemical kinetics
model. To simulate the experimental MW setup, we use the
0D model ZDPlasKin (Zero-Dimensional Plasma Kinetics
solver).56 In this model the time evolution of the plasma
species densities is calculated by balance equations, taking into
account the various production and loss terms by chemical
reactions:

n
t

a a k n
d
d

( )i

j
ij
R

ij
L

j
l

l
L∑ ∏= −

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑ (7)

Here, ni is the density of species i and aij
R and aij

L are the
stoichiometric coefficients of species i on the right-hand and
left-hand side of the reaction j. nl is the density of the reacting
species l. kj is the reaction rate constant of reaction j, which has
the general form:

a a H a a HA B( ) C D( )
k

A B C D
j+ +Δ → + +Δ (8)

In which A, B, C, and D are the species and aA, aB, aC, and aD
their stoichiometric coefficients. ΔH represents the possible
energy change during the reaction, used to calculate the gas
temperature self-consistently as the reactions progress. The
rate coefficients of these reactions are adopted from literature
for the heavy particle reactions, whereas the rate coefficients
for the electron impact reactions are calculated with a
Boltzmann solver, BOLSIG+,57 built in ZDPlasKin. This
Boltzmann routine solves the Boltzmann equation for the
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electrons using a two-term approximation, calculating the
electron energy distribution function (EEDF). From the EEDF
the mean electron energy and the different electron impact
rate, coefficients are obtained through the following equation:

k f
m

( ) ( )
2

dj j
0 e

e
∫ σ ε ε ε ε=

+∞

(9)

Here ε represents the electron energy, σj(ε) the cross section
of the jth electron collision reaction, fe(ε) the EEDF, and me
the electron mass. The reaction cross sections σj(ε) of the
different elastic and inelastic collisions are adopted from the
literature.58,59 We included a complete set of cross sections
interconnecting all 43 vibrational energy levels through single-
and multiquantum transitions, as well as superelastic collisions,
similar to the work of Colonna et al.60 Indeed, Colonna et al.
emphasized the role of superelastic collisions in structuring the
EEDF, because during these collisions energy is transferred
back from the heavy particles to the electrons. These collisions
were found to be especially important in postdischarge
conditions, where the average electron energy decreases,
which is very relevant for the microsecond pulsed regimes
that we study in this work. Indeed, both in the afterglow of the
plasma, as well as in between pulses, no power is applied for
several hundreds of microseconds, which are exactly the
conditions in which superelastic collisions are responsible for
shaping the EEDF. Colonna et al. also demonstrated the
importance of the use of complete sets of cross sections that
interconnect all vibrational levels, as recently calculated by
Laporta et al.60 It is demonstrated that these kind of cross
section sets, based on internally consistent vibrational
excitation calculations, provide more accurate results than
scaling laws that are commonly used to cover the whole
vibrational ladder.
Although eq 7 only solves the species densities as a function

of time, the time dependence of the model is converted to an
axial variation of the plasma quantities by following a volume
element moving through the cylindrical plasma tube, by means
of the gas flow rate, hence resulting in a quasi-1D model. The
considered volume, which is always considered radially
homogeneous in a 0D model, thus moves at a linear velocity
v (as depicted in Figure 2):

v
Q

A
m

ρ
=

(10)

Here Qm is the mass flow rate, A = πR2 is the tube cross section
area and ρ = ∑ niMi is the gas mass density. ni is the number
density of species i, and Mi is the mass of species i, while R is
the tube radius.
By converting the time dependence of the 0D model into an

axial dependence throughout the plasma tube, it is possible to
express the power deposition as a function of the axial
coordinate, z (see Figure 2). The effective power deposition in
the plasma is depicted as the red pulses in Figure 2. From the

applied power, the power density P is obtained through
P

V
applied= ,

with V being the (cylindrical) plasma volume. The power
density is used to calculate the reduced electric field, which is
the ratio of electric field over gas number density (E/n), i.e., a
very important plasma parameter, responsible for accelerating
the electrons:

E
n

P
n
/σ=

(11)

Here σ is the plasma conductivity, which is estimated using the
E/n value of the previous calculation iteration.
As we are particularly interested in the temperature

evolution in the plasma, the gas temperature Tgas is calculated
self-consistently at all times by

N
k T

t
P R H

R
T T

1

d

d
8

( )
gas

j
j j

B
el 2 g w∑γ

γ
λ

−
= − Δ − −

(12)

where
C

C
p

v
γ = is the specific heat ratio (i.e., the ratio of the

isobaric and isochoric heat capacity), kB is the Boltzmann
constant, Pel is the power density transferred from the electrons
to the heavy particles through elastic collisions, Rj is the rate
and ΔHj is the enthalpy of reaction j, λ is the gas thermal
conductivity (as a function of temperature; data taken from ref
61), and Tw is the wall temperature (assumed to be 300 K).
The following plasma processes contribute most to the RjΔHj
term in eq 12 (by decreasing order of importance):

• VV relaxation: As the energy difference between
consecutive levels decreases when going up the vibra-
tional ladder, energy transfer between vibrational levels
either releases or requires additional energy. VV
relaxation reactions therefore exhibit both high negative
as well as high positive ΔHj values.

• Cooling upon collision with the wall.
• Dissociation/recombination, in which either energy is

required or released to the gas, respectively.
• VT relaxation: This process predominantly heats the gas,

especially from the high vibrational levels, which display
a high VT relaxation rate.

To accurately simulate the experimental setup, the
experimental parameters are used as direct input for the
model, i.e., a pressure of 25 mbar and a flow rate of 4 slm. The
experimental power density is also used as input in the model.
As it depends on the deposited power and the plasma volume,
both the power deposition and the shape of the plasma are
measured. The MW power is monitored through a diode in the
waveguide, which measures the reflected MW power and
subtracts it from the originally deposited power. The shape of
the plasma and the plasma volume are investigated through

Figure 2. Schematic overview of the setup and power deposition
profile used in the 0D (or quasi-1D) model. The plasma is formed
between position zp and position zp + L. Pmax is the maximum applied
power at the center of the plasma.
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separate imaging experiments, for which more information can
be found in the Supporting Information (section S.2).
3.2. Chemistry Set. The 0D chemical kinetics model

contains 58 different plasma species (shown in Table 1),

including N2 ground state molecules, N atoms, N2
+ ions, and

several electronically excited N2 molecules and N atoms. As we
are interested in the vibrational ladder climbing mechanism of
plasma-based N2 fixation, 43 vibrational energy levels up to the
dissociation limit of N2 are included in the model as well. All
these plasma species take part in 4000+ reactions, including:
electron impact reactions, various ion and neutral reactions,
VT relaxation, VV relaxation, as well as dissociation from the
N2 ground state and the various vibrational levels. They are
listed in the Supporting Information (section S.2).
3.3. Model Assumptions and Sensitivity Analysis. A

major part of this study relies on kinetic modeling results,
explaining the plasma processes that lead to the experimentally
observed temperatures. As we need to describe a detailed
plasma chemistry, including many excited states, we need to
use a 0D model, to avoid excessive calculation time. However,
a 0D model naturally considers several assumptions and
approximations, which will inevitably result in discrepancies
with the experiments. To critically compare the 0D model
results with the experimental data, it is important to identify
the approximations of the model that could be causing these
discrepancies, and discuss how changing them could improve
the agreement between model and experiment. To identify

these aspects, a sensitivity analysis of the two most critical
assumptions is made in the Supporting Information (section
S.3) from which the conclusion is presented here. Only the
physical limitation of the 0D model are discussed, as the FHO
theory, on which the chemistry in the model is based, is
considered and proven to be one of the most reliable source
for vibrational kinetics of diatomic molecules.63

3.3.a. The Radial Gas Temperature Profile. A 0D model
describes the plasma as a radially uniform cylinder-shaped
volume, so all calculation results are radial averages over this
cylinder-shaped volume. This is especially important for the
calculation of the gas temperature, since both heat loss near the
wall and gas heating inside the plasma are averaged out over
the whole volume. The Raman experiments, however, measure
the gas temperature only in the center of the plasma, as the
laser of the Raman setup is focused in the center of the plasma
tube. To compare the 0D calculation results with the
experiments, we thus need to convert the radially averaged
0D gas temperature to the (generally hotter) gas temperature
in the center. This conversion needs to be done by assuming a
certain radial temperature profile in the plasma tube. From the
sensitivity analysis in the Supporting Information (section S.3),
it follows that the choice of this temperature profile is of vital
importance for comparison with the experiments. Furthermore,
the sensitivity analysis shows that a Gaussian temperature
profile represents the most realistic situation, as the tangential
gas inlets generate a vortex flow that captures the gas in the
center of the tube. The width of the Gaussian temperature
profile at each time is based on the width of the plasma.

3.3.b. Power Density Estimation. Another important
assumption in the 0D model is the value of the power density
used as input for the calculation of the reduced electric field in
the model. As described in the Supporting Information
(section S.2), the power density is calculated by measuring
the absorbed MW power in the plasma and estimating the
plasma volume from the plasma images in Figure S1. In the
sensitivity analysis the power density is also shown to have a
significant impact on the model results. However, the current
estimation of the power density is proven to be reasonable, as
the case of a 20% lower or higher power density delivers
significantly worse agreement with the experiment than the
current estimation.

Table 1. Species Included in the Modela

ground state species

N2, N
vibrationally excited species

N2(V1−V43)
electronically excited species

N2 (A
3Σu

+), N2 (B
3Πg), N2 (W

3Δu), N2 (B′3Σu), N2 (C
3Πu), N2 (E

3Σg
+), N2

(a′1Σu
−), N2 (a

1Πg),N2 (a″1Σg
+), N2 (w

1Δu), N (2D), N (2P)
ions

N2
+

aThe notations of the electronically excited species are adopted from
ref 62.

Figure 3. Time-evolution of the measured (full lines) and calculated (dashed lines) vibrational and gas temperature through a 233 μs pulse. The
error bars of the experimental values are the errors resulting from the fitting procedure. The measured values are obtained in the center of the
plasma. The end of the pulse is indicated with a vertical dashed line.
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4. RESULTS AND DISCUSSION

4.1. Vibrational Nonequilibrium in an Isolated Pulse.
4.1.a. Vibrational and Gas Temperature. To establish the
fundamental dynamics of vibrational excitation in a pulsed
MW plasma, we first study the excitation process when an
isolated pulse is applied. This single pulse experiment will
capture the behavior of the vibrational and gas temperature on
a μs time scale when a power pulse is applied. This single pulse
plasma is experimentally achieved by pulsing at a low
frequency (30 Hz), and using a high gas flow rate of 4 slm,
so that no gas molecule will see more than one pulse when
passing through the plasma tube. To obtain Raman signals of
sufficient intensity, the scattered light is then collected over
many of these single pulses. The duration of the pulse is
chosen to be 233 μs, while the pressure is kept at 25 mbar. The
time-evolution of the measured vibrational and rotational (gas)
temperature through the pulse, in the center of the plasma, is
plotted in Figure 3 (full lines), as obtained from Raman
spectroscopy at different time frames in the 233 μs pulse. As
light over a series of pulses was captured to create the data
points in Figure 3, this figure represents an average of many
pulses. The Raman spectra from which this information is
extracted are added to the Supporting Information. A strong
nonequilibrium is reached between the vibrational and gas
temperature: Starting both at room temperature at the
beginning of the pulse, the vibrational temperature quickly
reaches values up to 4000 K at 60 μs, while the gas
temperature plateaus at around 1000 K at 100 μs.
This strong nonequilibrium also follows from the 0D model.

Indeed, the calculated vibrational and gas temperature profiles
in the single pulse plasma, represented by the dashed lines in
Figure 3, demonstrate a similar trend as observed in the
experiments, i.e., a fast rising vibrational temperature and a
much slower rising gas temperature. During the pulse both the
calculated gas and vibrational temperature are in reasonable
agreement with the experiments. The 0D model predicts the
gas temperature to raise ±100 μs later than experimentally
observed, but he same absolute value is eventually reached.
These discrepancies are discussed in the Supporting
Information, where a sensitivity analysis of the most important
assumptions of the model is presented. This analysis shows
that the estimation of the power density and assumptions
about the radial gas temperature profile are important for
achieving satisfactory agreement with the experiment. After the
pulse, a more significant discrepancy occurs. Whereas the
experiments show a fast relaxation of both vibrational and gas
temperature upon pulse termination, the model predicts a very
slow relaxation of both temperatures. However, such a fast
simultaneous relaxation of both temperatures is unlikely the
result of solely collisional kinetics: At a pressure of 25 mbar,
both the relaxation of the vibrational temperature as well as
heat loss through collisions with the wall (for which the rates
are displayed in section 1 of the Supporting Information)
occur on a time scale that is too long (±1 s time scale) to cool
a vibrational temperature of 4000 K and gas temperature of
1000 K both to 300 K in only 500 μs. This indicates that
physical transport processes like convection might either
transport plasma particles away from the center, or mix cold
untreated particles into the center when the plasma
extinguishes, rather than actual chemical processes. Because
of the 0D nature of the model, transport processes cannot be
implemented in a straightforward way, suggesting a higher

dimensional model would be needed to fully describe the
experimental result. However, for this kind of model, it would
not be computationally feasible to describe the chemistry and
vibrational processes of all 43 vibrational energy levels in
depth, which is exactly the aim of this study.

4.1.b. Underlying Mechanisms. An explanation for the
observed nonequilibrium in this single pulse is provided by
calculating the time-integrated reaction rates of the three most
important vibrational excitation and relaxation processes in the
plasma, obtained from the model and shown in Table 2, i.e.,

electron impact vibrational excitation, VV relaxation, and VT
relaxation. For each of these processes, the rates are summed
over all 43 vibrational levels and multiplied with the energy
difference of the transitions. This multiplication is done to
indicate how much the three reactions distribute the applied
energy over the whole vibrational ladder (i.e., up or down the
ladder, for positive or negative values, respectively). Time-
integration is performed over the pulse (233 μs).
The obtained values of these three major vibrational

processes explain the experimental results: Electron impact
vibrational excitation and VV relaxation, which stimulate the
population of the (higher) vibrational levels, exhibit signifi-
cantly higher reaction rates (multiplied with the energy
differences) than VT relaxation, which is detrimental for
populating the higher vibrational energy levels (hence,
explaining the negative value) and causes gas heating. This
difference of 5−6 orders of magnitude is responsible for the
excessive vibrational population of higher vibrational levels and
the limited gas heating in the plasma.
This significant difference between the three rates in a single

plasma pulse can be explained by the time scale on which these
processes occur. The time scales of electron impact vibrational
excitation, VV relaxation, and VT relaxation can be represented
by the characteristic time scales of the following reactions:
e− + N2 → e− + N2(V1), as characteristic electron impact

vibrational excitation;
N2 + N2(V1) → N2(V1) + N2, as characteristic VV

relaxation;
N2 + N2(V1) → N2 + N2, as characteristic VT relaxation,

which are defined as

n k( )e V e 1 0
e V 1τ =− →
− −

(13)

n k( )VV N 0 1
1 0 1

2
τ = →

→ −
(14)

n k( )VT N 1 0
1

2
τ = →

−
(15)

Table 2. Time-Integrated Reaction Rates of the Three
Major Vibrational Mechanisms Inside the one Pulse Plasma
(233 μs), i.e., Electron Impact Vibrational Excitation, VV
Relaxation, and VT Relaxation, Summed for all 43
Vibrational Levels and Multiplied with the Energy
Difference of the Transitions, as Well as the Characteristic
Time Scales of the Three Processes, at the Experimental
Conditions under Study (1000 K, 25 mbar)

reaction type
time-integrated reaction rate

(cm−3) × ΔE (eV)
characteristic
time scale (s)

electron impact
vibrational excitation

1.935 × 1021 5.71 × 10−5

VV relaxation 3.263 × 1020 1.49 × 10−4

VT relaxation −1.159 × 1015 0.618
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with k1→0
e−V , k1→0 and k0→1

1→0, the rate constants for the
characteristic electron impact vibrational excitation, VT and
VV relaxation reactions, respectively, ne the electron density,
and nN2

the N2 number density. Calculating these characteristic
times for the experimental gas temperature and pressure (1000
K, 25 mbar), with the rate constants used in the model (taken
from Table S2 of the Supporting Information) and the electron
density calculated by the model, yields the characteristic time
scales listed also in Table 2.
These characteristic reaction times reveal that electron

impact vibrational excitation operates on the shortest time
scale, closely followed by VV relaxation, while VT relaxation
operates on a much longer time scale. This order indicates that
reactions operating on a short time scale occur at a high rate in
the plasma pulse. Indeed, because of their short reaction time
scale, processes like electron impact vibrational excitation and
VV relaxation already become significant very early in the
plasma pulse; hence, they display a high reaction rate when
integrated over the pulse time. It has to be noted, however,
that only the characteristic time scales of VV and VT relaxation
are directly comparable. Indeed, they both correspond to the
relaxation of a vibrationally excited N2(V1) molecule, while
electron impact vibrational excitation occurs from ground state
N2 molecules.
Comparing the characteristic relaxation times of VV and VT

relaxation reveals that VT relaxation occurs on a significantly
longer time scale than VV relaxation, i.e., 0.1 s vs 10−4 s. This
long time scale of VT relaxation implies that this process only
becomes significant when vibrational excitation occurs over a
longer period of time, on the order of 0.1 s. As our plasma
pulse is only in the microsecond range, it takes advantage of
the long time scale of VT relaxation: switching off the power
every 233 μs, as in our experiment, limits the rate of the slow
VT relaxation, while fast reactions, like electron impact
vibrational excitation and VV relaxation, already occur at this
short time scale. This explains the high vibrational temperature
and low gas temperature obtained in both our experiments and
modeling.
4.1.c. Calculated (and Measured) VDFs. The strong

population of the higher vibrational levels by electron impact
vibrational excitation and VV relaxation, as well as the limited
depletion of vibrational energy by VT relaxation in this short
pulse, is also reflected in the vibrational distribution function
(VDF) of N2, calculated by the model, as illustrated in Figure 4
at five different times during the pulse (0, 1, 10, 100, and 233
μs) and in the afterglow (5 ms). As a reference, the Boltzmann
distribution functions at the corresponding calculated gas
temperature are also plotted with dashed lines in the same
color, to indicate the degree of vibrational nonequilibrium. At
0 μs, the VDF exhibits a clear Boltzmann distribution with a
temperature of 300 K, as indeed no power has been applied
yet, so the gas is still in thermal equilibrium. As soon as the
power is applied, all vibrational levels get highly populated
within the first 1 μs of the pulse, almost instantly establishing
the vibrational nonequilibrium that was observed in Figure 3.
As the pulse progresses and more vibrational excitation takes
place, the population of the higher vibrational levels raises
further. As this occurs, the first eight vibrational levels of N2 are
populated enough to be observed in the Raman experiments.
The experimental VDF, resulting from the vibrational
population through the 233 μs pulse, is also shown in Figure
4 as green data points. Good agreement with the model is

achieved, especially for the lowest vibrational energy levels,
showing the same excessive population of the vibrational levels
in the plasma pulse as predicted by the model.
Even in the afterglow (5 ms), the population of the high

vibrational levels is preserved (cf. the difference with the
Boltzmann distributions). By this time, VV relaxation has
almost equally populated all higher vibrational levels, while VT
relaxation collisions with other N2 molecules, as well as with N
atoms, which are present to a great extent in the afterglow,
have decreased the population of the lower vibrational levels.
The VDF shows a characteristic plateau shape, which
ultimately declines toward the highest vibrational levels,
because of the low energy barrier for dissociation of these
excited levels. This plateau shape thus indicates that even in
the afterglow at the conditions under study, the N2 molecules
are constantly pumped toward the higher energy levels by VV
relaxation, to eventually dissociate. This is highly beneficial for
N2 fixation, where the aim is to dissociate N2 through this
vibrational ladder climbing, being the most energy efficient
dissociation process.

4.1.d. Calculated Electron Density and Temperature. As
shown by the VDF in Figure 4, vibrational excitation already
occurs to a great extent within the first μs of the pulse. During
this first μs all MW power is focused in a small plasma volume,
as the plasma is still igniting and expanding, resulting in a high
power density. As shown by the evolution of the (self-
consistently) calculated electron temperature and electron
density in Figure 5, parts a and b, respectively, this high initial
power density results in very fast rise in electron temperature
and electron density during the first μs of the pulse. After this
fast rise in electron density and peak in electron temperature,
both properties are approximately constant through the pulse.
The initially high electron density and temperature explain the
fast electron kinetics from the very start of the pulse and the
high vibrational excitation occurring upon plasma ignition.
Figure 5 also shows that during the whole pulse the electron

Figure 4. Calculated VDFs at five different times during the 233 μs
pulse (0−233 μs) and in the afterglow (5 ms) (solid lines), as well as
the Boltzmann distribution functions at the corresponding gas
temperature (dashed lines), to indicate the strong degree of
vibrational nonequilibrium. In addition, the measured VDF of the
first eight vibrational energy levels at 233 μs is also shown (green data
points).
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temperature lies between 0.55 and 1.2 eV, which is found to be
around the optimal electron temperature for electron impact
vibrational excitation to occur.8

4.2. Repetitive Pulses: The Vibrational Nonequili-
brium Depends on Pulse Frequency. 4.2.a. Vibrational
and Gas Temperature. While the single pulse experiment
provides insights in the underlying mechanisms of vibrational
nonequilibrium during power pulsing, its application potential
for industrial N2 fixation is unlikely. Indeed, pulsing the power
at 30 Hz with a gas flow rate of 4 slm allows a large portion of
the gas to pass through the reactor during the pulse off-time.
Even if a high energy efficiency was achieved, the overall N2
dissociation in the plasma would be limited. An obvious path is
increasing the pulse frequency, so that more gas is processed
by the plasma. However, it is not yet known to what extent the
underlying mechanisms of the single pulse plasma are also
applicable to these more relevant, higher pulse frequencies and
how they change upon rising pulse frequencies. Therefore,
using the knowledge of long scale VT relaxation processes
being inhibited in an isolated pulse, we now investigate pulsed
regimes of higher frequencies and reveal the influence of the
pulse frequency on the vibrational nonequilibrium.
Figure 6 shows the vibrational and gas temperature,

obtained from the Raman experiments and the simulations,
for pulse frequencies of 1, 2, 5, and 7 kHz, with a 50 μs pulse
width, a flow rate of 4 slm, and a pressure of 25 mbar. These
values present the average temperature over the whole length

of the plasma in the radial center of the tube, where the laser is
focused in the experimental setup. Similar to the modeling
results of the single pulse, a correction factor is applied to the
radially averaged temperatures of the 0D model, to account for
the (hotter) center of the plasma (see Supporting Informa-
tion). A reasonable agreement between experiments and
simulations is achieved, indicating the same trend: as more
pulses are applied in the same period of time, i.e. due to a
higher frequency, more power is put into the plasma, which
leads to more vibrational excitation and thus a higher
vibrational temperature. However, the gas temperature also
rises notably upon rising frequency, indicating that VT
relaxation also gains significance. As a reference, the results
of the isolated 233 μs pulse from previous section are also
shown in Figure 8. However, it has to be noted that unlike the
higher pulse regimes, the isolated pulse results only represent
the temperature of a small portion of the gas, as the majority of
the gas passes through the plasma tube in the pulse-off time.
The modeling results are displayed in more detail in Figure

7, which illustrates the calculated vibrational and gas
temperature as a function of position, both inside and after
the plasma column (which has a length of 5 cm), for the four
different pulse frequencies (1, 2, 5, and 7 kHz) and a pulse
width of 50 μs. These profiles show that the observed
vibrational nonequilibrium arises from the vibrational temper-
ature rising faster in every pulse through the plasma than the
gas temperature. The vibrational temperature eventually

Figure 5. Time evolution of (a) the calculated electron temperature and (b) the calculated electron density through the 233 μs pulse.

Figure 6. Measured and calculated vibrational and gas temperatures in the center (radial direction) of the plasma, spatially and time-averaged over
the length of the pulse, for a pulsed MW plasma with a pulse width of 50 μs, at four different frequencies. As a reference, we also show the spatially
averaged and time-averaged vibrational and gas temperatures for the isolated 233 μs pulse of the previous section.
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reaches a maximum near the end of the plasma column, and at
this point (or a bit earlier) the gas temperature starts to rise.
Indeed, at this point, VT relaxation, which occurs on a longer
time scale (cf. the single pulse results), becomes significant and
gas heating occurs at the cost of vibrational energy. For higher
pulse frequencies, the vibrational temperatures can reach a
higher maximum. At the same time, however, VT relaxation
occurs sooner in the plasma, resulting also in a higher overall
gas temperature, as illustrated in Figures 6 and 7.
4.2.b. Underlying Mechanisms. The above results can again

be explained from the time-integrated reaction rates of electron
impact vibrational excitation, VV and VT relaxation, again
summed over all 43 vibrational levels and multiplied with the
energy difference of the transitions (cf. previous section),
plotted in Figure 8 for the four different frequencies. A higher

pulse frequency yields higher reaction rates for all three
vibrational processes, but the rise in VT rates is especially
noticeable. Indeed, while the electron impact vibrational
excitation rates and VV relaxation rates increase by about a
factor 5 and 40, respectively, as the pulse frequency rises from
1 to 7 kHz, the VT relaxation rates increase by about a factor
4000. This is again explained by the characteristic time scale of
the relaxation processes. Figure 9 shows the characteristic time
scales of VV and VT relaxation for the four pulse frequencies,

calculated using eqs 14 and 15. The time scale of VT relaxation
drops 4 orders of magnitude when the pulse frequency rises
from 1 to 7 kHz, while the time scale of VV relaxation barely
changes. As the time scale of VT relaxation is significantly
reduced, more VT relaxation occurs in the μs pulses, resulting
in more gas heating. As the rate coefficient of VT relaxation
rises drastically upon rising temperature, even more VT
relaxation occurs, yielding even higher gas heating (self-
accelerating effect). This is in agreement with earlier computer
simulations.8

Hence, a higher pulse frequency will yield a higher
vibrational temperature, but also a higher gas temperature,
due to more pronounced VT relaxation. Our experiments and
calculations reveal that, at the conditions under study, a pulse
frequency of 7 kHz will be unfavorable for the vibrational
nonequilibrium in the plasma. In Table 3, we present the ratio

between the measured vibrational and gas temperature as a
measure for the nonequilibrium. Overall, at 5 kHz, the highest
degree of nonequilibrium is achieved for the pulse width under
study (50 μs), as it allows the gas to be exposed enough to the
MW radiation to achieve high vibrational temperatures
through vibrational excitation, and at the same time, the
exposure is not too high for VT relaxation to significantly
accelerate itself, as observed at 7 kHz.

4.2.c. Calculated (and Measured) VDFs. While the
vibrational temperature serves as a good measure for the
vibrational nonequilibrium, its definition in eq 1 does not
include information about the population of the higher
vibrational levels of N2. To investigate the effect of the pulse
frequency on the whole vibrational ladder, we present in Figure
10 the calculated VDFs at the last pulse of the plasma, for the
four different pulse frequencies. Additionally, the measured
VDFs of the vibrational levels that were sufficiently populated
(i.e., above the detection limit) are also shown in the figure, as
data points in the same color. Again these experimental VDFs
display good agreement with the model for the lowest energy
levels, and reasonable agreement for the higher levels. The

Figure 7. Calculated vibrational and gas temperature as a function of
position, in a pulsed MW plasma of 50 μs pulse width, for four
different pulse frequencies. The plasma length, which is equal to the
width of the waveguide (cf. Figure 1), is 5 cm, and it is indicated by
the vertical dashed lines.

Figure 8. Time-integrated reaction rates of electron impact
vibrational excitation, VV and VT relaxation, in a pulsed MW plasma
with a pulse width of 50 μs, at four different frequencies, summed
over all 43 vibrational levels and multiplied with the energy difference
of the transitions.

Figure 9. Time scale of VV and VT relaxation for 50 μs pulses at four
different pulse frequencies at the experimental conditions (25 mbar),
calculated using eqs 14 and 15 above.

Table 3. Ratio between Measured Vibrational and Gas
Temperature, for Four Different Pulse Frequencies, at a
Pulse Width of 50 μs, Averaged over the Whole Plasma, as a
Measure for the Degree of Vibrational Non-Equilibrium

1 kHz 2 kHz 5 kHz 7 kHz

2.2 ± 0.2 3.0 ± 0.2 3.7 ± 0.3 2.2 ± 0.2
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Boltzmann distribution functions at the corresponding gas
temperatures are also plotted with dashed lines in the same
color. Both the experimental and calculated VDFs indicate a
strong degree of vibrational nonequilibrium in all cases.
The pulse frequency affects the VDF in two ways. A higher

pulse frequency leads to a generally higher population of all the
vibrational states, which is beneficial to the vibrational
nonequilibrium. However, at the same time, the maximum in
the VDF at high vibrational energy, is shifted to somewhat
lower vibrational energies. These two separate effects are a
result of the higher reaction rates of both vibrational excitation
and relaxation in the high pulse regime: Whereas electron
impact vibrational excitation and VV relaxation deliver a high
overall vibrational population, VT relaxation shifts the
overpopulation toward lower levels in the vibrational ladder,
by losing vibrational energy to gas heating, which is
unfavorable for the vibrational nonequilibrium.
4.3. Repetitive Pulses: The Vibrational Nonequili-

brium Depends on Pulse Width. 4.3.a. Vibrational and
Gas Temperature. Besides the pulse frequency, the pulse
width also defines the amount of power applied to the plasma

and will thus also affect the vibrational excitation. Figure 11
shows the vibrational and gas temperatures in the radial center
and spatially averaged over the plasma length, obtained from
the experiments and the simulations, for a pulse length of 10,
50, 200, and 400 μs, at a pulse frequency of 1 kHz, a flow rate
of 4 slm and a pressure of 25 mbar. Again, a correction is
applied to the radially averaged temperatures in the 0D model,
to account for the hotter radial center (see Supporting
Information). Even though the results in previous section
revealed that 5 kHz gives better vibrational nonequilibrium, we
selected a pulse frequency of 1 kHz. Indeed, unlike the 5 kHz
regime, the 1 kHz pulse frequency allows us to explore pulse
widths up to 400 μs without the risk of overheating the plasma
equipment. The aim of this research is indeed to explore the
separate effect of the pulse frequency and pulse width on the
vibrational nonequilibrium in a wide range of conditions,
rather than simply a parameter study to find the optimal
conditions. Again, a reasonable agreement between simulations
and experiments is reached, exhibiting the same trends. Similar
to a higher pulse frequency, a longer pulse delivers both a
higher vibrational and gas temperature. While barely any
vibrational excitation or gas heating occurs in a 10 μs pulse, the
200 and 400 μs pulses demonstrate both a high vibrational and
gas temperature.
This is illustrated in more detail in Figure 12, plotting the

calculated vibrational and gas temperature as a function of
position, for the four different pulse widths (10, 50, 200, and
400 μs). Similar to the temperature profiles in Figure 7, the
vibrational temperature reaches a maximum as soon as VT
relaxation becomes significant, and thus the gas temperature
starts to rise. The effect of the pulse width is also very similar
to that of the pulse frequency: a longer pulse results in a higher
vibrational temperature but also in a higher gas temperature
and a sooner rise of the latter, resulting in a more pronounced
drop in vibrational temperature after its maximum is reached.
These results indicate that similar to the pulse frequency, a
longer pulse increases the significance of VT relaxation.

4.3.b. Underlying Mechanisms. The results are again
explained by the calculated time-integrated reaction rates of
electron impact vibrational excitation, VV and VT relaxation,
summed over all 43 vibrational levels and multiplied with the
energy difference of the transitions, plotted in Figure 13 for the
different pulse widths. The longer pulses result in higher rates

Figure 10. Calculated VDFs (solid lines), and measured VDFs (data
points) in the last pulse of the plasma, for a pulse width of 50 μs, and
four different pulse frequencies. In addition, the Boltzmann
distribution functions at the corresponding gas temperatures (cf.
Figure 7) are plotted in dashed lines, to indicate the strong degree of
vibrational nonequilibrium.

Figure 11.Measured and calculated vibrational and gas temperatures in the center (radial direction) of the plasma, spatially and time-averaged over
the length of the pulse, for a pulsed MW plasma, at four different pulse widths and a pulse repetition frequency of 1 kHz. As a reference the spatially
averaged and time-averaged vibrational and gas temperature is shown for the isolated 233 μs pulse.
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of all three vibrational mechanisms, but again the rate of VT
relaxation rises more significantly. Indeed, the rates of electron
impact excitation, VV relaxation and VT relaxation rise by a
factor 30, 100 and 7000, respectively, when the pulse width
rises from 10 to 400 μs.
Again the higher VT relaxation rates result from the shorter

time scale of this process, as illustrated in Figure 14, for the

four different pulse widths. Similar to the effect of the pulse
frequency, when the pulse width rises from 10 to 400 μs, the
time scale of VT relaxation drops by almost 4 orders of
magnitude, while the time scale of VV relaxation barely
changes. In addition, for the longer pulses, VT relaxation not
only starts sooner (because of its shorter time scale), but also
can occur for a longer time, inducing more significant gas
heating, as illustrated in Figure 11.
The observed effects on the nonequilibrium can again be

quantified by the ratio between the vibrational and gas
temperature, shown in Table 4. It is clear that a pulsed MW

plasma with a pulse width of 200 or 400 μs does not provide
significantly more pronounced nonequilibrium than a 50 μs
pulse width. Indeed, although these longer pulses imply a
longer excitation time for vibrational ladder climbing, the
significant gas heating, and associated VT relaxation,
compensate for the additional vibrational excitation. A pulsed
MW plasma with 200 or 400 μs pulse width is thus considered
less interesting from an energy-efficiency point of view, as it
consumes four and eight times more power, respectively, than
a 50 μs pulsed plasma at the same pulse frequency, but it does
not display a significantly better vibrational nonequilibrium.

4.3.c. Calculated (and Measured) VDFs. The effect of the
pulse width on the population of the vibrational levels is
illustrated by the VDFs at the last pulse of the plasma in Figure
15, for the four different pulse widths (10, 50, 200, 400 μs) at a

pulse frequency of 1 kHz. Again, the measured VDFs of the
vibrational levels that were populated above the detection limit
are also shown in the figure as data points in the same color.
Reasonable agreement is achieved, and in particular, the 200 μs
regime is very well predicted by the model.

Figure 12. Calculated vibrational and gas temperature as a function of
position, in a pulsed MW plasma, for a pulse frequency of 1 kHz and
four different pulse widths. The plasma length, which is equal to the
width of the waveguide (cf. Figure 1), is 5 cm, and is indicated by the
vertical dashed lines.

Figure 13. Time-averaged reaction rates of electron impact
vibrational excitation, VV and VT relaxation, in a pulsed MW plasma,
at four different pulse widths and a pulse repetition frequency of 1
kHz, summed over all 43 vibrational levels and multiplied with the
energy difference of the transitions.

Figure 14. Time scale of VV and VT relaxation for a 1 kHz pulsed
plasma at four different pulse widths, calculated using eqs 14 and 15
above.

Table 4. Ratio between Vibrational and Gas Temperature
for Four Different Pulse Widths, and a Pulse Repetition
Frequency of 1 kHz, Averaged over the Whole Plasma, as a
Measure for the Degree of Vibrational Non-Equilibrium

10 μs 50 μs 200 μs 400 μs

1.8 ± 0.2 2.4 ± 0.4 2.6 ± 0.5 2.5 ± 0.5

Figure 15. Calculated VDFs (solid lines) and measured VDFs (data
points) in the last pulse of the plasma, for four different pulse widths
and a pulse frequency of 1 kHz. In addition, the Boltzmann
distribution functions at the corresponding gas temperatures (cf.
Figure 11) are plotted in dashed lines, to indicate the strong degree of
vibrational nonequilibrium.
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For every pulse width, the Boltzmann distribution function
at the corresponding gas temperature is again plotted with a
dashed line in the same color. The VDFs show a stronger
vibrational excitation upon increasing pulse width, yielding a
very pronounced nonequilibrium, and strong overpopulation
for the higher vibrational levels compared to the Boltzmann
distributions, in the 50, 200, and 400 μs pulse regimes. The 10
μs pulse width, however, is too short to significantly excite the
higher vibrational levels. Similar to the pulse frequency, two
effects are observed upon rising pulse width: longer pulses
result in a higher population of all vibrational levels due to the
higher electron impact vibrational excitation and VV
relaxation, but the overpopulation is shifted away from the
highest energy levels, due to the significant role of VT
relaxation.
4.4. The Energy Efficiency of Power Pulsing. In the

previous sections, we demonstrated how power pulsing is able
to deliver a pronounced vibrational nonequilibrium, which is
important for energy-efficient N2 dissociation. This vibrational
nonequilibrium is achieved within very short periods of time,
meaning that overall little power is consumed. For the 50 μs
pulses at 5 kHz, which yielded the highest nonequilibrium in
our study, only 100 W is required to reach a vibrational
temperature of 3200 K at a gas temperature of 900 K. To
demonstrate the energy efficiency of the power pulsing effect,
we compare this case to a continuous plasma at similar
conditions. Gatti et al.53 operated a continuous pure N2 plasma
in a very similar setup, using a plasma tube of the same size at a
pressure of 17 mbar, a flow rate of 7.8 slm and power of 130
W. These conditions provide a specific energy input (SEI) of
0.22 eV/molecule,53 which is comparable to the SEI of 0.32
eV/molecule of the 5 kHz regime in our study. These similar
conditions report higher values for both vibrational and gas
temperature (i.e., 4700 and 2000 K, respectively), but a less
pronounced vibrational nonequilibrium. Indeed, in the center
of the plasma, the ratio of the vibrational and gas temperature,
which we use as a quantification of the vibrational non-
equilibrium, is reported to be 2.2 ± 0.6, while in our case at 5
kHz, a value of 3.7 ± 0.3 is obtained (cf. Table 3). Hence, the
ratio of the vibrational and gas temperature (as a measure for
the vibrational nonequilibrium) is almost twice as high in our
pulsed regime than in a continuous regime, for a comparable
SEI input, which demonstrates the efficiency of power pulsing
for reaching a pronounced vibrational nonequilibrium.

5. CONCLUSION
We investigated the vibrational nonequilibrium in a N2 pulsed
MW plasma at 25 mbar, which may be used for energy-efficient
plasma-based N2 fixation as a potential green alternative to the
Haber−Bosch process. We measured the vibrational and gas
temperatures by vibrational Raman spectroscopy, and
compared the results with a 0D chemical kinetics model,
describing all N2 vibrational levels up to the dissociation limit,
as well as self-consistent gas heating. By conducting both an
experimental and computational study we are able to analyze
the behavior of the gas and vibrational temperature on a μs
time scale through Raman spectroscopy, while also presenting
the modeled vibrational dynamics, which are not accessible
through experiments. Using the model, we were able to explain
the experimental results, based on the rates and time scales of
the three main vibrational mechanisms and the calculated
VDFs. Reasonable agreement was reached between the
measured and calculated vibrational and gas temperatures,

for different pulse frequencies and widths. The aim was to
explore the potential of plasma pulsing, to prevent the plasma
from excessive gas heating, and thus to sustain a favorable
vibrational nonequilibrium.
We showed that a pulsed plasma takes advantage of the

different time scales on which the three major vibrational
mechanisms occur, i.e., electron impact vibrational excitation,
VV and VT relaxation. VT relaxation, which heats up the
plasma, leading to energy losses, can be reduced upon pulsing,
because it operates on a longer time scale than the vibrational
mechanisms that favor the nonequilibrium, i.e., electron impact
vibrational excitation, and VV relaxation. As shown by the
calculated VDFs, plasma pulsing can very quickly populate the
high N2 vibrational levels, sustaining a pronounced non-
equilibrium over the whole vibrational ladder.
The advantage of pulsing is, however, diminished for too

high pulse frequency (around 7 kHz) or pulse width (above
400 μs) at the conditions under study. While these conditions
still delivered a clear vibrational nonequilibrium, no significant
benefits were revealed compared to the other, less power-
demanding and thus more energy-efficient regimes. At these
conditions, the power is supplied either too frequently or for
too long time, so that the long time scale VT relaxation is no
longer inhibited, thus inducing more gas heating. This yields a
significant loss of vibrational energy, and thus it results in less
pronounced vibrational nonequilibrium, which will lead to less
energy-efficient N2 dissociation. A balance in pulse frequency
and pulse length was reached at 5 kHz and 50 μs, at which
vibrational excitation occurs excessively, populating the higher
vibrational levels, while gas heating is limited, reaching a
vibrational temperature of 3200 K, with a gas temperature of
only 900 K. In this regime, the vibrational excitation efficiency
was maximized.
As these conditions show a very promising vibrational

nonequilibrium, while only requiring a limited power-on time,
pulsed plasmas do seem very interesting for energy-efficient
vibrational excitation. Furthermore, from this work, we
understand the underlying dynamics for vibrational excitation
during power pulsing and how basic pulse parameters can be
changed to manipulate these dynamics and maximize the
excitation efficiency. These insights are very interesting to
further explore and optimize power pulsing for plasma-based
N2 fixation.
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