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Abstract 

We discuss a fragment-based QM:QM scheme as a practical way how to access the energetics 

of vertical electronic processes in the condensed phase. In the QM:QM scheme, we decompose 

the large molecular system into small fragments, which interact solely electrostatically. The 

energies of fragments are calculated in a self-consistent field generated by other fragments and 

the total energy of the system is calculated as a sum of fragment energies. We show on two test 

cases (cytosine and a sodium cation) that the method allows to accurately simulate the shift of 

vertical ionization energies (VIE) while going from the gas phase to the bulk. For both 

examples, the predicted solvent shifts and peak widths estimated at the DFT level agree well 

with the experimental observations. We argue that the QM:QM approach is more suitable than 

either an electrostatic embedding based QM/MM approach, a full quantum description at the 

DFT level with generally used functional or a combination of both. We also discuss the potential 

scope of the applicability for other electronic processes such as the Auger decay.  

1 Introduction 

Quantum chemical simulations of the processes in the condensed phase are tricky and 

demanding. Solvent effects can be significant, such as in the case of acid-base reactions, redox 

reactions[1,2] or generally, charge transfer processes[3,4] and their deficient description 

adversely affects the results and interpretation.  

Reliable theoretical strategies for processes in solutions have to faithfully reproduce 

polarization of the system. Both the solute and solvent adjust their positions and electronic 

structure in response to its environment (in fact, the distinction between solute and solvent per 

se is rather artificial). The molecules react in two ways: the molecular geometry and orientation 

changes in response to the environment (nuclear polarization) and the electron cloud distorts 
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(electron polarization). Electron and nuclear polarization have characteristic response times 

which have to be accounted for (non-equilibrium vs equilibrium solvation schemes[5]). 

The theoretical accuracy is particularly important for vertical electronic processes. In this case, 

the charge distribution changes are typically large and abrupt, e.g. during charge transfer 

excitation or ionization,[6,7] and only the electronic degrees of freedom of the solvent can react. 

Here, missing or inaccurate electronic polarization may lead to quantitatively incorrect 

energetics.[8] This is particularly true for the liquid phase ionization: a charge state of an atom 

or a molecule suddenly changes and any non-polarizable solvent models cannot adequately 

capture the physics. This has lead e.g. to a spectacular overshooting of the calculated ionization 

energies of nucleic acid basis in its natural environment.[6] The problem was not immediately 

apparent, as there were virtually no data on photoemission from polar liquids. Fortunately, these 

data are nowadays accessible by the liquid microjet technique[9,10] and a direct comparison 

can be made.  

Various techniques have been so far proposed to reduce the costs of the simulations while 

keeping the accuracy. In some cases, QM/MM techniques can describe the solvent effects even 

within a simple electrostatic embedding scheme.[11] However, the electronic polarization is in 

this approach completely missing because the electrostatic embedding QM/MM (EE-QM/MM) 

scheme employs only fixed charges. In many frequently used force fields, the electronic 

polarization is included implicitly by using scaled charges and [12–15] the error of, e.g. the 

thermodynamic properties can be in this way compensated. Yet for vertical ionization the use 

of EE-QM/MM is problematic (as we show in the text).  

The missing electronic polarization can be included in several ways. The simplest approach is 

to apply polarizable dielectric models such as polarizable continuum model in its non-

equilibrium formulation.[16–20] The information on the granularity of the solvent environment 

is, however, lost. Continuum models are designed to provide a configurationally sampled 

solvent effect, therefore we can only get the mean value of VIE but no information on its 

distribution. In addition, the classical continuum model cannot include specific solute-solvent 

interactions (charge-transfer type). This problem can be circumvented with the cluster-

continuum model, yet this brings new issues with a proper selection of the cluster and its 

size.[21,22] An accurate solution can be provided by a polarizable embedding (e.g. AMOEBA 

force field),[23] or by other related techniques such as effective fragment potential (EFP) 



method.[23–25] In this case, we most often rely on linear polarizabilities which do not have to 

be accurate enough when accounting for large electric fields.  

Alternatively, we can perform fully quantum simulations. In this case, we typically have to rely 

on density functional theory (DFT) approaches, which allows for simulations of hundreds of 

atoms. DFT can be, however, not only expensive but also incorrect, as we will also show in this 

work. DFT functionals were parametrized for small molecular systems and applications to 

extended systems can exhibit pathologies.[26–28]  

In this article, we advocate for the use of QM:QM fragment techniques. Fragment methods 

facilitate the calculations on large molecular systems where regular ab initio quantum methods 

are intractable because the system size.[29] In QM:QM, the super system is divided into a large 

number of small fragments and each fragment is calculated at the same level of ab initio theory. 

In this way, the complexity of the problem is reduced, in an optimal case to linear scaling with 

the system size.[30] This makes it much easier to perform quantum chemical simulations for 

even thousands of atoms.[31] Such a family of methods has a long and rather successful history 

(see partially discussed below); a broad review has been provided e.g. by Gordon et. al.[29] or 

by Herbert.[30]  

The apparent easiness of doing fragment-based methods have resulted in a plethora of possible 

variations, the majority of them, however, is built on several keys ideas. One of them is the 

many-body expansion which decomposes the system energy into energies of fragments and 

many-body corrections. These methods based on energy fragmentation[32] are particularly well 

suited for liquids (a disordered,  non-covalently bounded systems containing a large number of 

units). For example, the generalized energy-based fragment (GEBF) method of Li at al.[33,34] 

applies the many-body expansion formula to obtain the total energy. Calculations for fragments 

or fragment clusters are performed either ignoring the other fragments or replacing them by 

fixed charges.[34] The GEBF method was even applied for geometry optimization and 

vibrational spectra optimization.[35,36] Energy fragmentation approaches can be, in principle, 

applied also to macromolecules, in which case covalent bonds are severed and fragments are 

capped to restore the correct valences. This is the case of the molecular fractionation with 

conjugate caps (MFCC).[37,38]  

Interactions between fragments can be calculated in many ways; ab initio calculation can be 

performed not only for fragment monomers, but also for fragment dimers, trimers and, in 

general, n-mers. Other methods, for example the molecular tailoring approach[39,40] (MTA) 



treats the interaction between fragments by defining overlapping fragments. These approaches 

are particularly suitable for short-range interactions. Another way how to describe interactions 

between fragments is established on fragment molecular orbital method (FMO) of Kitaura et 

al.[41], which uses fragment and fragment pair Hamiltonians. Later, the FMO method has been 

generalized to use even trimer and n-mer Hamiltonians.[42] The model Hamiltonians include 

embedding potential derived from the density matrices of all of the fragments, leading to an 

iterative procedure. In the same direction, Dahlke and Truhlar[43–45] introduced 

electrostatically embedded many-body expansion method. Similarly to FMO, fragment 

monomer energies and also fragment cluster energies are calculated. A huge simplification is, 

that during each ab initio calculations the other fragments are replaced by fixed point charges.   

Similarly, the effective fragment potential method (EFP)[29,46,47] was originally formulated 

to describe water clusters. The EFP energy expression contains electrostatic, polarization and 

exchange repulsion terms, all of their parameters are obtained from ab initio fragment 

calculations. The accurate representation of the electrostatic potential is obtained using 

multipolar expansion (or distributed multipolar analysis).[48] Recently the EFP method was 

applied to calculate excitation energies in the liquid phase[49]: combined with time dependent 

density functional theory (TDDFT),[50] combined with CIS,[51] combined with EOM-

CCSD.[52] 

In the present work, we studied two systems with the QM:QM and QM/MM schemes – a 

solvated sodium cation and solvated cytosine. Such a choice was purely pragmatic; there exist 

theoretical and experimental data, which allow to estimate the solvent shift.[6,7,53] Ionization 

of simple ions has been studied previously by Winter et al.[54] and ionization of nucleic acids 

has been studied in the context of oxidative stress, radiation damage or charge transfer based 

molecular nano-devices.[55–57] At the same time, both systems are a convenient test bed 

systematic characteristics of the QM:QM approach as they represent two cases with a very 

different solvent shift.  

We compare three type of approaches: full QM treatment of a relatively large solvated system, 

QM/MM approach within electrostatic embedding and finally the QM:QM fragment-based 

approach with DFT description of the units. These approaches have been successfully used for 

a variety of systems; yet, to the best of our knowledge, they have never been tested in a different 

situation (vertical ionization). We want to mainly focus on the importance of solvent 

polarization for which QM:QM methods are ideally suited. We discuss charge localization and 



how to effectively avoid charge “leak” which is otherwise present in DFT. We would also like 

to point out that QM:QM offers an easy determination of diabatic states defined by their charge 

and that we can also approach even energetically high-lying structures or arbitrarily strong 

fields.  

The paper is organized as follows. We first describe the fragmentation approach used in the 

present work. Next, we clarify the simulation details. Then we show the results and we discuss 

connotations. At the end, we present the outlook with possible applicability of the fragmentation 

approach in radiation chemistry. 

2   Methods  

To study ionization processes we used a simple energy based fragmentation method in which 

the energies of the monomer units are calculated in the background charge of the other 

monomers. This QM:QM approach is analogical to the GEBF, FMO and EFP methods. A great 

simplification compared to the GEBF and FMO methods is that only fragment monomer 

energies are calculated.  

The approach is schematically depicted on Figure 1.  

 

Figure 1.  A sketch showing the QM:QM method applied in this study. 

 



In the first step, the system is divided into fragments. In our case, each fragment coincides with 

a molecule. In the next step, the electronic energy of the fragments is calculated. The electronic 

energies were calculated at the DFT level, though in principle, any ab initio QM method may 

be used. The electrostatic potential of other fragments is taken into account by replacing the 

atoms outside of the given fragment with point charges.  As the atomic charges of the calculated 

fragment depend on the charges of the environment, the charges are updated after the fragment 

calculations. This leads to a self-consistent iteration process. The point charges are generated 

by fitting the electrostatic potential according to the Merz-Singh-Kollman scheme.[58]  

In each iteration step the total energy is calculated as a sum of the fragment energies  

𝐸total = ∑ 𝐸𝑚 − ∑ ∑
𝑄𝐴𝑄𝐵

𝑅𝐴𝐵
𝐴<𝐵𝐴

𝑀
𝑚  ,    (1) 

where index m denotes a fragment and the maximum number of fragments is M. The QA is the 

point charge of atom A and RAB is the distance between atoms A and B. The second term (here 

in atomic units) is added to avoid double counting of the electrostatic energy in the first term. 

The fragments were calculated at the BMK/6-31+g* level.[59] Such basis set is small enough 

to provide reliable charges. Ionization energy was calculated as a difference between the total 

energy of the ionized and non-ionized systems. 

The initial ensemble was generated by classical molecular dynamics performed with Gromacs 

5.0.5 code.[60] Water was in all cases described by the SPC/E model.[61] The force field of 

cytosine was generated by an automated builder[62] from a B3LYP/6-31g* optimized 

geometry. Bonded and van der Waals parameters were taken from the GROMOS 54A7 

parameter set,[14] initial charges were estimated using the Merz-Kollman scheme.[58] 

Parameters for the sodium cation were taken from ref.[63]  

For cytosine, two types of simulations were performed: simulation for cytosine molecule in a 

box filled with water molecules and simulation for cytosine molecule in water droplet. 

Simulation box contained 10040 water molecules, simulations of droplets contained 50, 100, 

200, 400 and 600 water molecules. The time step for the production run was set to 0.5 fs and 

the total simulation lengths was 5 ns. In the case of box simulations 3D periodic boundary 

conditions were employed. The pressure of 1 bar was controlled by the Berendsen barostat with 

a coupling constant of 0.5 ps and constant temperature of 300 K was controlled by the velocity 

rescaling thermostat[64] with a coupling time of 0.5 ps (0.1 ps for sodium). Cytosine molecule 

was kept in centre of the droplet by the pull code implemented in Gromacs 5.0.5.[60] Spherical 



water clusters containing 50, 100, 200, 400, 600 water molecules were cut out of the simulation 

box. The water molecules were selected based on the distance to the centre of mass of the 

cytosine molecule. The individual geometries were selected randomly from the MD trajectories, 

the total number ranged from 100 to 400, as specified in each case.  

Simulations with a sodium cation contained one cation in a box of  33151water molecules (100 

Å box), time step was set to 2 fs, total length of the simulation was 4 µs. From the trajectory, 

200 spherical clusters containing a defined number of water molecules (see in discussion) were 

extracted and used for further calculations. Simulations were performed in periodic boundary 

condition, pressure was controlled by the Berendsen barostat and constant temperature of 300 

K was controlled by the velocity rescaling thermostat.[64] 

The mean value of the vertical ionization energy, E[𝐼𝐸]  is calculated over the sample 

geometries selected from the classical molecular dynamics trajectory. The standard deviation 

by definition is 𝜎 = √E[𝐼𝐸 − E[𝐼𝐸]]2. The standard error of the mean value is derived from 

the standard deviation: SEM =
𝜎

√𝑛
, where 𝑛 is the number of samples. The full width at half 

maximum (FWHM) was calculated approximately supposing normal distribution: FWHM =

2 √2 ln 2 𝜎 . The standard error of the FWHM can be expressed using the fourth central moment 

𝜇4 = E[(𝐼𝐸 − E[𝐼𝐸])4][65] 

SE(FWHM) =
1

2𝜎
√

1

𝑛
(𝜇4 −

𝑛−3

𝑛−1
𝜎4) .     (2) 

Because the number of points was limited, for the purpose of presentation of the calculated 

spectra we utilized an advanced kernel density estimation method with the Gaussian kernel in 

which we replaced each single point with a narrow Gaussian.[66,67] The width of the individual 

Gaussians was determined by the simple Silverman’s rule of thumb[68] (suitable for unimodal 

distributions). We also fitted the spectra to a single Gaussian function and we provide the fitted 

values in the insets of the figures.  

3  Results and Discussion 

First, we discuss the performance of the various models on the test molecule of cytosine 

dissolved in water. The example was selected due to the biological importance of nucleic acid 

bases ionization as well as due to the small size of the chromophore. Note that the ionization 



energy of cytosine in water has not been directly measured experimentally because of its very 

low solubility. However, we can make a fair comparison with a corresponding nucleoside. The 

first ionization energies of the base and of the nucleoside are similar and the solvent shift for 

the nucleoside is known.[6] The experimental value of the VIEs for cytosine in the gas phase 

is 8.89±0.02 eV[69] and for cytidine is 8.46 eV[70]. The experimental value for the VIE of 

cytidine in water is 8.1 eV,[71] i.e. the solvent shift is 0.36 eV. We can expect a similar ~0.3–

0.4 eV solvent shift for cytosine as the ionization is localized on the cytosine unit.[6] 

All the energies are calculated with the BMK functional and 6-31+g* basis set. This functional 

represents a global hybrid functional often used for the evaluation of energetics in the nucleic 

acid systems (see e.g. ref.[6] and references therein).  

A simple estimate of the solvent shift can be done by polarizable solvent model. The calculated 

value of VIE for cytosine in the gas phase at the BMK/6-31+g* level is 8.73 eV and the 

corresponding value in the polarizable continuum is only 7.95 eV. We can see that the 

ionization energetics is captured relatively well yet solvent shift of 0.78 eV is significantly 

overestimated.   

Another estimate can be done by a simple electrostatic embedding QM/MM scheme (EE-

QM/MM, e.g. we standardly divide the system into a quantum zone and an MM zone). The 

SPC/E charges[61] were used for the water molecules throughout the simulations. Figure 2 

shows the evolution of the VIE distributions with the system size, i.e. with the number of 

solvating molecules for a system containing 5 water molecules in the QM region. The mean 

value of VIE and the width of the distribution expressed as full width at the half of the maximum 

(FWHM) are shown in the inset of Figure 2. The corresponding numerical values of all the data 

are collected in the Supporting Information (Table S1). We can observe that the calculated VIEs 

depend only very little on the number of solvating molecules. In fact, the ionization energy is 

slightly higher for the solvated system when compared with the isolated cytosine (Table S1). 

This observation agrees well with previous studies employing electrostatic embedding scheme, 

where large increase in the electron binding energies were reported and later were found to be 

an artefact of the non-polarizable models.[24,29] We also observe that the width of the 

distribution is saturated quickly with the number of solvent molecules, with a value around 0.7 

eV. This is close to the experimentally determined widths of nucleosides in liquid phase in the 

range 0.8–0.9 eV.[71] Note that we use constrained geometry of cytosine in our simulations 

and we therefore neglect contribution of inner sphere reorganization energy into the FWHM.  



 

Figure 2. Ionization of cytosine within the electrostatic embedding QM/MM model. The 

evolution of the VIE distribution for cytosine as a function of a system size: a) 100, b) 200, c) 

400, d) 600 molecules in total, 5 water molecules closest to the center of mass of cytosine were 

considered explicitly at the QM level, the remaining molecules were treated as point charges. 

Calculated mean values of the VIE and FWHM are shown in the inset of the pictures. SPC/E 

charges were used for water molecules. The red curve corresponds to kernel density estimation 

method, in which each single point was replaced with a narrow Gaussian, the black curve 

shows a Gaussian fit of the distribution. Data in graphs were collected from 100 independent 

calculations of VIE. The individual geometries were selected randomly from the MD simulation 

of cytosine in a box. 

In the next step, we gradually extended the quantum zone in the EE-QM/MM approach. 

Cytosine and a defined number of adjacent water molecules (0, 5, 10, 20, 40, 60) were 

calculated at the DFT level (BMK/6-31+g* level in our case) and the remaining water 

molecules were calculated at the MM level (SPC/E). Such a combined scheme was used 

recently for studying ionization and electron attachment to nucleic acid components and its 

successful application was reported.[72] In this case, we could observe an interesting trend: 



addition of explicit solvent molecules lowered the ionization energy while addition of non-

polarizable solvent molecules corrected this lowering. Combination of the largest quantum 

zones (40, resp. 60 water molecules in QM zone and additional 560, resp. 520 MM molecules) 

provided an ionization energy of 8.3 eV, e.g. a reasonable solvent shift of 0.43 eV was obtained. 

The data are shown in Figure 3 and the numerical values are again collected in the 

Supplementary Information Table S1. The width of the distribution remains essentially constant 

for all the simulations.  

Application of the above scheme is based on the assumption that the QM description itself is 

correct for all system sizes and we would ultimately converge to the experimental value within 

the purely ab initio approach. This is, however, an assumption which is not justified for the 

common DFT functionals. The approximate functionals were optimized on sets of small 

molecules and the performance of the functionals for large systems should be always carefully 

inspected. Therefore we investigated the performance of DFT on large clusters of cytosine and 

water. We gradually increased the number of solvating water molecules from 5 to 60. Table 1 

shows the calculated mean value of the VIE for these clusters calculated at the HF, BMK, PBE 

and LC-ωPBE levels with 6-31+g* basis set. The DFT functionals were selected so that they 

have varying contribution of the HF exchange. We can observe that with increasing the cluster 

size, the ionization energy quickly drops. In fact, it drops much faster than one could infer from 

electrostatic considerations and the calculated value is below the experimental one for solvated 

cytidine. We also present an integrated charge for the cytosine unit in the ionized state in Table 

1, showing immediately some warning. The BMK functional predicts that the positive hole will 

be to a much extent delocalized over neighbouring water molecules. This is clearly an artefact 

of the approximate DFT methods which can be attributed to the self-interaction error.[73] The 

artificial charge leak is enhanced for functionals with a lower fraction of the exact exchange as 

it is evident from the comparison between the HF, BMK, PBE and LC-ωPBE functionals (see 

Table 1): while HF method keeps the charge localized, the GGA functional PBE exhibits a huge 

charge leak. For BMK and LCωPBE the leak is not so pronounced. This significantly 

complicates convergence for large systems, because charge delocalization grows with 

increasing the system size. The problem can be partially limited if we add extra non-polarized 

water molecules around the QM zone, in this case the charge can be to some extent back-

localized (see Table S2 where data for BMK and PBE are presented).  



 

Figure 3. VIE of cytosine within the electrostatic embedding QM/MM model as a function of 

an increasing number of QM water molecules: a) 0, b) 10, c) 20, d) 40. Calculated mean values 

of the VIE and FWHM are shown in the inset of the picture. SPC/E charges were used for water 

molecules. Data in graphs a), b), c) were collected from 400 independent calculations of VIE, 

graph d) from 100. The individual geometries were selected randomly from the MD simulation 

of cytosine in a box. The red curve corresponds to kernel density estimation method, in which 

each single point was replaced with a narrow Gaussian, the black curve shows a Gaussian fit 

of the distribution. 



  HF BMK PBE LC-ωPBE 

# water in 

QM 
VIE Q+(cyt) VIE Q+(cyt) VIE Q+(cyt) VIE Q+(cyt) 

0 7.430±0.020 - 8.718±0.016 - 8.442±0.008 - 8.892±0.012 - 

5 7.660±0.042 0.960±0.025  8.773±0.029 0.957±0.009 8.017±0.018 0.598±0.009 8.984±0.030 0.996±0.007 

10 7.630±0.042  1.021±0.009 8.689± 0.031 0.855±0.014 7.692±0.020 0.459±0.012 8.936±0.035 0.969±0.011 

20 7.513±0.041 1.010±0.015  8.431±0.027 0.756±0.019 7.282±0.045 0.189±0.023 8.716±0.031 0.933±0.015 

40 7.315±0.057  0.885±0.046  8.170±0.028 0.604±0.023 6.701±0.053 0.305±0.031 8.556±0.050 0.747±0.047 

60  7.332±0.059 0.887±0.042  8.076±0.045 0.544±0.035  -  - 8.538±0.053 0.689±0.055 

Table 1. Calculated mean value of the VIE for clusters of cytosine and water. Q+(cyt) is the charge localized on the ionized cytosine molecule. The 

system contained from 5 to 60 water molecules explicitly calculated at the HF, BMK, PBE and LC-ωPBE/6-31+g* level. Data presented in the 

table were obtained for a cluster cut from a box simulation. 

 

 



Next, we present the data for the fragmentation QM:QM scheme which, as we claim, is ideally 

suited for the description of the ionization in the condensed phase. Figure 4 shows the calculated 

VIE of cytosine in water clusters of increasing size, the corresponding data are shown in Table 

S3. We compare two types of clusters – a) clusters of given sizes (50, 100, 200, 400, 600 water 

molecules) simulated in vacuo or b) clusters cut from a large box simulated with periodic 

boundary conditions. In both types of clusters, each molecule represents a fragment and the 

fragments communicate only electrostatically. For both types of clusters, we can see in Figure 

4 a gradual shift of ionization energy from 8.73 eV in the gas phase to 8.36 eV (for a) or to 8.27 

eV (for b). In both cases, the solvent shift of VIE is close to the value observed for cytidine. At 

the same time, the value is significantly above the value calculated with the polarizable 

continuum model, which is 7.95 eV. The specific intermolecular interactions of the solvent 

clearly are important and should not be excluded. Unfortunately, the graphs in Figure 4 show 

that even for the biggest clusters the complete convergence has not been reached. Yet from the 

observed trends we can answer how many water molecules mimics the solution – when it comes 

to ionization of neutral organic species in solutions, at least several hundreds of water molecules 

must be included.  

 

Figure 4. VIE of cytosine within the QM:QM model as a function of an increasing system size. 

In the QM:QM scheme, the BMK functional with 6-31+g* basis set was used. Results are 



presented for clusters obtained either from classical simulations of a given cluster size in vacuo 

(a), or for clusters obtained by cutting from a large box simulation (b). 

Concerning the widths of the spectra, the FWHM of the distribution changes much less with 

the cluster sizes and the convergence is essentially obtained for clusters containing 200 water 

molecules. The widths of the distribution converges to 0.68 eV (see Table S3). The widths are 

at the same time close to the one calculated with the SPC/E charges for water (compare Tables 

S1 and S3). The width of the distribution relates via the Marcus formula to the reorganization 

energy, which is not affected by the electronic part of the polarization.  

The values obtained within the QM:QM approach can be corrected by ∆𝑉𝐼𝐸solv calculated from 

dielectric continuum assumptions  

∆VIEsolv =
𝑒2

8𝜋𝜀0𝑅
(1 −

1

𝜀opt
).     (3) 

Figure 5 shows the evolution of the VIE with the system size compared to the value obtained 

with dielectric continuum correction and with the polarizable continuum model. The radius R 

of the spherical clusters was estimated by the MSMS (Maximal Speed Molecular Surface) 

code.[74] We can see that the result obtained via polarizable continuum model (7.95 eV) is well 

below what appears to be the limit of the QM:QM calculation. We also see that the corrected 

cluster calculations are rather stable with the cluster size and that the two calculations slowly 

but gradually converge to the same limit. The calculated VIE in the limit is below the 

experimental value which can be attributed to the inaccuracy of the BMK functional; it provides 

the gas phase ionization energy of cytosine 0.1–0.2 eV below the experiment.[6] It follows from 

Figure 5 that the solvent shift is described with the QM:QM scheme within 0.1 eV; 8.1 eV being 

the lower bound and 8.27 eV being the upper bound.  



 

Figure 5. Corrected VIE via Born formula (green), result obtained via the polarizable 

continuum model (blue) and the QM:QM dependence of VIE on the size of the cluster (red). 

We shall now briefly discuss several more technical aspects of the QM:QM simulations. We 

start with a discussion of the convergence of the fragments charge. The simulations always 

started with the charges calculated for isolated molecules. It then required 3, at most 4 cycles 

to converge both in the ground and ionized states within 0.001 eV.  

To understand the polarization effect of a charged solute in the solvent, the dipole moments of 

water molecules were calculated and projected onto the vector pointing from the centre of mass 

of water to the centre of mass of cytosine. The ionized solute increases the solvent dipole 

moment components pointing to the direction of cytosine as shown in Figure 6.  The induced 

dipole moment generated by an ion is   𝜇 = 𝛼𝐸 = 𝛼
𝑧𝑒

4𝜋𝜀0𝜀𝑅2
  , where 𝐸 is the electric field of 

the ion and 𝛼 is the polarizability of water. While the dipole moment of water molecules will 

be affected also by modified dipoles of the other water molecules, the leading term for the 

induced dipole should be inversely proportional to R2. In accordance with this expectation, the 

observed dipole moment change of water molecules in Figure 6 is inversely proportional to the 

distance squared.  

 



 

Figure 6. The increase of a dipole moment component of water pointing to the direction of the 

cytosine molecule caused by ionization of cytosine. Each point represents a difference between 

the dipole moment of a water molecule in the ionized and ground state of the system. The results 

are shown for 400 clusters containing 600 water molecules. R is the distance between the 

centres of mass of water and cytosine.  

We further addressed a question of statistical convergence with the number of samples from a 

perspective of both the ionization energy and the width of the spectrum. It is clear that 100 

samples are enough to get quantities with error bars within the systematic error of the DFT 

method itself. The results are presented in the Supporting Information Table S4 and S5. 

So far we explored the QM:QM approach on an example of an ionized neutral organic molecule. 

The solvent effects in this case are relatively modest and the solvation can be reasonably well 

described within a linear regime. The long-term goal is, however, to use the QM:QM approach 

for highly charged particles formed within radiation chemistry processes, e.g. within the Auger 

decay.[75,76] Here, the solvent shift can easily exceed 10 eV as doubly (and generally multiply) 

charged ions are formed.  

We thus tested the performance of the QM:QM approach for the vertical ionization of a sodium 

cation, i.e. for a process Na+  Na++. The experimental gas phase energy for this reaction is 

47.3 eV while the experimental value in water is 35.5 eV.[54] The observed solvent shift is 12.2 

eV. The theoretical VIE for an isolated sodium atom in the gas phase is 49.88 eV (using the 

BMK/6-31+g* approach). We observe that the QM:QM approach provides us with a solvent 

shift of 10.7 eV already for 50 water molecules and then it gradually increases (see Fig. 7). The 

solvent shift for the largest cluster used with 1200 water molecules gives a solvent shift of 12.7 



eV; the convergence with respect to the cluster size is still not fully reached. If QM/MM 

calculations with the SPC/E water model are used, we find much smaller values of the solvent 

shift (8.5 eV for the largest cluster). The polarizable continuum model provides a reasonable 

value of the solvent shift (10.5 eV). 

Note that it is conceptually rather difficult to make an explicit calculation for the present system 

without fragmentation. For doubly charged sodium-water clusters, states with charge 

delocalized between more solvent units would be lower in energy. Yet these states are not 

formed under experimental conditions (a doubly charged sodium cation is formed).      

 

Figure 7 Solvent shift of VIE of sodium cation within the QM:QM model as a function of an 

increasing system size. In the QM:QM scheme, the BMK functional with 6-31+g* basis set was 

used. Value for an isolated sodium atom surrounded by a polarizable continuum as well as the 

experimental values both in the gas phase and in solutions are marked.  

 

4. Conclusions  

We investigated the performance of QM:QM scheme for vertical ionization of cytosine and 

sodium cation in water. We show that a direct simulation of the ionization of organic solutes in 

liquid water with DFT methods provides spurious results. When we investigated large solvated 

clusters, we observed an artificial charge delocalization from the originally ionized unit. We 

could observe the limits of DFT for simulations of extended systems, which have become 



technically feasible only recently. We argue, that in particular cases, the results should be 

weighted very carefully.[28]  

We furthermore argue, that simple QM/MM techniques based on electrostatic embedding 

scheme tend to overestimate the ionization energies of solvated molecules due to the lack of 

electronic polarization. Therefore QM/MM can be useful e.g. for stabilizing anions in the 

ground state, but its applicability for VIEs is limited. The combination of the QM/MM with an 

extended QM zone can compensate this problem but only as a matter of error cancellation. On 

the other hand, the ionization energies calculated within the polarizable continuum model are 

shifted to lower values and furthermore, the spectral width is not accessible.[77]   

We show that the fragmentation QM:QM approach represents a reliable approach for ionization 

in the condensed phase. We can observe a gradual transition of VIE from an isolated molecule 

to the bulk with the solvent shift below 0.5 eV (for largest studied clusters). Yet even for a large 

number of water molecules, the solvent shift is not completely converged. The width of the 

spectra is estimated with QM:QM reasonably well. 

The present approach is similar in its spirit to the widely used EFP method,[29,46,47] which 

has been successfully used for ionized systems in the liquid phase. We believe, that the QM:QM 

scheme in its present form has some advances and will be useful for highly charged systems 

where the linear polarizability is not sufficient (iply charged anions [78]). Another useful 

application is the description of energetics in autoionization processes. Here, multiply charged 

cations are formed and their energetics in the condensed phase is not well known. We think that 

fragment-based methods will help access the accurate energetics with the use of ground state 

electronic structure methods. Fragmentation is then a natural way to describe these systems 

within all-atom simulations. Our tests on sodium cation showed a reasonable quantitative 

performance of the model. However, a large number of solvating molecules is required for 

converged results. In practice, it would be meaningful to use extrapolation schemes to reach the 

experimental values.   
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