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ABSTRACT

Extracting new information is one of the knowledge
management ability yet difficult in environment
which contains fuzzy information. For example.
measuring a product’s quality is an important task
which normally requires visual inspection basis,
and this grading is subject to expert knowledge and
interpretation. Apparently. fuzzy information is
inherently included in this evaluation and an
appropriate tool is necessary to manage such
information. Thus. to assist the uncertain situation,
in this paper. a fuzzy regression is introduced to
improve the extraction of atiribute’sweight in a
multi-attribute  decision making. The proposed
model will manage the linguistic assessment
provided by evaluators in order to compute
collective assessments about the product samples.
The proposed model is applied to milled rice
grading, as the quality inspection process requires a
method to ensure product quality. We include
simulation results and highlight the advantage of
the proposed method in handling the existence of
fuzzy information and managing the information
which comes from such uncertain environment.

Keywords:Fuzzy regression  analysis.  multi-
attribute. attributes weighting, decision making

1 INTRODUCTION

The ability 1o generate mass information at present
technology is apparently caused the improvement to
the information and knowledge management
strategy. In present work. knowledge has been
obtainedfrom numerous ditferent sources such as
published literature. human specialists. users and
existingmodels (Nureize. 2004).The creation and
diffusion of knowledge havebecome ever more
important factors in any type of competitiveness
(Dalkir. 2005). Progressivelyv.knowledege is being
extremely important and powerful to sufticiently
extracted and organized. From small scale of data to
the massive amount of data. extiacting and
managing information is crucial to obtain the
benetits from the extracled knowledge. From last

decade. many tools and methodology has been
introduced and improved to handle the amount of
data and the strategies to obtain the knowledge.

One of the available technique which has beep
widely optimized the usage is known as multi.
attribute  decision  making. Determining ap
attribute’s weight (i.e. in multi-attribute decision
making) is sometimes difficult if relevant data are
either unavailable or difficult to obtain. and thys
requires additional extraction task. Additionally the
assignments of attribute weights may vary from one
decision  maker to another. Therefore. an
appropriate method is required for determining
these weights, as these decisions are crucial to the
model’s performance. There exist methods which
can be used to generate the attribute weight to
alleviate the difficulties. For example. a regression
analysis is one of the possible methods used to
estimate the weights ol the model (Nureize and
Watada, 2010).

Regression analysis is a statistical technique
for modeling the relationship between variables
(Montgomery et al, 2012). This technique is
supported by effective statistical analysis dealing
with numeric precise data. Regression analysis is
one of the techniques uses in statistical data for
coefTicient estimation. This technique is supported
by effective statistical analysis dealing with precise
crisp data.  The importance of this regression
approach is to investigate and model the
relationship between variables. This technique is
widely used in forecasting and prediction and had
been used over a decade’s (Huffle and Vandewall,
1987: Yang and Ko. 1997: Chertow es al., 197
Montgomery et af., 2012). Thus. the regression
analysis have a significant role in finding
relationship between variables and apparently
useful for various application.

A regression method analyzes statistical data
10 estimale the model coefficients in developing
elfective models. The conventional mathematical
programming problem uses numerical deterministic
values to these coefficients. In contrary. it is more
realistic o take the estimated values of the
coetficients as imprecise values rather than precise
ones. In real life application, there exists
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uncertainty fuzzy data in which subjective human
estimation play a main role. As a result, a fuzzy
regression models was introduced to cope with the
fuzzy uncertainty input-output data (Tanaka ef al..
1982).

In practical systems, probabilistic or/and vague
situations include uncertain information such as
predictions of future profits and incomplete
historical data. Therefore. the mathematical
programming models should be able to handle the
above problems. That is. the above situations
should be explicitly considered in the decision
making process and information management
strategies. For that reason. the fuzzy regression
model is introduced to jmprove information
extraction with the existence of the fuzziness in the
data used for the approximation (Nureize and
Watada, 2010). The property of fuzzy regression
model is used to allow for the co-existence of
fuzziness in the data. Thus. the information of
weight value which is deduced by the fuzzy
regression model is useful to further build a
decision making model.

The remainder of this paper is organized as
follows: related research studies are reviewed
brieflv in Section 2. Section 3 describes the fuzzy
evaluation model. The fuzzy weights in the model
are assessed by fuzzy regression analysis in Section
4. Section 5  describes the  numerical
experimentation and its findings. Section 6
concludes this paper with some additional remarks.

II. RELATED WORKS

Fuzzy regression is a regression analysis on fuzzy
data in dealing with the fuzziness environment
{Yang and Ko. 1997: Chang and Ayyub. 2001). The
first linear of regression analysis with fuzzy model
was proposed by Tanaka er af., (1982). This method
was introduced as to cope with the imprecise data
coming from fuzzy environments where human
subjective estimates play a main role. Fuzzy
regression has been studied and applied widely in
the fuzzy environment. In knowledge management
domain of study, fuzzy theories has played its
important role and successfully applied (e.2.,
Khoshsima et al.. 2004; Zhai ef al.. 2008).

The study of fuzzy regression technique is
confinues by improving the [uzzy regression
(Tanaka er af. 1988) with fuzzy input-output data
using shape-preserving fuzzy arithmetic operation
(Song et al.. 2005). Moreover, new method for

computation of fuzzy regression was proposed
where the approach is depends on the entropy’s
properties to rectify previous problems in fuzzy
linear regression with crisp input and fuzzy output
(Pasha et al., 2007. Hoppner and Klawon. 2003).
The fuzzy regression also applied as to solve
problem in agricultural industry where it used to
decide the fuzzy weight based on the criteria of oil
palm fruit (Nureize and Watada. 2008). Meanwhile,
different approach has also been proposed for
computation of fuzzy linear regression based on the
goal programming technique to estimate upper and
lower fuzzy band with fuzzy output and crisp inputs
(Abdollahzadeh ef al., 2010).

Classical tuzzy regression is written as
follows:
Y =V, 1=04x, 4 dyx o bt A,
x,=kj=12n

1
)= AX
where regression coefficient 4 is a triangular-
shaped fuzzy number 4 :<a,./7,> with centre ¢
and spread 4. In Equation (1). X; is a value vector

of all criteria for the ;" sample.

Referring to the extension principle,
Equation (1) is rewritten as follows:

Y, :Ax,':<:14\','_h|x,|'> (2)
where|x; [=(|x; Lixs || x i ). The output of the
fuzzy regression (1) results in fuzzy number. whose
coefticients are fuzzy numbers.

The  regression  model  with  fuzzy
coefficients can be described using the lower

boundary ax, —h|x,|.centre ax;'and upper

bounduryax,’ +h|x; | A sample (),.x,).

j=1.2..nis defined for the total evaluation with
centre ), spread d,as a fuzzy number v, :<y,.a’,->.

The inclusion relation between the model and the
samples should be written as Equation 2.3:

v, ad  <ax s Ly (3)
y,- L_l(n!)al, > ax /' - 17 |x, |

In other words, the fuzzy regression model is built
to comain all samples in the model. This problem

results in a linear program.
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Using the notations of observed data

0%y, :<-VJ’d./>’ X; =[x g [ or

j=12,--,n and fuzzy coefficients A, :(a,,h,) for
i=12,-,K.the regression model can be

mathematically written as the following linear
programming problem:

i
min hix, |
ah =l T
subject to v, + L {(ad, <ax/ + I am)x [ =120 4)

Y e, zax) - Nablx, =120 0n,

hz0

A tuzzy regression is obtained by solving
the linear programming problem in Equation (4).
The fuzzy regression model is also capable to treat
non-fuzzy data by setting the spread to 0 in the
above equations.

11I. FUZZY REGRESSION EXTRACTIONMODEL

The fuzzy regression extraction model (FREM)
uses ratio between weights for scoring task. By
means. a straightforward judgment is used to
compare the attributewith each other. Triangular
fuzzy numbers instead of crisp numbers are used to
describe the fuzzy importance level. A triangular
fuzzy number is denoted bv A= (a. /) using central
value awidth /2 . Table 1 shows the intensity of a
compliance scoring scale for a crisp number and a
fuzzy number.

A combination of crisp and fuzzy numbers is
used based on the appropriateness with the attribute
of the problem. and is assigned to the alternatives to
measure their performance against each criterion.
The mixture of crisp and fuzzy numbers can give
flexibility and extension to the evaluation process
where a suitable judgment scale can be made that
corresponds to the attribute.

In this study, the general information of weight
extraction is enhanced using a fuzzy regression
method. This decision making process consists of
three stages listed in the following:

A. Review Related Reference and Information
Acquisition

The initial step in the decision framework is to
review relaled references to accumulate the key
pieces of knowledge in the study domain. With the
advancement of technology, greater information
and knowledge have been properly documented and
published digitally. These documents can be used

as a reference. On the other hand. expert interviews
and brainstorming can also be arranged in order to
gain additional insight and validate the findings
from published references.

B. Weight Extraction Using Fuzzy Regression

Fuzzy regression analysis was used to model an
expert evaluation structure. Scoring for each
respective attributes is obtained by the humag
examiner using information in Table 1. Then fuzzy
regression model (4) is executed to extract the
weight values.

C. Decision Making and Analysis

The obtained weight information values are
analvzed to determine the significance or
contribution to the total assessment of the
respective problem in study.

A steps of solution is constructed at which aimed to
assist the information extraction (weight) and to
further proceed with decision making such as
analysis of the most contributing atiributes and
ranking the sample.

TABLE
INTENSITY OF COMPLIANCESCALE

Intensity of Importance
. Fuzzy value - e
Crisp . - Definition
. Membership
value Notation .
Function
1 ] (L Serious noncompliance
5 5 2 ”‘ Serious noncnmplmnc_c lo
- moderately noncompliance
3 3 (3.0 Moderate noncompliance
— "
Maderate noncompliance to
4 4 N .
compliance
5 3 (5.1 Comply
0 3 0,1) Comply to exceed compliance
7 7 (7.1} Exceed compliance
- NCe substantially exceed
8 p 80 E\;teq to substantially
compliance
= Substantially excee
9 5 (9.1) bnbsm'nn, ly exceed
compliance
Read as:

"The product sample is with the standard
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VI. ILLUSTRATIVE EXAMPLE AND
DISCUSSIONS

This section shows an example of weight
extraction using fuzzy regression FREM. Milled
rice evaluation process is used as a case study in
this experiment. Since rice is the essential food
commodity, continuously rice supply is needed.
Rice production in this country is not being able to
meet this demand even though the commodities
depend on rice food energy (Fahmi er af,2013:
Dafio and Samonte, 2005). The lower quantity and
quality of rice production cause the industry of rice
production fail to meet the demand. Due to this
reason, many researcher and institution of paddy in
Malaysia  contribute to -help enhancing the
competitiveness and profitability in agriculture and
forestry.  Another work on artificial intelligent
technique for rice grading can be found elsewhere
(Silva, and Sonnadara. 2013, Aulakh and Banga,
2012: Kaur and Verma, 2013).

Four attribute were considered during the
process of inspection for quality, which are (1)
purity, (2) foreign matter. (3) defectives and (4)
moisture content. A fuzzy weight value for each
criterion was used to build the fuzzy hierarchical
structure for the total evaluation of milled rice.

Table 1I shows the weights and details of each
criterion. In this case study, 20 sample alternatives
were used for the weights against each criterion.
The data sample and lotal evaluation are as
tabulated in Table 11. The values for cach criterion
were assigned in a straightforward manner based on
an intensity of compliance scale, stated in Table 1.

Table [litabulates the findings the weights
obtained from regression model (4). where «; and

h;denote a weight and its width ol attribute ;. The

evaluations ¢ toc,in Table Ilare the ones of

attribute obtained from the experts. From the results
exemplified in Table I, we conclude that in the
expert judgment. (1) purity. (2} foreign matter. and
{3) defectives attributes are evaluated important
ones. followed by (0.93.0.000). (0.000. 0.224).and
{0.07, 0.06). respectively. Other attribute are not
strongly considered. This indicates that the attribute
is also important and provide the flexibility
covering from 0 to 0.224. Therefore, the result
indicates that experts should place stress also for
 decision of foreign matter judgment. This weight
value vielded from the fuzzy regression model is
helpful to assist the grading process with minimal
‘Monitoring by human experts.

Up:/hmne kiice.cms.net.nry/

TABLE Il
DATA SAMPLESAND TOTAL EVALUATION
Sample | Opdp) | cp | ep | e | ey
Al (9,0.2) 9 5 9 5
A2 9,0.1) 9 5 8 6
A3 (8,0.2) 8 8 5 4
A4 (5.0.1} 3 8 4 4
AS {6,0.1) 5 8 4 6
A6 (7.0.2) 3 5 3 3
A7 (8.0.2) 7 7 2 3
A8 (8,0.1) 7 6 3 3
A9 (6,0.1) S 7 3 5
Al0 (5,0.1} 5 5 7 6
All (8,0.2) 7 5 7 S
Al2 {7.0.1) 6 5 3 3
Al3 (5,0.1) 4 8 3 6
Al4 {5,0.1) 4 5 7 8
AlS {6.0.1) 5 3 6 4
Al (7.0.3) 6 4 7 5
Al7 (4,0.1) 3 3 8 [
Al8 {5,0.1} 4 4 4 3
A9 {6,0.1) 5 3 7 5
A20 {8.0.1}) 7 5 8 2
TABLE 1l
WEIGHTS OF CRITERIA
weight width
ay = 0.93 /II =0.00
15 =0.00 /12 =022
3 =0.07 /13 =000
y= 0.000 /14 =0.07

where each weight ¢; =(a,;. k) for i=12...4

VH. CONCLUSIONS

Information extraction is importance task in decision
making. However such information is not casily
obtained. or requires additional method. Meanwhile.
human expertise is usually involved in decision making.
The judgment experience and knowledge of these
experts 1s unique to each person. However. belter
understanding of this judgment knowledge. which can be
represented by weights of attribute during a decision
making process. can be useful for facilitating the
decision making process with minimal evaluation input
from human experts. This uncertainty element is
important, as the judgment evaluations strongly involve
individual human preferences. Our work described in
this paper reveals that fuzzy regression is useful to and
can be effectively used to better facilitate the weight
extraction process during the product qualily inspection
task.
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