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Abstract. This paper is concerned with the oscillation of the linear fourth-order delay
differential equation with damping(

r3(t)
(

r2(t)
(
r1(t)y′(t)

)′)′)′
+ p(t)y′(t) + q(t)y(τ(t)) = 0

under the assumption that the auxiliary third-order differential equation(
r3(t)

(
r2(t)z′(t)

)′)′
+

p(t)
r1(t)

z(t) = 0

is nonoscillatory. In addition, a couple of examples is provided to illustrate the rele-
vance of the main results.
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1 Introduction

We consider the fourth-order trinomial differential equation with delay argument(
r3(t)

(
r2(t)

(
r1(t)y′(t)

)′)′)′
+ p(t)y′(t) + q(t)y(τ(t)) = 0, for t ≥ t0. (E)

Throughout the paper, the following hypotheses will be made:

(H1) p, q, τ ∈ C([t0, ∞), R) such that p(t) ≥ 0, q(t) > 0, τ(t) ≤ t for all t ≥ t0 and
lim
t→∞

τ(t) = ∞.

(H2) ri(t) ∈ C([t0, ∞), R), ri(t) > 0,
∫ ∞

t0

ds
ri(s)

= ∞, i = 1, 2, 3.
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(H3) lim
t→∞

r3(t)
r1(t)

> 0.

By a solution to (E) we mean a function y ∈ C([τ(Ty), ∞)), Ty ∈ [t0, ∞) which has the
property r1y′, r2 (r1y′)′, r3

(
r2(r1y′)′

)′ ∈ C1([Ty, ∞)) and satisfies (E) on [Ty, ∞). Our atten-
tion is restricted to those solutions y(t) of (E) which satisfy sup{|y(t)| : t ≥ T} > 0 for all
T ≥ Ty. We make the standing hypothesis that (E) admits such a solution. A solution of (E)
is called oscillatory if it has arbitrarily large zeros on [Ty, ∞) and otherwise it is called to be
nonoscillatory. Equation (E) is said to be oscillatory if all its solutions are oscillatory.

Over the last few decades, we could bear witness to a great research interest in the study
of oscillatory and asymptotic properties of functional differential equations of the form

y(n) + q(t)y(τ(t)) = 0. (1.1)

An immense body of relevant literature has been devoted to this topic, the reader is referred
to monographs [12, 15, 16] for a complex overview of many significant oscillation results.
Among higher-order differential equations, those of fourth-order are generally of considerable
practical importance and therefore are often investigated separately. Even though qualitative
properties of solutions of a binomial differential equation related to (E), namely,(

r3(t)
(

r2(t)
(
r1(t)y′(t)

)′)′)′
+ q(t)y(τ(t)) = 0

have been widely investigated in the literature (see, for example, [2,3,19] and references cited
therein); much less is known about the asymptotic behavior of (E). So far, prototypes of
higher-order trinomial differential equations with delay, which have been primarily studied
in the literature are such that a difference in the derivative order between the first and the
middle term differs either by one or two [4, 9].

Similar problems for the third-order damped differential equations with or without devi-
ating argument have been investigated intensively [5, 7, 8, 18]. For a detailed survey of many
known oscillation results for such equations, see the recent paper [13].

In [14], the authors initiated a study on the partial case of (E), namely on

y(4)(t) + p(t)y′(t) + q(t)y(τ(t)) = 0. (E0)

By means of the Riccati technique, they presented some sufficient conditions under which any
solution of (E0) oscillates or tends to zero as t→ ∞.

Their crucial “preliminary” theorem ensures a constant sign of the first-derivative y(t)
provided an auxiliary third-order differential equation

z′′′(t) + p(t)z(t) = 0 (1.2)

has an increasing solution. Some contribution to the investigation of asymptotic properties of
(E0) has been also made by the present authors, see [6].

This paper is organized as follows: in order to acquire a better insight into the solution
structure of (E), we use an auxiliary transformation to the equivalent binomial form. Our
method proposed in the next section employs the basic properties of a related disconjugate
canonical operator so that the obtained knowledge provides a direct improvement of results
stated in [14, 17]. As an application of that principle, we will use the Riccati transforma-
tion technique to establish a new sufficient condition ensuring oscillation of all solutions of
the studied trinomial equation (E). The criterion derived directly involves a coefficient p(t)
pertaining to a damped term and does not depend on solutions of the auxiliary differential
equation.
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2 Classification of nonoscillatory solutions

For the reader’s convenience, let us define the following operators

L0y(t) = y(t), Liy(t) = ri (Li−1y(t))′ , i = 1, 2, 3, L4y(t) = (L3y(t))′ .

With this notation, (E) can be rewritten as

L4y(t) +
p(t)
r1(t)

L1y(t) + q(t)y(τ(t)) = 0.

As is customary, we state here that all the functional inequalities considered in this section
and in the latter parts are assumed to hold eventually, that is, they are satisfied for all t large
enough.

The essential task in the study of asymptotic properties of equations such as (E) consists
in determining the sign of particular quasi-derivatives Liy(t). It follows from the familiar
Kiguradze’s lemma [15] that in a particular case of (E), namely,

L4y(t) + q(t)y(τ(t)) = 0, (2.1)

the set N of all nonoscillatory solutions can be decomposed into two classes

N = N1 ∪N3,

where the nonoscillatory, say positive solution y(t) satisfies

y(t) ∈ N1 ⇐⇒ L1y(t) > 0, L2y(t) < 0, L3y(t) > 0, L4y(t) < 0,

or

y(t) ∈ N3 ⇐⇒ L1y(t) > 0, L2y(t) > 0, L3y(t) > 0, L4y(t) < 0.

On the other hand, such an approach cannot be applied when p(t) does not vanish identi-
cally so that the solution space of (E) is unclear. To get over difficulties caused by the presence
of the middle term, we use an associated binomial form of (E) that allows us to deduce the
result on the signs Liy(t), i = 1, 2, 3, 4.

Since the principal theorem presented in this section, as well as the latter ones, relate
properties of solutions of (E) to those of solutions to an auxiliary third-order linear ordinary
differential equation (

r3(t)
(
r2(t)z′(t)

)′)′
+

p(t)
r1(t)

z(t) = 0, (P1)

we summarize its asymptotic properties briefly.
By virtue of the main assumption (H2), we note that the equation (P1) always admits a

decreasing solution z(t) satisfying

z(t) > 0, r2(t)z′(t) < 0, r3(t)
(
r2(t)z′(t)

)′
> 0,

(
r3(t)

(
r2(t)z′(t)

)′)′
< 0, (2.2)

while increasing solutions such that

z(t) > 0, r2(t)z′(t) > 0, r3(t)
(
r2(t)z′(t)

)′
> 0,

(
r3(t)

(
r2(t)z′(t)

)′)′
< 0 (2.3)

exist only if (P1) is nonoscillatory.
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The formal adjoint to (P1) given by

(
r2(t)

(
r3(t)σ′(t)

)′)′ − p(t)
r1(t)

σ(t) = 0 (P′1)

has been shown to be important in the study of oscillatory properties to (P1). It is well known
[11] that all solutions of (P1) are nonoscillatory if and only if all solutions of (P′1) are as well.

The next result is based on an equivalent representation for the linear differential operator

Ly =

(
r3(t)

(
r2(t)

(
r1(t)y′(t)

)′)′)′
+ p(t)y′(t) (2.4)

in terms of a positive solution of (P1).

Lemma 2.1. Let z(t) be a positive solution of (P1). Then the operator (2.4) can be written as

Ly =

(
r3(t)
z(t)

(
r2(t)z2(t)

(
r1(t)
z(t)

y′(t)
)′)′)′

+ r3(t)
(
r2(t)z′(t)

)′ ( r1(t)
z(t)

y′(t)
)′

. (2.5)

Proof. Simple computation shows that the right-hand side of (2.5) equals[
r3(t)
z(t)

(
r2(t)

(
r1(t)y′(t)

)′ z(t)− r2(t)r1(t)y′(t)z′(t)
)′]′

+ r3(t)
(
r2(t)z′(t)

)′ ( r1(t)
z(t)

y′(t)
)′

=

[
r3(t)

(
r2(t)

(
r1(t)y′(t)

)′)′ − r3(t)
z(t)

r1(t)y′(t)
(
r2(t)z′(t)

)′]′
+r3(t)

(
r2(t)z′(t)

)′ ( r1(t)
z(t)

y′(t)
)′

=

(
r3(t)

(
r2(t)

(
r1(t)y′(t)

)′)′)′ − r3(t)
(
r2(t)z′(t)

)′ ( r1(t)
z(t)

y′(t)
)′

−
(

r3(t)
(
r2(t)z′(t)

)′)′ r1(t)
z(t)

y′(t) + r3(t)
(
r2(t)z′(t)

)′ ( r1(t)
z(t)

y′(t)
)′

=

(
r3(t)

(
r2(t)

(
r1(t)y′(t)

)′)′)′
+ p(t)y′(t).

The proof is complete.

Lemma 2.2. Let z(t) be a positive solution of (P1) and let the equation

(
r3(t)
z(t)

v′(t)
)′

+

(
r3(t) (r2(t)z′(t))

′

r2(t)z2(t)

)
v(t) = 0 (P2)

possess a positive solution. Then the operator (2.4) can be written as

Ly =
1

v(t)

(
r3(t)v2(t)

z(t)

(
r2(t)z2(t)

v(t)

(
r1(t)
z(t)

y′(t)
)′)′)′

. (2.6)
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Proof. It is straightforward to verify that the right-hand side of (2.6) equals

1
v(t)

[(
r2(t)z2(t)

(
r1(t)
z(t)

y′(t)
)′)′ r3(t)

z(t)
v(t)− r2(t)z2(t)

(
r1(t)
z(t)

y′(t)
)′ r3(t)

z(t)
v′(t)

]′

=

(
r3(t)
z(t)

(
r2(t)z2(t)

(
r1(t)
z(t)

y′(t)
)′)′)′

+

(
r2(t)z2(t)

(
r1(t)
z(t)

y′(t)
)′)′ r3(t)

z(t)
v′(t)
v(t)

−
(

r2(t)z2(t)
(

r1(t)
z(t)

y′(t)
)′)′ r3(t)

z(t)
v′(t)
v(t)

− r2(t)z2(t)
v(t)

(
r1(t)
z(t)

y′(t)
)′ ( r3(t)

z(t)
v′(t)

)′

=

(
r3(t)
z(t)

(
r2(t)z2(t)

(
r1(t)
z(t)

y′(t)
)′)′)′

− r2(t)z2(t)
v(t)

(
r1(t)
z(t)

y′(t)
)′ ( r3(t)

z(t)
v′(t)

)′
= ♦.

Applying (2.5) from Lemma 2.1, we get

♦ =

(
r3(t)

(
r2(t)

(
r1(t)y′(t)

)′)′)′
+ p(t)y′(t)

− r3(t)
(
r2(t)z′(t)

)′ ( r1(t)
z(t)

y′(t)
)′
− r2(t)z2(t)

v(t)

(
r1(t)
z(t)

y′(t)
)′ ( r3(t)

z(t)
v′(t)

)′
=

(
r3(t)

(
r2(t)

(
r1(t)y′(t)

)′)′)′
+ p(t)y′(t)

−
(

r1(t)
z(t)

y′(t)
)′ r2(t)z2(t)

v(t)

[(
r3(t)
z(t)

v′(t)
)′

+
r3(t) (r2(t)z′(t))

′

r2(t)z2(t)
v(t)

]
.

Since v(t) is a solution of (P2), the previous equality yields

1
v(t)

(
r3(t)v2(t)

z(t)

(
r2(t)z2(t)

v(t)

(
r1(t)
z(t)

y′(t)
)′)′)′

=

(
r3(t)

(
r2(t)

(
r1(t)y′(t)

)′)′)′
+ p(t)y′(t) = Ly.

(2.7)

Lemma 2.1 and Lemma 2.2 permit us to rewrite (E) into its binomial form

1
v(t)

(
r3(t)v2(t)

z(t)

(
r2(t)z2(t)

v(t)

(
r1(t)
z(t)

y′(t)
)′)′)′

+ q(t)y(τ(t)) = 0, (Ec)

where we assume that z(t) and v(t) are positive solutions of (P1) and (P2), respectively. Now,
it naturally follows to derive criterion for (P2) to have a positive solution.

Lemma 2.3. If z(t) is a positive decreasing solution of (P1) and z∗(t) is any solution of (P1), then

v(t) = r2(t)
[
z(t)z′∗(t)− z′(t)z∗(t)

]
(2.8)

is a solution of (P2).

Proof. Direct computation shows that (2.8) satisfies (P2) so we omit the proof.
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Lemma 2.4. Let (P1) be nonoscillatory and z(t) be its positive decreasing solution. Then (P2) admits
a nonoscillatory solution v(t) such that

v(t) > 0, v′(t) > 0,
(

r3(t)
z(t)

v′(t)
)′

< 0. (2.9)

Proof. Since (P1) is nonoscillatory, it possesses a positive increasing solution z∗(t). By Lemma
2.3, v(t) given by (2.8) is a positive solution of (P2). Moreover, it can be directly verified that
v(t) satisfies the adjoint equation (P′1). Hence it follows from (P′1) that

(
r2(t)(r3(t)v′(t))′

)′
> 0

and in view of Kiguradze’s lemma [15], we conclude v′(t) > 0.

Remark 2.5. We recall from [10] that condition∫ ∞

t0

p(t)
r1(t)

∫ t

t0

1
r2(s)

∫ s

t0

1
r3(u)

du ds dt < ∞

is sufficient for (P1) to be nonoscillatory.

For our next purposes, it is desirable for (Ec) to be in the canonical form, i.e. following
conditions ∫ ∞

t0

z(s)
r3(s)v2(s)

ds = ∞, (2.10)∫ ∞

t0

v(s)
r2(s)z2(s)

ds = ∞, (2.11)∫ ∞

t0

z(s)
r1(s)

ds = ∞, (2.12)

are required to hold.

Lemma 2.6. Let (P1) be nonoscillatory. Then there exist positive solutions z(t) and v(t) of (P1) and
(P2), respectively, such that (2.10), (2.11) and (2.12) are satisfied.

Proof. Suppose that z(t) is a positive decreasing solution of (P1). The existence of a positive
solution v(t) of (P2) follows from Lemma 2.4. Assume that v(t) does not satisfy (2.10), then it
is easy to see that v∗(t) given by

v∗(t) = v(t)
∫ ∞

t

z(s)
r3(s)v2(s)

ds (2.13)

satisfies (
r3(t)
z(t)

v′∗(t)
)′

=

(
r3(t)
z(t)

v′(t)
)′ ∫ ∞

t

z(s)
r3(s)v2(s)

ds

= −
(

r3(t) (r2(t)z′(t))
′

r2(t)z2(t)

)
v(t)

∫ ∞

t

z(s)
r3(s)v2(s)

ds

= −
(

r3(t) (r2(t)z′(t))
′

r2(t)z2(t)

)
v∗(t).

Thus v∗(t) is another positive solution of (P2). Moreover, v∗(t) meets (2.10) by now. To see
this, let us denote

V(t) =
∫ ∞

t

z(s)
r3(s)v2(s)

ds,
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then limt→∞ V(t) = 0 and∫ ∞

t0

z(t)
r3(t)v2

∗(t)
dt = −

∫ ∞

t0

V ′(t)
V2(t)

dt = lim
t→∞

(
1
V(t) −

1
V(t0)

)
= ∞.

Moreover, noting (H3) and (2.9), the last equality implies (2.12). On the other hand, taking
v∗(t) > c1 and z(t) < c2 into account, we see that in view of (H2), condition (2.11) is satisfied.
The proof is complete.

Remark 2.7. If (P1) possesses such solution z(t) that the condition (2.12) holds, we can relax
assumption (H3).

In view of the canonical representation of (Ec) ensured by Lemma 2.6, we get immediately
the lemma below.

Lemma 2.8. Let (P1) be nonoscillatory and z(t) and v(t) be needed solutions of (P1) and (P2), respec-
tively. Assume that y(t) is a positive solution of (E), then either

y′(t) > 0,
(

r1(t)
z(t)

y′(t)
)′

< 0,

(
r2(t)z2(t)

v(t)

(
r1(t)
z(t)

y′(t)
)′)′

> 0,

or

y′(t) > 0,
(

r1(t)
z(t)

y′(t)
)′

> 0,

(
r2(t)z2(t)

v(t)

(
r1(t)
z(t)

y′(t)
)′)′

> 0,

eventually.

Now, we are able to state the final result on the sign properties of possible nonoscillatory
solutions for (E).

Theorem 2.9. Let (P1) be nonoscillatory. Then any positive solution y(t) of (E) satisfies either

y(t) ∈ N1 ⇐⇒ L1y(t) > 0, L2y(t) < 0, L3y(t) > 0, L4y(t) < 0,

or
y(t) ∈ N3 ⇐⇒ L1y(t) > 0, L2y(t) > 0, L3y(t) > 0, L4y(t) < 0,

eventually.

Proof. Assume that y(t) is an eventually positive solution of (E). Since we have y′(t) > 0, it
follows from (E) that L4(t) < 0. The rest signs properties of derivatives of y(t) follows from
Kiguradze’s lemma.

3 Main results

To start with, we first derive some useful estimates that will be needed in establishing our
main results.

For the simplicity of notation, let us define the functions

J1(t) =
∫ t

t1

ds
r3(s)

, Jk(t) =
∫ t

t1

1
r4−k(s)

Jk−1(s)ds, k = 2, 3,

Ri(t) =
∫ t

t1

ds
ri(s)

, i = 1, 2,

I2(t) =
∫ t

t1

1
r1(s)

R2(s)ds,

where t1 is sufficiently large.
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Theorem 3.1. Assume that (P1) is nonoscillatory. Let y(t) be a positive solution of (E). If

(i) y(t) ∈ N1, then
y(t)

R1(t)
is decreasing.

(ii) y(t) ∈ N3, then
y(t)
J3(t)

is decreasing and L1y(t) ≥ J2(t)L3y(t).

Proof. Assume that y(t) is a positive solution of (E) and y(t) ∈ N1. It follows from the
monotonicity of L1y(t) that

y(t) > y(t)− y(t1) =
∫ t

t1

1
r1(s)

L1y(s)ds ≥ L1y(t)
∫ t

t1

1
r1(s)

ds.

Therefore, (
y(t)

R1(t)

)′
=

y′(t)R1(t)− 1
r1(t)

y(t)

R2
1(t)

< 0

and part (i) is proved. Now assume that y(t) ∈ N3. Since

L2y(t) = L2y(t1) +
∫ t

t1

1
r3(s)

L3y(s)ds > L3y(t)
∫ t

t1

1
r3(s)

ds,

then (
L2y(t)
J1(t)

)′
=

J1(t)L′2y(t)− 1
r3(t)

L2y(t)

J2
1(t)

< 0.

Thus L2y(t)/J1(t) is decreasing. Moreover,

L1y(t) = L1y(t1) +
∫ t

t1

J1(s))
r2(s)

L2y(s)
J1(s)

ds >
L2y(t)
J1(t)

J2(t),

Picking up the previous inequalities, we see that L1y(t) ≥ J2(t)L3y(t) and

(
L1y(t)
J2(t)

)′
=

(L1y(t))′ J2(t)− 1
r2(t)

L1y(t)J1(t)

J2
2(t)

< 0,

and we conclude that L1y(t)/J2(t) is decreasing. On the other hand,

y(t) = y(t1) +
∫ t

t1

J2(s)
r1(s)

L1y(s)
J2(s)

ds >
L1y(t)
J2(t)

J3(t),

which implies (
y(t)
J3(t)

)′
=

y′(t)J3(t)− 1
r1(t)

y(t)J2(t)

J2
3(t)

< 0.

So that y(t)/J3(t) is decreasing. The proof is complete now.

Let us denote the function

Q(t) =
1

r1(t)

(∫ τ−1(t)

t

1
r2(s)

∫ τ−1(t)

s

1
r3(v)

dv ds
∫ ∞

τ−1(t)
q(s)ds

)
.
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Theorem 3.2. Assume that (P1) is nonoscillatory. Let y(t) be a positive solution of (E). If

(i) y(t) ∈ N1, then y′(t) ≥ Q(t)y(t).

(ii) y(t) ∈ N3, then y′(t) ≥ 1
r1(t)R1(t)

y(t).

Proof. Assume that y(t) is a positive solution of (E) and y(t) ∈ N1. For any u > t, we have

−L2y(t) ≥ L2y(u)− L2y(t) =
∫ u

t

1
r3(s)

L3y(s)ds ≥ L3y(u)
∫ u

t

1
r3(s)

ds

Multiplying by 1/r2(t) and then integrating from t to u, one gets

L1y(t) ≥
∫ u

t
L3y(t)

1
r2(s)

∫ u

s

1
r3(v)

dv ds

≥ L3y(u)
∫ u

t

1
r2(s)

∫ u

s

1
r3(v)

dv ds.
(3.1)

On the other hand, an integration of (E) from u to ∞, yields

L3y(u) ≥
∫ ∞

u
p(s)y′(s)ds +

∫ ∞

u
q(s)y(τ(s))ds

≥ y(τ(u))
∫ ∞

u
q(s)ds.

(3.2)

Combining (3.1) together with (3.2) and setting u = τ−1(t), we obtain

y′(t) ≥ 1
r1(t)

(∫ τ−1(t)

t

1
r2(s)

∫ τ−1(t)

s

1
r3(v)

dv ds
∫ ∞

τ−1(t)
q(s)ds

)
y(t).

Now assume that y(t) ∈ N3. Employing (H2), the monotonicity of L1y(t) and the fact that
L1y(t)→ ∞ as t→ ∞, we see that

y(t) = y(t1) +
∫ t

t1

1
r1(s)

L1y(s)ds ≤ y(t1) + L1y(t)
∫ t

t1

1
r1(s)

ds

= y(t1)− L1y(t)
∫ t1

t0

1
r1(s)

ds + L1y(t)
∫ t

t0

1
r1(s)

ds

≤ L1y(t)
∫ t

t0

1
r1(s)

ds.

The proof is complete now.

Now, we are prepared to apply the results of previous sections to obtain a new oscillation
criterion for studied trinomial differential equation (E). We denote

Q1(t) = p(t)Q(t) + q(t)
R1(τ(t))

R1(t)
,

Q2(t) =
p(t)

r1(t)R1(t)
+ q(t)

J3(τ(t))
J3(t)

.
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Theorem 3.3. Assume that (P1) is nonoscillatory and there exists a positive continuously differentiable
function ρ(t) such that

lim sup
t→∞

∫ ∞

t1

(
ρ(v)
r2(v)

∫ ∞

v

1
r3(u)

∫ ∞

u
Q1(s)ds du− r1(v) (ρ′(v))

2

4ρ(v)

)
dv = ∞, (3.3)

and a positive continuously differentiable function γ(t) such that

lim sup
t→∞

∫ ∞

t1

(
Q2(v)γ(s)−

r1(s) (γ′(s))
2

4γ(s)J2(s)

)
ds = ∞. (3.4)

Then (E) is oscillatory.

Proof. Assume that y(t) is a positive solution of (E). Then either y(t) ∈ N1 or y(t) ∈ N3. At
first assume that y(t) ∈ N1. Theorem 3.1 implies that

y(τ(t)) ≥ R1(τ(t))
R1(t)

y(t).

On the other hand, it follows from Theorem 3.2 that

y′(t) ≥ Q(t)y(t).

Setting both estimates into (E), we are led to

L4y(t) + Q1(t)y(t) ≤ 0.

Integrating the last inequality from t to ∞, one gets

− L3y(t) ≥
∫ ∞

t
Q1(s)y(s)ds ≥ y(t)

∫ ∞

t
Q1(s)ds. (3.5)

Integrating once more, we have

L2y(t) +
(∫ ∞

t

1
r3(u)

∫ ∞

u
Q1(s)ds du

)
y(t) ≤ 0. (3.6)

Let us define the function ω(t)

ω(t) = ρ(t)
L1y(t)
y(t)

> 0.

We easily verify that

ω′(t) = ρ′(t)
L1y(t)
y(t)

+
ρ(t)
r2(t)

L2y(t)
y(t)

− ρ(t)
L1y(t)
y(t)

y′(t)
y(t)

≤ − ρ(t)
r2(t)

∫ ∞

t

1
r3(u)

∫ ∞

u
Q1(s)ds du +

ρ′(t)
ρ(t)

ω(t)− ω2(t)
r1(t)ρ(t)

≤ − ρ(t)
r2(t)

∫ ∞

t

1
r3(u)

∫ ∞

u
Q1(s)ds du +

r1(t) (ρ′(t))
2

4ρ(t)
.

(3.7)

Integration of the previous inequality yields

∫ t

t1

[
ρ(v)
r2(v)

∫ ∞

v

1
r3(u)

∫ ∞

u
Q1(s)ds du− r1(v) (ρ′(v))

2

4ρ(v)

]
dv ≤ ω(t1),
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which contradicts with (3.3) as t → ∞. Now assume that y(t) ∈ N3. Theorems 3.1 and 3.2
guarantee that

y(τ(t)) ≥ J3(τ(t))
J3(t)

y(t), y′(t) ≥ 1
r1(t)R1(t)

y(t), L1y(t) ≥ J2(t)L3y(t),

what in view of (E) provides
L4y(t) + Q2(t)y(t) ≤ 0.

Now the suitable Riccati transformation is

ω∗(t) = γ(t)
L3y(t)
y(t)

> 0.

Then,

ω′∗(t) = γ′(t)
L3y(t)
y(t)

+ γ(t)
L4y(t)
y(t)

− γ(t)
L3y(t)y′(t)

y2(t)

≤ −γ(t)Q2(t) +
γ′(t)
γ(t)

ω∗(t)−
J2(t)

γ(t)r1(t)
ω2
∗(t)

≤ −γ(t)Q2(t) +
r1(t) (γ′(t))

2

4γ(t)J2(t)
.

(3.8)

Integrating the last inequality from t1 to t and letting t→ ∞, we get∫ ∞

t1

[
γ(s)Q2(s)−

r1(s) (γ′(s))
2

4γ(s)J2(s)

]
ds ≤ ω∗(t1),

which contradicts with (3.4) and the proof is complete now.

Setting
ρ(t) = R1(t) and γ(t) = J3(t),

we immediately get the following oscillatory criterion.

Corollary 3.4. Assume that (P1) is nonoscillatory and

lim sup
t→∞

∫ ∞

t1

(
R1(v)
r2(v)

∫ ∞

v

1
r3(u)

∫ ∞

u
Q1(s)ds du− 1

4r1(v)R1(v)

)
dv = ∞, (3.9)

lim sup
t→∞

∫ ∞

t1

(
p(s)J3(s)

r1(s)R1(s)
+ q(s)J3(τ(s))−

J2(s)
4r1(s)J3(s)

)
ds = ∞. (3.10)

Then (E) is oscillatory.

Another results for oscillation of (E) can be obtained by comparison with ordinary differ-
ential equations of the same or a lower order. We offer a comparison theorem that relates
properties of solutions of (E) with those of second-order differential equations. It is well
known that equation (

a(t)x′(t)
)′
+ b(t)x(t) = 0, t ≥ t0, (3.11)

where a, b ∈ C([t0, ∞), R), a(t) > 0, b(t) > 0, is nonoscillatory if and only if there exists a
function u(t) ∈ C1([t0, ∞), R), which satisfies the inequality

u′(t) +
u2(t)
a(t)

+ b(t) ≤ 0.



12 J. Džurina, B. Baculíková and I. Jadlovská

Lemma 3.5 ([1]). Let ∫ ∞

t0

1
a(s)

ds = ∞.

Then the condition

lim inf
t→∞

(∫ t

t0

1
a(s)

ds
) ∫ ∞

t
b(s)ds >

1
4

guarantees oscillation of (3.11).

Theorem 3.6. Let (P1) be nonoscillatory. Assume both equations

(
r1(t)x′(t)

)′
+

(
1

r2(t)

∫ ∞

t

1
r3(u)

∫ ∞

u
Q1(s)ds du

)
x(t) = 0 (3.12)

and (
r1(t)
J2(t)

x′(t)
)′

+ Q2(t)x(t) = 0 (3.13)

are oscillatory. Then (E) is oscillatory.

Proof. Similarly as in the proof of Theorem 3.3, we obtain (3.7) and (3.8). Setting ρ(t) = 1 in
(3.7) and γ(t) = 1 in (3.8), we get

ω′(t) +
1

r1(t)
ω2(t) +

1
r2(t)

∫ ∞

t

1
r3(u)

∫ ∞

u
Q1(s)ds du ≤ 0, (3.14)

and

ω′∗(t) +
J2(t)
r1(t)

ω2
∗(t) + Q2(t) ≤ 0. (3.15)

Hence, it is clear that equations (3.12) and (3.13) are nonoscillatory. A contradiction completes
the proof.

In view of Lemma 3.5, oscillation criteria for (E) of Hille–Nehari-type are easily acquired.
Note that ∫ ∞

t0

1
r1(s)

ds = ∞ and
∫ ∞

t0

J2(s)
r1(s)

ds = ∞.

Corollary 3.7. Assume that

lim inf
t→∞

R1(t)
∫ ∞

t

1
r2(v)

∫ ∞

v

1
r3(u)

∫ ∞

u
Q1(s)ds du dv >

1
4

,

lim inf
t→∞

(∫ t

t0

J2(s)
r1(s)

ds
) ∫ ∞

t
Q2(s)ds >

1
4

.

Then every solution of (E) is oscillatory.

4 Examples

An application of our main results is provided on Euler-type differential equations.
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Example 4.1. We consider the trinomial delay differential equation(
t1/2

(
t1/2y′(t)

)′′)′
+

a
t2 y′(t) +

b
t3 y(λt) = 0, (Ex1)

where a > 0, b > 0, λ ∈ (0, 1). It is easy to verify that the corresponding third-order differen-
tial equation (P1), namely (

t1/2z′′(t)
)′

+
a

t5/2 z(t) = 0

is nonoscillatory iff
a ≤ (7

√
7− 10)/108.

Some computation shows that conditions (3.9) and (3.10) reduce to

bλ1/2
[

a
(

2
3
− 2λ +

4
3

λ3/2
)
+ 2
]
>

3
8

and
a + 2bλ2 >

3
4

,

respectively. By Corollary 3.4, these three conditions guarantee oscillation of (Ex1).

Example 4.2. We consider

y(4)(t) +
a

t3.5 y′(t) +
b
t4 y(λt) = 0, (Ex2)

where a > 0, b > 0, λ ∈ (0, 1). Now (P1) reduces to

z′′′(t) +
a

t3.5 z(t) = 0,

which is nonoscillatory for all a > 0. On the other hand, conditions (3.9) and (3.10) takes the
form

bλ >
3
2

and bλ3 > 18,

respectively. Thus, by Corollary 3.4, (Ex2) is oscillatory if bλ3 > 18.

5 Summary

There has been an open problem regarding the study of sufficient conditions ensuring oscil-
lation of all solutions of fourth-order differential equation with damping. The present paper
aims to fill this gap. In the first part, we have established a new approach for investigation
of a general class of fourth-order trinomial differential equations by employing its binomial
canonical representation. We utilize a couple of positive solutions of the corresponding third-
order auxiliary differential equation, which allows to recognize signs properties of particular
quasi-derivatives. Thereafter, we suggest a new oscillation criterion for the fourth-order delay
differential equation (E) using the Riccati transformation technique. Alternatively, a compari-
son with a couple of second-order differential equations is also formulated.
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