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Abstract

Necessary and sufficient conditions are given in order for a Borel
measure on the Euclidean sphere to have an affine image that is
isotropic. A sharp reverse affine isoperimetric inequality for Borel
measures on the sphere is presented. This leads to sharp reverse
affine isoperimetric inequalities for convex bodies.

1. Introduction

Basic to Euclidean geometry is the Pythagorean theorem: for each
x ∈ Rn, the square of the Euclidean norm of x may be computed by

|x|2 = |x · e1|2 + |x · e2|2 + · · ·+ |x · en|2,

where e1, e2, . . . , en are orthogonal unit vectors in Rn, and x · ei is the
standard inner product of x and ei in Rn. This can be rewritten as

(1.1) |x|2 =

∫
Sn−1

|x · v|2 dγn(v),

where γn = 1
2

∑n
i=1(δei + δ−ei), and δv denotes the delta measure de-

fined on the unit sphere, Sn−1, of Rn, by having it concentrated exclu-
sively on the vector v ∈ Sn−1. The measure γn is a cross-measure. A
cross-measure is a discrete measure, defined on Sn−1, and concentrated
equally on the 2n points where Sn−1 intersects the coordinate axes. The
geometric significance of the cross-measure lies in the fact that it is the
“surface area measure” of the cube in Rn.

Now (1.1) leads to the important concept of isotropy of measures,
which may be viewed as an extension of the Pythagorean theorem. A
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2 K.J. BÖRÖCZKY, E. LUTWAK, D. YANG & G. ZHANG

finite Borel measure µ on the unit sphere Sn−1 is said to be isotropic if
for each x ∈ Rn,

(1.2) |x|2 =
n

|µ|

∫
Sn−1

|x · v|2 dµ(v),

where |µ| = µ(Sn−1). This tells us that the inertia of µ in all directions is
the same, or equivalently, the ellipsoid of inertia of µ is a sphere. Two
basic examples of isotropic measures on Sn−1 are spherical Lebesgue
measure and cross-measures.

Isotropy is an important property of measures that tells us that a
measure is, in an important sense, evenly distributed. In 1991, Ball [2]
discovered an amazing connection between the isotropy of measures and
the Brascamp-Lieb inequality, and used it to establish his celebrated
reverse isoperimetric inequality. Ball’s work inspired much use of the
notion of isotropy of measures in the study of reverse affine isoperimetric
inequalities (see, e.g., [2–4, 51, 55, 58], and also the survey [18]). On
Rn, isotropic log-concave measures have been intensively investigated
in the context of the Kannan-Lovász-Simonovits conjecture [35] and its
relatives (see, e.g., [5, 21,36]).

If µ is a positive Borel measure on Sn−1 and A ∈ GL(n), then the
image Aµ, of µ under A, is a measure defined, for Borel ω ⊆ Sn−1, by

(1.3) Aµ(ω) = µ(〈A−1ω〉),
where 〈x〉 = x/|x|, for x ∈ Rn\{0}. Any Aµ where A ∈ GL(n) will be
said to be an affine image of µ. That the action defined above is the
natural action of GL(n) on the set of Borel measures on Sn−1 can be seen
by first considering even (i.e., taking the same values on antipodal Borel
subsets of Sn−1) measures on Sn−1. Because these measures are even, we
can consider them as measures on Sn−1 with antipodal points identified,
or equivalently, as measures on real projective space, Pn−1(R), where
GL(n) acts naturally sending lines through the origin into their images.
One easily sees that the result is definition (1.3).

Problem 1.1. For a finite Borel measure µ on Sn−1, what are nec-
essary and sufficient conditions for the existence of an A ∈ SL(n) so
that the image Aµ is isotropic?

If there exists an A ∈ SL(n) so that Aµ is isotropic, the measure µ is
said to have an affine isotropic image. Problem 1.1 for the cone-volume
measure (defined below) of a convex body was posed in [57].

One of the aims of this paper is to extend work of Carlen and Cordero-
Erausquin [11] for discrete measures, and Klartag [37] for arbitrary mea-
sures, and provide an answer to Problem 1.1.

Perhaps not surprisingly, the problem above is linked to concepts
of “concentration of measure.” In [8], the authors defined the subspace
concentration condition of measures (defined below), which limits how
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concentrated a measure can be in a subspace. (This condition is con-
nected with fully nonlinear partial differential equations.) The authors
proved that the subspace concentration condition is both necessary
and sufficient for the existence of a solution to the even logarithmic
Minkowski problem — which amounts to establishing existence for a
Monge-Ampère-type equation in convex geometric analysis. In this pa-
per, we prove that the subspace concentration condition is also necessary
and sufficient to answer Problem 1.1.

A finite Borel measure µ on Sn−1 is said to satisfy the subspace con-
centration inequality if, for every subspace ξ of Rn,

(1.4) µ(ξ ∩ Sn−1) ≤ 1

n
µ(Sn−1) dim ξ.

The measure is said to satisfy the subspace concentration condition if,
in addition to satisfying the subspace concentration inequality (1.4),
whenever

µ(ξ ∩ Sn−1) =
1

n
µ(Sn−1) dim ξ,

for some subspace ξ, then there exists a subspace ξ′, that is comple-
mentary to ξ in Rn, so that µ is concentrated on Sn−1 ∩ (ξ ∪ ξ′), or
equivalently, so that we also have

µ(ξ′ ∩ Sn−1) =
1

n
µ(Sn−1) dim ξ′.

The measure µ on Sn−1 is said to satisfy the strict subspace concentra-
tion inequality if inequality (1.4) is strict for every subspace ξ ⊂ Rn,
such that 0 < dim ξ < n.

To answer Problem 1.1, we shall prove that a measure of having an
isotropic affine image is the same as the measure of satisfying the sub-
space concentration condition. This demonstrates the close connection
between isotropy and concentration of measure.

One of our goals is to establish the following:

Theorem 1.2. A finite Borel measure µ on Sn−1 has an affine
isotropic image if and only if µ satisfies the subspace concentration con-
dition.

For the case of discrete measures, Theorem 1.2 is due to Carlen and
Cordero-Erausquin [11]. Klartag [37] established that if a general mea-
sure satisfies the strict subspace concentration inequality, then it has an
affine isotropic image.

We will use Theorem 1.2 to establish a sharp affine inequality for mea-
sures that satisfy the subspace concentration condition. The equality
conditions of this inequality characterize cross-measures.

A finite Borel measure µ on Sn−1 will be said to have positive sub-
space mass if there exists a subspace ξ of co-dimension 1 such that
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µ(Sn−1 ∩ ξ) > 0. Spherical Lebesgue measure on Sn−1, or any mea-
sure that is absolutely continuous with respect to spherical Lebesgue
measure, does not have positive subspace mass. On the other hand,
every discrete measure on Sn−1 has positive subspace mass. Intuitively,
a cross-measure would have its measure maximally concentrated within
subspaces. It is remarkable that there is an affine invariant functional
of measures that can be used to demonstrate this. This affine invari-
ant functional may be viewed as a geometric mean of the mass of the
measure, while the total mass functional, | · |, is the usual (arithmetic)
mean.

Let µ be a finite Borel measure on the unit sphere Sn−1. Define U(µ)
by

(1.5) U(µ)n =

∫
u1∧···∧un 6=0

dµ(u1) · · · dµ(un),

where the integral is over the subset of the n copies Sn−1 × · · · × Sn−1

where the exterior product is non-zero.
Like the total mass |µ| of µ, the functional U is invariant under SL(n)

transformations; i.e.,

|Aµ| = |µ| and U(Aµ) = U(µ),

for each A ∈ SL(n). Thus, we also call U an affine functional.
Note that U(µ) ≤ |µ|. Obviously, U(µ) = |µ| if µ is Lebesgue mea-

sure on Sn−1 or any measure that is absolutely continuous with respect
to spherical Lebesgue measure, while U(µ) < |µ| whenever µ is dis-
crete. The functionals U and | · | will be shown to coincide precisely
on those measures that do not have positive subspace mass. We char-
acterize cross-measures, among all measures that satisfy the subspace
concentration condition, by establishing an affine inequality between the
functional U and the total mass | · |.

Theorem 1.3. Let µ be a finite Borel measure on the unit sphere
Sn−1.

1) Then,
|µ| ≥ U(µ),

with equality if and only if the measure µ does not have positive
subspace mass.

2) If µ satisfies the subspace concentration condition, then

U(µ) ≥ (n!)1/n

n
|µ|,

with equality if and only if the central symmetral (2.6) of µ is an
affine image of a cross-measure.

In the last section of this paper, Theorem 1.2 is applied to solve an
open problem posed in [57] regarding the isotropy of the cone-volume
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measure of a convex body. Theorem 1.3 is applied to partially answer
an open problem posed in [52] regarding a reverse affine isoperimetric
inequality for polytopes.

2. Preliminaries

The setting for this paper is n-dimensional Euclidean space, Rn. Here
| · | will denote the usual norm on Rn, and we shall write x · y for the
standard inner product of x, y ∈ Rn. As usual, a proper subspace of Rn
is one whose dimension is neither 0 nor n.

For A ∈ GL(n), the group of invertible linear transformations in Rn,
let trA and detA denote the trace and the determinant of A, and write
|A| for the absolute value of the determinant of A. Write At for the
transpose of A, and A−t for the transpose of the inverse of A. The
identity in the group GL(n) will be denoted by In.

As usual, the special linear transformation group, SL(n), is the sub-
group of GL(n) whose elements have determinant 1. We shall refer to
the elements of GL(n) as affinities (as opposed to the more cumbersome
“non-singular centro-affine transformations”.) For a subspace ξ of Rn,
we will write GL(ξ) and SL(ξ) for the corresponding groups of affinities
in ξ. We shall write Iξ for the identity in SL(ξ).

IfD is a subset of anm-dimensional subspace of Rn, them-dimensional
Lebesgue measure of D will be denoted by Vm(D). If m = n then the
subscript will be suppressed. Denote by Pξ : Rn → ξ the orthogonal
projection operator from Rn to the subspace ξ of Rn.

The support function hK : Rn → R of a compact, convex K ⊂ Rn is
defined, for x ∈ Rn, by

hK(x) = max{x · y : y ∈ K},

and uniquely determines the convex set K. Note that support functions
are positively homogeneous of degree one and subadditive. From the
definition, it follows immediately that, for A ∈ GL(n), the support
function of AK = {Ax : x ∈ K} is given by

hAK(x) = hK(Atx),

for x ∈ Rn. A compact, convex subset of Rn with non-empty interior
is called a convex body. In general, support functions are continuous,
and if the origin is an interior point of the convex body K, then the
support function of K is strictly positive when viewed as defined on
Sn−1. Observe that

(2.1) hPξK = hK , on Sn−1 ∩ ξ.

We will make use of the fact that for A ∈ GL(n)

(2.2) V (AK) = |A|V (K).
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More specifically, we will make frequent use of the fact that if P :
Rn → ξ ⊂ Rn is linear, and η is a subspace of Rn such that dim(η) =
dim(Pη) = m, then for a convex body D ⊂ η,

(2.3) Vm(PD) = |P ′|Vm(D).

where P ′ is the restriction of P to η.
For A ∈ GL(n), define the norm | · |A in Rn by

|x|A = |A−tx|,
for x ∈ Rn. The unit ball of this norm,

ε(A) = {x ∈ Rn : |x|A ≤ 1},
is an ellipsoid centered at the origin whose volume is equal to |A|ωn,
where ωn is the volume of the standard unit ball, Bn, in Rn. We shall
write | · |∗A for the dual norm of | · |A; i.e.,

|y|∗A = max{x · y : x ∈ Rn and |x|A ≤ 1},
for y ∈ Rn.

If ε(A) is the ellipsoid associated with A ∈ GL(n), then

(2.4) hε(A)(x) = |x|∗A = |Ax|.

As usual, for D,D′ ⊂ Rn and real c, c′ ≥ 0, the Minkowski combina-
tion cD + c′D′ is defined by

cD + c′D′ = {cx+ c′x′ : x ∈ D and x′ ∈ D′}.
Obviously,

(2.5) A(cD + c′D′) = cAD + c′AD′,

for A ∈ GL(n).
Throughout, a “finite Borel measure” is assumed to be both positive

and not identically zero. If µ is a finite Borel measure on the unit sphere
Sn−1, then supp(µ) will denote its support and we will use µ̄ to denote
its central symmetral; i.e., for each Borel ω ⊂ Sn−1,

(2.6) µ̄(ω) =
1

2
(µ(ω) + µ(−ω)),

where −ω is the antipodal image of ω. From definition (1.3), it follows
immediately that the central symmetral of Aµ is equal to Aµ̄.

A finite Borel measure µ on the unit sphere Sn−1 is said to be isotropic
if for each u ∈ Sn−1, ∫

Sn−1

|u · v|2 dµ(v) =
|µ|
n
.

Or equivalently, if for all i, j,

(2.7)

∫
Sn−1

(ei · v)(ej · v) dµ(v) =
|µ|
n
δij .
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For x1, . . . , xn ∈ Rn, let [x1, . . . , xn] denote the n × n matrix whose
columns are the vectors x1, . . . , xn. We need the following fact (see,
e.g., [55]) regarding isotropic measures:

(2.8)

∫
Sn−1×···×Sn−1

|[u1, . . . , un]|2 dµ(u1) · · · dµ(un) =
n!

nn
|µ|n.

For quick later reference, we recall that, by (1.3), for a Borel measure
µ and A ∈ GL(n), the image Aµ is defined for each continuous f :
Sn−1 → R, by

(2.9)

∫
Sn−1

f(v) dAµ(v) =

∫
Sn−1

f(〈Av〉) dµ(v),

where 〈Av〉 = Av/|Av|. Obviously, (cA)µ = Aµ for c > 0. Observe
that if µ is isotropic and O ∈ O(n), then Oµ, the image of µ under
O, is isotropic as well. Thus, if Problem 1.1 has an affirmative answer,
then a solution may always be chosen to be an element of SL(n) that is
positive definite.

3. Log-John affinities

Measures that have affine images that are isotropic are closely related
to solutions of a maximization problem that we call the log-John prob-
lem. In fact, the existence of an isotropic affine image of a particular
measure is equivalent to the measure having a log-John affinity (defined
below) associated with it.

For a finite Borel measure µ on Sn−1, define eµ : GL(n)×GL(n)→ R
for P,Q ∈ GL(n) by

(3.1) eµ(P,Q) =

∫
Sn−1

log
|Pv|
|Qv|

dµ(v).

It is easily seen that eµ : GL(n) × GL(n) → R is continuous in each
argument. We call eµ(P,Q) the log-eccentricity of P relative to Q
with respect to µ. From the definition we see immediately eµ(P,Q) =
eµ(OP,Q) for all O ∈ O(n).

We shall make use of the trivial observation that for real λ 6= 0,

(3.2) eµ(P, λQ) = eµ(P,Q)− |µ| log |λ|.

A useful fact, that follows immediately from definition (3.1), is that

(3.3) eµ(P,Q) =

∫
Sn−1

log |Pv| dµ(v) + eµ(I,Q),

where I = In is the identity.
As can be seen in the following lemma, log-eccentricity is a GL(n)-

contravariant:
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Lemma 3.1. If µ is a finite Borel measure on Sn−1, and P,Q ∈
GL(n), then

eµ(PA,QA) = eAµ(P,Q),

for A ∈ GL(n).

Proof. For A ∈ GL(n), from (3.1), (2.9), and (3.1) again, we have

eAµ(P,Q) =

∫
Sn−1

log
|Pv|
|Qv|

dAµ(v)

=

∫
Sn−1

log
|P 〈Av〉|
|Q〈Av〉|

dµ(v)

=

∫
Sn−1

log
|PAv|
|QAv|

dµ(v)

= eµ(PA,QA).

q.e.d.

For a finite Borel measure µ on Sn−1, and a P ∈ GL(n), define

(3.4) m(µ, P ) = sup
{

det(Q) : Q ∈ GL(n) and eµ(P,Q) ≥ 0
}
.

Observe that m(µ, P ) > 0, for all P ∈ GL(n). To see this note that if
det(P ) > 0, then since eµ(P, P ) = 0, it follows that m(µ, P ) ≥ det(P ) >
0. If det(P ) < 0, then choose an O ∈ O(n) so that det(OP ) > 0, and
since eµ(P,OP ) = eµ(P, P ) = 0, it follows that m(µ, P ) ≥ det(OP ) > 0.

Does there exist a Q0 ∈ GL(n) such that

(3.5) det(Q0) = m(µ, P ) and eµ(P,Q0) ≥ 0;

i.e., is the supremum in (3.4) just a maximum? If such a Q0 exists, then
Q0 will be called a log-John affinity of µ relative to P . In this section
it will be shown that the existence of a log-John affinity is an intrinsic
property of the measure itself and is independent of the choice of P .

From the definition of eµ, it is obvious that if Q0 is a log-John affinity
of µ relative to P , then λQ0 is a log-John affinity of µ relative to ±λP ,
for all λ > 0. That a log-John affinity, relative to an element of GL(n),
is an affine concept is stated in the following lemma.

Lemma 3.2. Suppose µ is a finite Borel measure on Sn−1, and Qµ,P
is a log-John affinity of µ relative to P ∈ GL(n). If A ∈ GL(n) with
det(A) > 0, then Qµ,PA

−1 is a log-John affinity of Aµ relative to PA−1.

Lemma 3.2 is an immediate consequence of Lemma 3.1 (where P and
Q are replaced by PA−1 and Qµ,PA

−1, respectively).
We now present a maximization problem that will be shown to be

equivalent to problem (3.5). For a finite Borel measure µ on Sn−1 and
a fixed P ∈ GL(n), define

(3.6) m′(µ, P ) = sup
{

eµ(P,Q) : Q ∈ SL(n)
}
.
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Does there exist a Q0 ∈ SL(n) such that

(3.7) eµ(P,Q0) = m′(µ, P )?

We first observe that the normalization detQ = 1 in (3.6) is arbi-
trary. The existence of a solution to problem (3.7) is independent of the
normalization chosen.

The following lemma will show that questions (3.5) and (3.7) are
equivalent in that a solution to one is just a scalar multiple of a solution
of the other. For this reason we may call Q0 in (3.7) a normalized
log-John affinity of µ relative to P .

Lemma 3.3. Suppose µ is a finite Borel measure on Sn−1 and P ∈
GL(n). If Q1 is a solution for the maximization problem (3.5), then

Q2 = |Q1|−
1
nQ1 is a solution for the maximization problem (3.7). Con-

versely, if Q2 is a solution for the maximization problem (3.7), then
Q1 = λQ2, where log λ = |µ|−1eµ(P,Q2), is a solution for the maxi-
mization problem (3.5).

Proof. Suppose Q1 is a solution of (3.5); i.e. det(Q1) = m(µ, P ) > 0.
We first observe that eµ(P,Q1) = 0. To see this, suppose eµ(P,Q1) =

ε > 0. Let λ be such that |µ| log λ = ε/2. From (3.2) we have
eµ(P, λQ1) = ε/2 > 0, and now λ > 1 produces the affinity λQ1

that in (3.4) and (3.5) contradicts the maximality of det(Q1). Thus,
eµ(P,Q1) = 0.

Now Q2 = |Q1|−
1
nQ1, so that det(Q2) = 1. Suppose Q ∈ SL(n) is

arbitrary. Let R = λQ, where log λ = |µ|−1eµ(P,Q).
From (3.2) we have eµ(P,R) = 0. From the assumed maximality

of det(Q1) in (3.4) and (3.5) we have |R| ≤ |Q1|, or equivalently that
λn ≤ |Q1|, since |Q| = 1.

Now Q2 = |Q1|−
1
nQ1 and (3.2), together with eµ(P,Q1) = 0, give

eµ(P,Q2) =
|µ|
n

log |Q1|+ eµ(P,Q1) =
|µ|
n

log |Q1|,

which together with λn ≤ |Q1| and log λ = |µ|−1eµ(P,Q) gives

eµ(P,Q) ≤ eµ(P,Q2).

Since Q ∈ SL(n) is arbitrary, it follows that Q2 ∈ SL(n) is a solution of
the maximization problem (3.7).

We now deal with the case where Q2 is assumed to be a solution
of (3.7). Observe that this implies det(Q2) = 1. Suppose Q ∈ GL(n)
is such that eµ(P,Q) ≥ 0 and det(Q) > 0, but is otherwise arbitrary.
Since Q2 is a solution of (3.7), we have,

eµ(P, |Q|−
1
nQ) ≤ eµ(P,Q2),
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which using (3.2) gives

|µ|
n

log |Q|+ eµ(P,Q) ≤ eµ(P,Q2).

This and the fact that eµ(P,Q) ≥ 0 shows that

|µ|
n

log |Q| ≤ eµ(P,Q2).

This, together with Q1 = λQ2, where log λ = |µ|−1eµ(P,Q2), and
det(Q2) = 1, gives

det(Q) ≤ λn = det(Q1).

However, from (3.2) we see that

eµ(P,Q1) = eµ(P, λQ2) = eµ(P,Q2)− |µ| log λ = 0.

Therefore, Q1 is a solution of (3.5). q.e.d.

From (3.3) and Lemma 3.3, we get:

Corollary 3.4. If µ is a finite Borel measure on Sn−1 and P ∈
GL(n), then µ has a log-John affinity relative to P if and only if µ has
a log-John affinity relative to the identity I.

This corollary tells us that the existence of a log-John affinity of a
measure does not depend on the particular P ∈ GL(n) chosen: If a
measure has a log-John affinity relative to one element of GL(n) then
it has a log-John affinity relative to every element of GL(n). Thus,
from this point forward we may simply say that a measure either has a
log-John affinity or it does not.

Theorem 3.5. If µ is a finite Borel measure on Sn−1 and P ∈
GL(n), then the identity is a normalized log-John affinity of µ relative
to P if and only if µ is isotropic.

Proof. First, suppose that the identity I is a normalized log-John
affinity of µ relative to P ; i.e.,

(3.8) eµ(P, I) = sup{eµ(P,Q) : Q ∈ SL(n)}.
Thus, for each A ∈ SL(n),

eµ(P,A) ≤ eµ(P, I).

Suppose L ∈ GL(n) is arbitrary, but fixed. Since |L| 6= 0, there exists
an εo > 0, such that for all ε ∈ (−εo, εo), we can define Aε ∈ SL(n) by

|I + εL|
1
nAε = I + εL.

Observe that,

|Aεv|2 =
|v + εLv|2

|I + εL|
2
n

=
1 + 2ε(v · Lv) + ε2|Lv|2

1 + 2ε
n trL+ O(ε2)

,

for v ∈ Sn−1.
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Since eµ(P,Aε) attains a maximum at A0 = I, we have

d

dε

∣∣∣
ε=0

∫
Sn−1

log
|Pv|
|Aεv|

dµ(v) = 0.

Thus,

(3.9)

∫
Sn−1

(v · Lv) dµ(v)− |µ|
n

tr(L) = 0.

If in (3.9) we let L = Lij , where Lijek = δjkei, we get (2.7) and conclude
that µ is isotropic.

Now suppose that µ is isotropic. We need to demonstrate that

eµ(P,A) ≤ eµ(P, I),

for each A ∈ SL(n), or equivalently that

(3.10)

∫
Sn−1

log |Av| dµ(v) ≥ 0,

for each A ∈ SL(n).
For each A ∈ SL(n), there exists a positive definite N ∈ SL(n) and

an orthogonal transformation O so that A = ON . Thus, one can reduce
having to demonstrate (3.10) for all A ∈ SL(n) to having to demonstrate

(3.11)

∫
Sn−1

log |Nu| dµ(u) ≥ 0

for all positive definite N ∈ SL(n).
For each positive definite N ∈ SL(n), there exists an orthogonal ma-

trix O and a diagonal matrix Λ ∈ SL(n), with diagonal entries λ1 . . . λn,
so that N = OtΛO. However, using (2.9), we have∫
Sn−1

log |Nu| dµ(u) =

∫
Sn−1

log |ΛOu| dµ(u) =

∫
Sn−1

log |Λu| dOµ(u).

From the concavity of the log function, we have for u = (u1, . . . , un) ∈
Sn−1,

(3.12) 2 log |Λu| = log(λ2
1u

2
1 + · · ·+λ2

nu
2
n) ≥ u2

1 log λ2
1 + · · ·+ u2

n log λ2
n.

Observe that since µ is isotropic and O is orthogonal, Oµ is isotropic,
and thus, for all i, ∫

Sn−1

u2
i dOµ(u) =

|µ|
n
.

Thus, from (3.12) and the fact that det Λ = 1, we have∫
Sn−1

2 log |Λu| dOµ(u) ≥ (log λ2
1 + · · ·+ log λ2

n)
|µ|
n

=
2|µ|
n

log(λ1 · · ·λn)

= 0.
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This establishes (3.11). q.e.d.

The following theorem shows that only finite Borel measures that
have a log-John affinity will have affine isotropic images, and conversely
any measure that has an affine isotropic image must have a log-John
affinity associated with it.

Theorem 3.6. If µ is a finite Borel measure on Sn−1, then µ has a
log-John affinity if and only if µ has an affine isotropic image.

Proof. By Corollary 3.4, µ has a log-John affinity if and only if µ
has a log-John affinity, Q = Qµ,I ∈ GL(n), with det(Q) > 0, relative

to I. This is equivalent to µ having a log-John affinity Q/|Q|1/n rel-

ative to I/|Q|1/n . But by Lemmas 3.2 and 3.3, this is equivalent to
I being a normalized log-John affinity of Aµ relative to Q−1, where
A = Q/|Q|1/n ∈ SL(n). However, from Theorem 3.5 we know that I is
a normalized log-John affinity of Aµ if and only if Aµ is isotropic.

q.e.d.

We will require the following characterization of measures that have
affine isotropic images.

Lemma 3.7. If µ is a finite Borel measure on Sn−1, then µ has an
affine image that is isotropic if and only if there exists an A ∈ SL(n) so
that

(3.13) |A−tx|2 =
n

|µ|

∫
Sn−1

|x · v|2|Av|−2 dµ(v),

for all x ∈ Rn.

Proof. The isotropic condition (1.2) for Aµ is

|x|2 =
n

|Aµ|

∫
Sn−1

|x · v|2 dAµ(v),

for all x ∈ Rn. Using definition (2.9) and |Aµ| = |µ|, this can be written
as

|x|2 =
n

|µ|

∫
Sn−1

|x ·Av|2|Av|−2 dµ(v)

=
n

|µ|

∫
Sn−1

|Atx · v|2|Av|−2 dµ(v),(3.14)

for all x ∈ Rn. This gives the condition (3.13). q.e.d.

Theorem 3.6 and Lemma 3.7 now give:

Theorem 3.8. If µ is a finite Borel measure on Sn−1, then µ has a
log-John affinity if and only if there exists an A ∈ SL(n) so that

(3.15) |A−tx|2 =
n

|µ|

∫
Sn−1

|x · v|2|Av|−2 dµ(v),

for all x ∈ Rn.
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4. Existence of log-John affinities

Let µ be a finite Borel measure and h : Sn−1 → (0,∞) be continuous.
Define

(4.1) eµ(h) = −
∫
Sn−1

log h(v) dµ(v).

The following lemma was established in [8].

Lemma 4.1. Suppose µ is a probability measure on Sn−1 that sat-
isfies the strict subspace concentration inequality. For each positive
integer k, let u1,k, . . . , un,k be an orthonormal basis of Rn, and sup-
pose that the n sequences of positive real numbers {hi,k} are such that
h1,k ≤ · · · ≤ hn,k, and such that the product h1,k · · ·hn,k ≥ 1, and
limk→∞ hn,k =∞. If hk : Sn−1 → (0,∞) is defined by

hk(v) = max{h1,k|v · u1,k|, . . . , hn,k|v · un,k|},

for all v ∈ Sn−1, then the sequence eµ(hk) is not bounded from below.

The following lemma shows that any finite Borel measure that satis-
fies the strict subspace concentration inequality has a normalized log-
John affinity relative to I.

Lemma 4.2. If µ is a finite Borel measure on Sn−1 that satisfies
the strict subspace concentration inequality, then there exists a positive
definite A ∈ SL(n) so that

(4.2) sup
{

eµ(I,Q) : Q ∈ SL(n)
}

= eµ(I, A).

Proof. Without loss of generality we can assume that µ is a proba-
bility measure. Choose a maximizing sequence Qk ∈ SL(n) so that

lim
k→∞

eµ(I,Qk) = sup
{

eµ(I,Q) : Q ∈ SL(n)
}
.

Clearly,

(4.3) lim
k→∞

eµ(I,Qk) ≥ eµ(I, I) = 0.

For every Q ∈ SL(n), there exists a positive definite transformation
P ∈ SL(n) and an orthogonal transformation O ∈ SO(n) so that Q =
OP . Since |Qv| = |Pv|, for v ∈ Sn−1, we can assume that the Qk are
positive definite.

Let h1,k, . . . , hn,k be the eigenvalues of Qk, ordered so that h1,k ≤
h2,k ≤ . . . ≤ hn,k, with corresponding orthogonal eigenvectors u1,k,. . . ,
un,k ∈ Sn−1. Thus,

(4.4) Qkui,k = hi,kui,k,

and since Qk ∈ SL(n),

(4.5) h1,k · · ·hn,k = 1.
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14 K.J. BÖRÖCZKY, E. LUTWAK, D. YANG & G. ZHANG

For v ∈ Sn−1, we have v =
∑n

i=1(v · ui,k)ui,k. This, (4.4), and the
fact that u1,k,. . . , un,k is orthonormal, gives

|Qkv|2 =
∣∣∣ n∑
i=1

hi,k(v · ui,k)ui,k
∣∣∣2

=
n∑
i=1

h2
i,k|v · ui,k|2

≥ max
1≤i≤n

{h2
i,k|v · ui,k|2}

= hk(v)2,

where hk is as defined in Lemma 4.1. This, definition (3.1), and defini-
tion (4.1) show that

(4.6) eµ(I,Qk) ≤ eµ(hk).

Assume that the sequence {Qk} is not bounded. Then, for a subse-
quence,

(4.7) lim
k→∞

hn,k = +∞.

In light of (4.5) and (4.7), Lemma 4.1 tells us that {eµ(hk)} is not
bounded from below. Thus, from (4.6) we conclude that the sequence
{eµ(I,Qk)} is not bounded from below; this contradicts (4.3). There-
fore, the sequence Qk ∈ SL(n) is bounded, and hence it has a sub-
sequence that converges to an A ∈ SL(n). Since the Qk are positive
definite (and |Qk| = 1) A is positive definite as well. The continuity
of eµ assures that A is a solution to our maximization problem (4.2).
q.e.d.

From Lemma 4.2 and Lemma 3.3, we have:

Theorem 4.3. If µ is a finite Borel measure on Sn−1 that satisfies the
strict subspace concentration inequality, then µ has a log-John affinity.

5. Existence of affine isotropic images — sufficient conditions

Let E(Rn) = En be the class of origin-centered ellipsoids in Rn and
E1(Rn) = En1 denote the subclass of En consisting of only the origin-
centered ellipsoids having unit volume. (The volume normalization here
is chosen for convenience to simplify constants that will arise in proofs
below.) For an E ∈ En, define

(5.1) eµ(E) = eµ(hE) = −
∫
Sn−1

log hE(u) dµ(u).

If ε(A) is the ellipsoid associated with A ∈ GL(n), then from (2.4) and
definition (3.1) it follows that

eµ(ε(A)) = eµ(I, A).
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This, Lemma 3.3, and Corollary 3.4 gives:

Lemma 5.1. If µ is a finite Borel measure on Sn−1, then a log-John
affinity exists for µ if and only if there exists an ellipsoid E0 ∈ En1 so
that

(5.2) sup{eµ(E) : E ∈ En1} = eµ(E0).

An ellipsoid E0 from Lemma 5.1 will be called a log-John ellipsoid
associated with µ. The connection between the existence of a log-John
ellipsoid and the existence of log-John affinity (given in Lemma 5.1) is
not surprising.

We shall require the following technical fact.

Lemma 5.2. Suppose that ξ1, ξ2 are proper complementary subspaces
of Rn. If Ei are origin-centered ellipsoids of co-dimensions dim(ξi) and
satisfying ξ1 ∩ E1 = {o} and ξ2 ∩ E2 = {o}, then there exists a unique
origin-centered ellipsoid E0 in Rn that is of maximal volume and has
the property that E0 + ξ1 = E1 + ξ1 and E0 + ξ2 = E2 + ξ2.

Proof. For notational simplicity, throughout this proof abbreviate the
unit ball, Bn, in Rn, by B. From (2.5) it follows that the lemma holds
if and only it holds after its ingredients are transformed by an element
of GL(n). Thus, we can assume that ξ1 and ξ2 are orthogonal, and
ξ2 ∩ (E1 + ξ1) and ξ1 ∩ (E2 + ξ2) are the unit balls B ∩ ξ2 and B ∩ ξ1,
respectively. Obviously,

B + ξ1 = (B ∩ ξ2) + ξ1 = E1 + ξ1,

B + ξ2 = (B ∩ ξ1) + ξ2 = E2 + ξ2.
(5.3)

Let

(5.4) Q = B ∩ ξ1 +B ∩ ξ2.

Obviously, B ⊂ Q. Let J be the unique ellipsoid of maximal volume
contained in Q (the John ellipsoid of Q). It is easy to see that if a
convex body is invariant under a rotation, so is its John ellipsoid. Since
Q is invariant under rotations in ξ1 and ξ2, so is J . It follows that
the axes of J are in ξ1 and ξ2 while J ∩ ξ1 ⊂ Q ∩ ξ1 = B ∩ ξ1 and
J ∩ ξ2 ⊂ Q ∩ ξ2 = B ∩ ξ2. This shows that J ⊂ B ⊂ Q, and since J is
the maximal ellipsoid in Q we conclude that J = B.

Suppose E0 is an origin-centered ellipsoid such that

(5.5) E0 + ξ1 = E1 + ξ1 and E0 + ξ2 = E2 + ξ2.

(Observe that B is an example of one such E0.) Then, by (5.3), we see
that

E0 + ξ1 = B ∩ ξ2 + ξ1 and E0 + ξ2 = B ∩ ξ1 + ξ2.

Thus,

(5.6) Pξ1E0 = B ∩ ξ1 and Pξ2E0 = B ∩ ξ2.
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Obviously, E0 ⊆ Pξ1E0 + Pξ2E0, and thus (5.6) and (5.4), yield

E0 ⊆ Pξ1E0 + Pξ2E0 = B ∩ ξ1 +B ∩ ξ2 = Q.

Since J = B ⊂ Q is the unique largest (in volume) ellipsoid contained
in Q, we conclude that V (E0) ≤ V (B), with equality if and only if
E0 = B. q.e.d.

The following lemma was established by the authors in [8].

Lemma 5.3. Suppose µ is a finite Borel measure on Sn−1 that sat-
isfies the subspace concentration condition. If ξ is a proper subspace of
Rn such that

(5.7) µ(ξ ∩ Sn−1) =
1

n
µ(Sn−1) dim ξ,

then the restriction of µ to Sn−1 ∩ ξ satisfies the subspace concentration
condition.

The following theorem shows that a measure that satisfies the sub-
space concentration condition necessarily has a log-John affinity.

Theorem 5.4. If µ is a finite Borel measure on Sn−1 that satisfies
the subspace concentration condition, then µ has a log-John affinity.

Proof. By Lemma 5.1, it suffices to prove that there is an Ē ∈ En1 so
that

(5.8) sup{eµ(E) : E ∈ En1} = eµ(Ē).

If µ satisfies the strict subspace concentration inequality, by Lemma
4.2, a solution Ē to the maximization problem (5.8) exists. Thus, what
remains is establishing the existence of a solution Ē to the maximization
problem (5.8) for the case where µ is concentrated on two complemen-
tary subspaces.

We proceed by induction on the dimension of the ambient space, Rn.
Since the case n = 1 is trivial, we start with n = 2. In this case,
there exist u1, u2 ∈ S1 such that the measure µ is concentrated on the
four points {±u1,±u2}, and since µ satisfies the subspace concentration
condition,

(5.9) µ({±u1}) = µ({±u2}) =
1

2
µ(S1).

Consider the origin-centered parallelogram P with outer unit normals
ui and

hP (±ui) = 1,

for both i. Let wi ∈ R2 be the midpoint of the side of P with outer
unit normal ui. Let E0 be the ellipse of maximum area contained in P .
Observe that by considering an SL(2) affinity that transforms P into a
square, we can see immediately that E0 passes through the midpoints
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±wi and that the line joining wi to −wi is parallel to the sides of P that
it does not intersect. Obviously, hE0(ui) = hP (ui) = 1.

Let Ē0 = λ0E0 be the volume normalized dilate of E0; i.e., λ0 =

V (E0)−
1
2 . Then V (Ē0) = 1, and since hE0(ui) = 1,

(5.10) hĒ0
(±ui) = λ0,

for both i.
Our aim is to show that Ē0 is a solution of the maximization problem

(5.8). To that end, suppose E ∈ E2
1. Let

(5.11) hi = hE(ui),

for both i. Let ψ ∈ GL(2) be defined on the basis {w1, w2} so that

(5.12) ψ(wi) = hiwi,

for both i. Now, (5.12) tells us that |ψ| = h1h2.
Since the lines joining wi to −wi are parallel to two sides of any par-

allelogram with normals ±u1,±u2, and the wi are eigenvectors of ψ, it
follows that ψ transforms an origin-centered parallelogram with normals
±u1,±u2 to an origin-centered parallelogram with normals ±u1,±u2.
We deduce that

hψP (±ui) = |ui · (hiwi)| while hP (±ui) = |ui · wi|,

for both i. However since hP (±ui) = 1, we have hψP (±ui) = hi, and
since hE(±ui) = hi, we conclude that E ⊂ ψP . From the fact that
V (E) = 1 and ψ−1E ⊂ P , together with the fact that E0 is the largest
(in area) ellipse contained in P , we get

(5.13) 1/(h1h2) = |ψ|−1 = V (ψ−1E) ≤ V (E0) = 1/λ2
0.

From (5.1), the fact that µ is concentrated on the four points {±u1,±u2}
together with (5.11), (5.9), (5.13), and (5.10),

eµ(E) = −
∫
S1

log hE(u) dµ(u)

= −µ({±u1}) log h1 − µ({±u2}) log h2

= −1

2
µ(S1) log(h1h2)

≤ −1

2
µ(S1) log λ2

0

= −µ({±u1}) log λ0 − µ({±u2}) log λ0

= −
∫
S1

log hĒ0
(u) dµ(u)

= eµ(Ē0).

This establishes the existence of a maximizing ellipse in (5.8) for the
case where n = 2.
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Now, suppose that a solution Ē to the maximization problem (5.8)
exists whenever the ambient dimension is less than n. For dimension
n, we only need to deal with the case where µ is concentrated on two
proper complementary subspaces ξ1 and ξ2; i.e., if dimξi = mi, then
m1 +m2 = n and mi > 0.

Let µi denote the restriction of µ to ξi ∩Sn−1. The subspace concen-
tration condition tells us that

(5.14) µi(ξi ∩ Sn−1) =
mi

n
µ(Sn−1).

However, (5.14) and Lemma 5.3 tell us that both µi satisfy the subspace
concentration condition. Therefore, the inductive hypothesis assures the
existence of origin-centered Ēi ∈ E1(ξi) = Emi1 of unit mi-dimensional
volume so that

(5.15) sup{eµi(E) : E ∈ Emi1 } = eµi(Ēi).

By Lemma 5.2, there exists a unique origin-centered ellipsoid E0 in
Rn that is of maximal volume that satisfies, for both i, the condition
that E0 + ξ⊥i = Ēi + ξ⊥i , or equivalently since Ēi ⊂ ξi, that PξiE0 = Ēi.

Let Ē0 = λ0E0, where λ0 = V (E0)−
1
n , be the volume normalized dilate

of E0; i.e., V (Ē0) = 1. Since PξiE0 = Ēi, from (2.1) we conclude that

(5.16) hPξiE0 = hĒi , on Sn−1 ∩ ξi,

for both i.
We will now show that Ē0 is a solution of the maximization problem

(5.8). To that end, suppose E ∈ En1 is arbitrary but fixed. Define

λi = Vmi(PξiE)
− 1
mi , so that λi PξiE ∈ E1(ξi). Thus, from (5.15), we

have

(5.17) eµi(λi PξiE) ≤ eµi(Ēi).

Let

E′1 = (E + ξ⊥1 ) ∩ ξ⊥2 , E′2 = (E + ξ⊥2 ) ∩ ξ⊥1 ,

Eo1 = (E0 + ξ⊥1 ) ∩ ξ⊥2 , Eo2 = (E0 + ξ⊥2 ) ∩ ξ⊥1 .
(5.18)

Then E′1, E
o
1 ⊂ ξ⊥2 and E′2, E

o
2 ⊂ ξ⊥1 . It is easily seen that, for both i,

(5.19) PξiE
′
i = PξiE and PξiE

o
i = PξiE0 = Ēi.

Choose a ψ ∈ GL(n) so that, for both i,

(5.20) ψξ⊥i = ξ⊥i and ψE′i = Eoi .

The fact that ψξ⊥i = ξ⊥i , along with (5.18), gives

(5.21) ψE′1 = (ψE + ξ⊥1 ) ∩ ξ⊥2 and ψE′2 = (ψE + ξ⊥2 ) ∩ ξ⊥1 .

From (5.21), (5.20), and (5.19) we have

(5.22) Pξi(ψE) = Pξi(ψE
′
i) = PξiE

o
i = Ēi.
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Let ψ1 be defined as ψ on ξ⊥1 and the identity on ξ⊥2 . Let ψ2 be defined
as the identity on ξ⊥1 and ψ on ξ⊥2 . From (5.18) we have E1 ⊂ ξ⊥2 and
E2 ⊂ ξ⊥1 . This and (5.20) gives

(5.23) ψ1E
′
2 = Eo2 and ψ2E

′
1 = Eo1 .

From the definition of ψi, (2.2) together with (5.23), (2.3), (5.19), and
finally using the fact that Vmi(Ēi) = 1, we get

|ψ| = |ψ1| |ψ2|

=
Vm1(Eo1)Vm2(Eo2)

Vm1(E′1)Vm2(E′2)

=
Vm1(Pξ1E

o
1)Vm2(Pξ2E

o
2)

Vm1(Pξ1E
′
1)Vm2(Pξ2E

′
2)

(5.24)

=
Vm1(Ē1)Vm2(Ē2)

Vm1(Pξ1E)Vm2(Pξ2E)

= [Vm1(Pξ1E)Vm2(Pξ2E)]−1.

However by Lemma 5.2, E0 is the unique origin-centered ellipsoid of
maximal volume such that PξiE0 = Ēi, for both i. Since from (5.22) we
know that Pξi(ψE) = Ēi, we conclude that V (ψE) ≤ V (E0). It follows
from the definition of the λi, (5.24), (2.2) together with the fact that
V (E) = 1, the fact that V (ψE) ≤ V (E0), and the definition of λ0, that

λ−m1
1 λ−m2

2 = Vm1(Pξ1E)Vm2(Pξ2E)

= 1/|ψ| = 1/V (ψE) ≥ 1/V (E0) = λn0 .
(5.25)

The fact that the measure µ is concentrated on the two ξi ∩ Sn−1,
together with (2.1), (5.17), (5.14), (5.16), (5.25), and finally the fact
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that λ0E0 = Ē0, gives

eµ(E) = −
∫
ξ1∩Sn−1

log hPξ1E
dµ1 −

∫
ξ2∩Sn−1

log hPξ2E
dµ2

= −
∫
ξ1∩Sn−1

(log λ−1
1 + log hλ1 Pξ1E

) dµ1

−
∫
ξ2∩Sn−1

(log λ−1
2 + log hλ2 Pξ2E

) dµ2

≤ µ1(ξ1 ∩ Sn−1) log λ1 + µ2(ξ2 ∩ Sn−1) log λ2

−
∫
ξ1∩Sn−1

log hĒ1
dµ1 −

∫
ξ2∩Sn−1

log hĒ2
dµ2

= µ(Sn−1) log(λ
m1
n

1 λ
m2
n

2 )−
∫
Sn−1

log hE0 dµ

≤ −µ(Sn−1) log λ0 −
∫
Sn−1

log hE0 dµ

= −
∫
Sn−1

log hλ0E0 dµ

= −
∫
Sn−1

log hĒ0
dµ

= eµ(Ē0).

This establishes (5.8) by induction. q.e.d.

6. Existence of affine isotropic images — necessary conditions

We begin by recalling that from Lemma 5.1, a finite Borel measure µ
has a log-John affinity if and only if there exists a ϕ0 ∈ SL(n) such that

(6.1) inf
ϕ∈SL(n)

{∫
Sn−1

log |ϕu| dµ(u)

}
=

∫
Sn−1

log |ϕ0u| dµ(u).

It turns out that a finite Borel measure that violates any of the sub-
space concentration inequalities will not have a log-John affinity. This
fact is contained in the following lemma.

Lemma 6.1. If µ is a finite Borel measure on Sn−1 for which there
exists a proper subspace ξ so that

µ(ξ ∩ Sn−1) >
1

n
µ(Sn−1) dim ξ,

then µ does not have a log-John affinity.

Proof. Let m = dim ξ. For t ∈ (0, 1), let ϕt ∈ SL(n) be so that
ϕt|ξ = tn−mIξ and ϕt|ξ⊥ = t−mIξ⊥ . Observe that |ϕt| ≤ t−m on Sn−1.
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Thus,∫
Sn−1

log |ϕtu| dµ(u)

=

∫
Sn−1∩ξ

log |ϕt(u)| dµ(u) +

∫
Sn−1\ξ

log |ϕt(u)| dµ(u)

≤
∫
Sn−1∩ξ

log |tn−mu| dµ(u) +

∫
Sn−1\ξ

log |t−m| dµ(u)

= [(n−m)µ(ξ ∩ Sn−1)−mµ(Sn−1 \ ξ)] log t.

However,

(n−m)µ(ξ ∩ Sn−1)−mµ(Sn−1 \ ξ) = nµ(ξ ∩ Sn−1)−mµ(Sn−1) > 0,

by hypothesis. Thus, we conclude

lim
t→0

∫
Sn−1

log |ϕtu| dµ(u) = −∞,

and that the infimum in (6.1) is not attained. q.e.d.

The subspace concentration condition requires that equality in the
subspace concentration inequalities can only occur in pairs — in pairs
of complementary subspaces. The critical nature of this condition is
demonstrated in the following lemma.

Lemma 6.2. Suppose µ is a finite Borel measure on Sn−1. If there
exists a proper subspace ξ so that

µ(ξ ∩ Sn−1) =
1

n
µ(Sn−1) dim ξ,

and there does not exist a subspace ξ′ complementary to ξ such that µ is
concentrated on Sn−1∩(ξ∪ξ′), then µ does not have a log-John affinity.

Proof. Without loss of generality, we may assume µ(Sn−1) = 1. Let
m = dim ξ. From the hypothesis, we have

(6.2) µ(Sn−1 ∩ ξ) = m/n and µ(Sn−1\ξ) = (n−m)/n.

Abbreviate,

M0 =

∫
Sn−1\ξ

log |Pξ⊥u| dµ(u).

The continuous function u 7→ log |Pξ⊥u| on the open set Sn−1 \ ξ tends
to −∞ near ξ. Thus, M0 may not be finite.

We first consider the case where M0 = −∞, and we will show that if
this were the case µ would have no log-John affinity.
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For t ∈ (0, 1), let ϕt ∈ SL(n) be so that ϕt|ξ = tn−mIm and ϕt|ξ⊥ =

t−mIn−m. From (6.2), we have∫
Sn−1

log |ϕtu| dµ(u)

=

∫
Sn−1∩ξ

log |tn−mu| dµ(u)

+

∫
Sn−1\ξ

log(|tn−m Pξu|2 + |t−m Pξ⊥u|2)
1
2 dµ(u)

=
m

n
log tn−m +

n−m
n

log t−m

+

∫
Sn−1\ξ

log(|tn Pξu|2 + |Pξ⊥u|2)
1
2 dµ(u)

=

∫
Sn−1\ξ

log(|tn Pξu|2 + |Pξ⊥u|2)
1
2 dµ(u).

This, an application of the Reverse Fatou Lemma, and our assumption
that M0 = −∞, gives

lim
t→0

∫
Sn−1

log|ϕtu| dµ(u)

= lim
t→0

∫
Sn−1\ξ

log(|tn Pξu|2 + |Pξ⊥u|2)
1
2 dµ(u)

= −∞.

Thus, the infimum of
∫
Sn−1 log |ϕu| dµ(u), over all ϕ ∈ SL(n), is −∞,

which means that µ would have no log-John affinity if it were the case
that M0 = −∞.

We turn to the case where M0 is finite, and we will assume that M0

is finite throughout the rest of the proof.
Define the finite Borel measure µ̃ on Sn−1 ∩ ξ⊥ by letting

(6.3)

∫
Sn−1∩ξ⊥

f dµ̃ =

∫
Sn−1\ξ

f(〈Pξ⊥u〉) dµ(u),

for each continuous f : Sn−1∩ξ⊥ → R. (Recall that 〈Pξ⊥u〉 = Pξ⊥u/|Pξ⊥u|.)
By choosing f = | · | in (6.3), and using (6.2), we have

(6.4) µ̃(Sn−1 ∩ ξ⊥) = µ(Sn−1\ξ) = (n−m)/n,

for the measure µ̃.
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Suppose Ã ∈ SL(ξ⊥). From the definition of M0 and definition (6.3)
we see that∫

Sn−1\ξ
log |Ã(Pξ⊥u)| dµ(u) =

∫
Sn−1\ξ

log |Pξ⊥u| dµ(u)

+

∫
Sn−1\ξ

log |Ã〈Pξ⊥u〉| dµ(u)

= M0 +

∫
Sn−1∩ξ⊥

log |Ãu| dµ̃(u),

and hence is finite. From this and the fact that on Sn−1\ξ the function

u 7→ log |Ã(Pξ⊥u)| is continuous and is negative close to ξ, we conclude
that

(6.5)

∫
Sn−1\ξ

∣∣ log |Ã(Pξ⊥u)|
∣∣ dµ(u) < ∞.

For each t > 0 and A ∈ SL(ξ), consider ϕt ∈ SL(n) defined so that we
have

(6.6) ϕt|ξ = tn−mA and ϕt|ξ⊥ = t−mÃ.

From (6.6) and (6.2), we get∫
Sn−1

log |ϕtu| dµ(u)

=

∫
Sn−1∩ξ

log |tn−mAu| dµ(u)

+

∫
Sn−1\ξ

log(|tn−mAPξu|2 + |t−mÃPξ⊥u|2)
1
2 dµ(u)

=
m

n
log tn−m +

∫
Sn−1∩ξ

log |Au| dµ(u) +
n−m
n

log t−m

+

∫
Sn−1\ξ

log(|tnAPξu|2 + |ÃPξ⊥u|2)
1
2 dµ(u)

=

∫
Sn−1∩ξ

log |Au| dµ(u)

+

∫
Sn−1\ξ

log(|tnAPξu|2 + |ÃPξ⊥u|2)
1
2 dµ(u),

where for u ∈ Sn−1, we have written u = Pξu+ Pξ⊥u.
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From this, (6.5), Lebesgue’s Dominated Convergence Theorem, and
(6.5), we get

lim
t→0

∫
Sn−1

log |ϕtu| dµ(u)

=

∫
Sn−1∩ξ

log |Au| dµ(u) +

∫
Sn−1\ξ

log |Ã(Pξ⊥u)| dµ(u)

=

∫
Sn−1∩ξ

log |Au| dµ(u) +

∫
Sn−1∩ξ⊥

log |Ãu| dµ̃(u) +M0.(6.7)

From (6.1), we see that if
∫
Sn−1 log |ϕu| dµ(u) is not bounded from

below, for ϕ ∈ SL(n), then there exists no log-John affinity of µ and we
are done.

We turn to the case where
∫
Sn−1 log |ϕu| dµ(u) is bounded from below,

for ϕ ∈ SL(n). However in this case (6.7) tells us that

M1 = inf
A∈SL(ξ)

Ã∈SL(ξ⊥)

{∫
Sn−1∩ξ

log |Au| dµ(u) +

∫
Sn−1∩ξ⊥

log |Ãu| dµ̃(u)

}

is finite. From (6.7), we see that

(6.8) inf
ϕ∈SL(n)

{∫
Sn−1

log |ϕu| dµ(u)

}
≤M1 +M0.

If we could show that for all ϕ ∈ SL(n),

(6.9)

∫
Sn−1

log |ϕu| dµ(u) > M1 +M0,

then (6.8) would allow us to conclude that the infimum in (6.8) can
not be attained, for any ϕ ∈ SL(n), and thus, the measure µ has no
log-John affinity, as desired. We proceed to establish (6.9).

Suppose ϕ ∈ SL(n) is arbitrary. If ϕξ 6= ξ, let O ∈ SO(n) be
an orthogonal transformation such that Oϕξ = ξ, and observe that
|Oϕu| = |ϕu|, for all u ∈ Sn−1. Hence, we may assume that our
ϕ ∈ SL(n) is so that

ϕξ = ξ and det(ϕ|ξ) > 0.

By writing x ∈ Rn as x = Pξx+ Pξ⊥x, we see that

ϕx = ϕPξx+ ϕPξ⊥x = ϕPξx+ PξϕPξ⊥x+ Pξ⊥ϕPξ⊥x.

Thus, ϕ can be decomposed, on Rn, as

(6.10) ϕ = APξ +B Pξ⊥ + ÃPξ⊥ ,

where A ∈ GL(ξ) is given by A = ϕ|ξ and Ã ∈ GL(ξ⊥) is given by

Ã = Pξ⊥ϕ|ξ⊥ , and where B = Pξϕ|ξ⊥ is a linear transformation from

ξ⊥ to ξ. So, detA > 0, and |A| |Ã| = |ϕ| = 1. Therefore, there exist
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A0 ∈ SL(ξ) and Ã0 ∈ SL(ξ⊥) such that A = tn−mA0 and Ã = t−mÃ0

for t = |A|
1

m(n−m) .
We write u = Pξu + Pξ⊥u, and from (6.10), (6.2), (6.5), and the

definition of M1, we get∫
Sn−1

log |ϕu| dµ(u)

=

∫
Sn−1∩ξ

log |tn−mA0u| dµ(u)

+

∫
Sn−1\ξ

log(|APξu+B Pξ⊥u|2 + |t−mÃ0 Pξ⊥u|2)
1
2 dµ(u)

≥ m

n
log tn−m +

∫
Sn−1∩ξ

log |A0u| dµ(u)

+
n−m
n

log t−m +

∫
Sn−1\ξ

|Ã0 Pξ⊥u| dµ(u)

=

∫
Sn−1∩ξ

log |A0u| dµ(u) +

∫
Sn−1\ξ

log |Ã0 Pξ⊥u| dµ(u)

=

∫
Sn−1∩ξ

log |A0u| dµ(u) +

∫
Sn−1∩ξ⊥

log |Ã0u| dµ̃(u) +M0

≥M1 +M0,

with equality implying

(6.11) µ({u ∈ Sn−1\ξ : |APξu+B Pξ⊥u| > 0}) = 0.

Let η be the subspace defined by

η = {x ∈ Rn : APξx+B Pξ⊥x = 0}.

For x ∈ η, let y = Pξ⊥x ∈ ξ⊥. Then Pξx = −A−1By. Thus, x =

Pξ⊥x+ Pξx = y−A−1By. Conversely, since A−1B : ξ⊥ → ξ, it is easily

seen that y −A−1By ∈ η for each y ∈ ξ⊥. Thus,

η = {y −A−1By : y ∈ ξ⊥}.
Suppose y − A−1By = 0 for y ∈ ξ⊥. Since A−1By ∈ ξ while y ∈ ξ⊥,
we conclude y = 0. Therefore, the subspace η is a non-singular linear
image of ξ⊥, and thus is (n −m)-dimensional. But obviously, ξ and η
only meet at the origin and are thus complementary subspaces. Since,
by hypothesis, there is no subspace ξ′ complementary to ξ so that µ is
concentrated on (ξ ∪ ξ′) ∩ Sn−1, we have

0 < µ
(
Sn−1\(ξ ∪ η)

)
= µ

(
{u ∈ Sn−1\ξ : |APξu+B Pξ⊥u| > 0}

)
.

Therefore (6.11) cannot hold and there is strict inequality in (6.11),
which in turn yields (6.9) and shows that µ has no log-John affinity.
q.e.d.
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The following theorem shows that the subspace concentration condi-
tion is a necessary condition for the existence of a log-John affinity.

Theorem 6.3. If µ is a finite Borel measure on Sn−1 that has a
log-John affinity, then µ satisfies the subspace concentration condition.

Proof. By Lemma 6.1, µ satisfies the subspace concentration inequal-
ities. If there is a proper subspace ξ so that

µ(ξ ∩ Sn−1) =
1

n
µ(Sn−1) dim ξ,

then by Lemma 6.2, there is a subspace ξ′ complementary to ξ so that
µ is concentrated on (ξ ∪ ξ′)∩Sn−1. Therefore, µ satisfies the subspace
concentration condition. q.e.d.

Theorem 6.4. A finite Borel measure on the unit sphere has an
affine isotropic image if and only if it satisfies the subspace concentration
condition.

The proof now follows from Theorems 3.6, 5.4, and 6.3.

7. Affine inequalities for measures

If T ⊂ Sn−1, then for notational simplicity, we shall write

(T )j = T × · · · × T︸ ︷︷ ︸
j

.

For a finite Borel measure µ on Sn−1, we define the invariant U(µ)
as an integral over a subset of (Sn−1)n:

(7.1) U(µ)n =

∫
u1∧···∧un 6=0

dµ(u1) · · · dµ(un).

From (1.3), we see that the total measure |µ| = µ(Sn−1) is invariant
under SL(n)-transformations; i.e., |Aµ| = |µ|, for all A ∈ SL(n). The
invariant U is also SL(n) invariant. Indeed, from (2.9) we get

U(Aµ) = U(µ),

for all A ∈ SL(n).
Obviously, U(µ) ≤ |µ|. If µ is absolutely continuous with respect to

spherical Lebesgue measure on Sn−1, then U(µ) = |µ|. If µ is discrete,
then U(µ) < |µ|. The following theorem shows that the invariant U
captures the concentration of measures in subspaces.

Theorem 7.1. If µ is a finite Borel measure on Sn−1, then

U(µ) ≤ |µ|,

with equality if and only if µ does not have positive subspace mass.
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Proof. First, suppose that the measure µ does not have positive sub-
space mass. Then

µ(ξi ∩ Sn−1) = 0,

for each proper subspace ξi of Rn with dimξi = i.
For 0 < i < n, let Ωi be the set of points (u1, . . . , un) ∈ (Sn−1)n

such that there are exactly i unit vectors that are linearly independent
among u1, . . . , un. Then,

{(u1, . . . , un) ∈ (Sn−1)n : u1 ∧ · · · ∧ un = 0} =
n−1⋃
i=1

Ωi.

For 1 ≤ j1 < · · · < ji ≤ n define

Aj1,...,ji = {(u1, . . . , un) ∈ Ωi : uj1 ∧ · · · ∧ uji 6= 0},

so that

Ωi =
⋃

1≤j1<···<ji≤n
Aj1,...,ji .

Clearly, if 1 ≤ j1 < · · · < ji ≤ n and 1 ≤ j′1 < · · · < j′i ≤ n, then∫
Aj1,...,ji

dµ(u1) · · · dµ(un) =

∫
Aj′1,...,j

′
i

dµ(u1) · · · dµ(un).

Then∫
Ωi

dµ(u1) · · · dµ(un)

≤
∑

1≤j1<···<ji≤n

∫
Aj1,...,ji

dµ(u1) · · · dµ(un)

=

(
n

i

)∫
A1,...,i

dµ(u1) · · · dµ(un)

=

(
n

i

)∫
(Sn−1)n

1A1,...,i dµ(u1) · · · dµ(un)

=

(
n

i

)∫
(Sn−1)i

∫
(Sn−1)n−i

1A1,...,i dµ(ui+1) · · · dµ(un) dµ(u1) · · · dµ(ui)

=

(
n

i

)∫
u1∧···∧ui 6=0

∫
(ξi∩Sn−1)n−i

dµ(ui+1) · · · dµ(un) dµ(u1) · · · dµ(ui)

=

(
n

i

)∫
u1∧···∧ui 6=0

µ(ξi ∩ Sn−1)n−idµ(u1) · · · dµ(ui) = 0,

where 1A1,...,i is the characteristic function of A1,...,i and ξi is the sub-
space spanned by u1, . . . , ui. Thus,

(7.2)

∫
u1∧···∧un=0

dµ(u1) · · · dµ(un) = 0.
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This and (7.1) give

U(µ)n =

∫
(Sn−1)n

dµ(u1) · · · dµ(un) = |µ|n.

Conversely, assume that U(µ) = |µ|; then (7.2) holds. For a subspace
ξn−1 of Rn of co-dimension 1, we have

µ(ξn−1 ∩ Sn−1)n =

∫
(ξn−1∩Sn−1)n

dµ(u1) · · · dµ(un)

≤
∫
u1∧···∧un=0

dµ(u1) · · · dµ(un)

= 0.

Thus, the measure µ does not have positive subspace mass. q.e.d.

Theorem 7.2. If µ is a finite Borel measure on Sn−1 that has an
isotropic affine image, then

(7.3) U(µ) ≥ (n!)1/n

n
|µ|,

with equality if and only if µ̄, the central symmetral of µ, is an affine
image of a cross-measure.

Proof. Since the measure µ has an isotropic affine image, there is an
A ∈ SL(n) so that Aµ is isotropic. From (2.8), and the fact that the
total mass is invariant under SL(n)-transformations, we know
(7.4)∫

(Sn−1)n
|[u1, . . . , un]|2 dAµ(u1) · · · dAµ(un) =

n!

nn
|Aµ|n =

n!

nn
|µ|n.

From (7.1) and (7.4), we have

U(Aµ)n =

∫
u1∧···∧un 6=0

dAµ(u1) · · · dAµ(un)

≥
∫
u1∧···∧un 6=0

|[u1, . . . , un]|2 dAµ(u1) · · · dAµ(un)

=

∫
(Sn−1)n

|[u1, . . . , un]|2 dAµ(u1) · · · dAµ(un)

=
n!

nn
|µ|n,

with equality if and only if it is the case that whenever u1, . . . , un ∈
supp(Aµ) are linearly independent, we have |[u1, . . . , un]| = 1. There-
fore, any linearly independent u1, . . . , un in supp(Aµ) are orthogonal.
This, and the fact that Aµ is isotropic, implies that the central sym-
metral of Aµ is a cross-measure, and thus µ̄ is an affine image of a
cross-measure. q.e.d.
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Observe that the first statement of Theorem 1.3 is Theorem 7.1. The
second statement of Theorem 1.3 follows from Theorems 7.2 and 1.2.

8. Applications to cone-volume measures of convex bodies

If K is a convex body in Rn that contains the origin in its interior,
then the cone-volume measure, VK , of K is a Borel measure on the unit
sphere Sn−1 defined for a Borel ω ⊂ Sn−1, by

VK(ω) =
1

n

∫
x∈ν−1

K (ω)
x · νK(x) dHn−1(x),

where νK : ∂′K → Sn−1 is the Gauss map of K, defined on ∂′K, the
set of points of ∂K that have a unique outer unit normal, and Hn−1 is
(n− 1)-dimensional Hausdorff measure.

In recent years, cone-volume measures have appeared in, e.g., [43,
45, 62, 63, 66, 73]. Firey’s Question asks if a body whose cone-volume
measure is proportional to spherical Lebesgue measure on Sn−1 must
be a ball. This fundamental question was answered, in the affirmative,
by Andrews [1] in R3. An answer to the Firey’s Question in Rn, for
n > 3, is one of the major open problems in geometric analysis.

As an aside, we note that the cone-volume measure is (up to a factor
of n) the L0-surface area measure within the rapidly evolving Lp-Brunn-
Minkowski theory (see e.g. [7,8,10,13,14,18,19,22,23,25–29,32,33,38–
51, 53–55, 57–59, 61, 64–67, 69–73, 75, 76, 78]). For p = 0, the Lp-Brunn-
Minkowski theory is more commonly called the log-Brunn-Minkowski
theory.

The total mass of the cone-volume measure of the body K is obviously
the volume of K; i.e.,

(8.1) |VK | = V (K).

It was shown in [8] that the affine image of the cone-volume measure
of a convex body is the cone-volume measure of the affine image of the
body; i.e., if K is a convex body in Rn that contains the origin in its
interior, and A ∈ SL(n), then

(8.2) AVK = VA−tK .

This is an easy consequence of definition (2.9) and (1.10) in [57].
Now (8.2) allows us to rewrite a basic question posed in [57] as follows:

Problem 8.1. For a given convex body K that contains the origin in
its interior, is there an A ∈ SL(n) so that

|x|2 =
n

V (K)

∫
Sn−1

|x · v|2 dVAK(v),

for all x ∈ Rn; i.e., does the cone-volume measure of a convex body have
an affine isotropic image?
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We shall show that for arbitrary convex bodies (that contain the ori-
gin in their interiors) the answer is negative. We will give an affirmative
answer to this question for convex bodies that are origin-symmetric.

Lemma 8.2. For n ≥ 2, there exists a polytope T in Rn that con-
tains the origin in its interior whose cone-volume measure has no affine
isotropic image.

Proof. Let T be a simplex that contains the origin very close to one
of its vertices. The cone-volume measure of T is discrete and is concen-
trated mostly at one point. Therefore, it cannot satisfy the subspace
concentration condition. By Theorem 1.2, a measure on Sn−1 has an
affine isotropic image if and only if it satisfies the subspace concentra-
tion condition. We conclude that the cone-volume measure of T has no
affine isotropic image. q.e.d.

The following lemma was proved in [8]. For polytopes, the inequality-
part of the subspace concentration condition of Lemma 8.3 was es-
tablished by He, Leng, and Li [30], with a shorter proof provided by
Xiong [77].

Lemma 8.3. If K is an origin-symmetric convex body in Rn, then the
cone-volume measure VK satisfies the subspace concentration condition.

From (8.2), Lemma 8.3, together with Theorems 5.4 and 3.8, we get:

Theorem 8.4. If K is an origin-symmetric convex body in Rn, then
K has an SL(n)-image whose cone-volume measure is isotropic; i.e.,
there exists an A ∈ SL(n) so that

(8.3) |x|2 =
n

V (K)

∫
Sn−1

|x · v|2 dVAK(v),

for all x ∈ Rn.

The SL(n)-invariant U was defined in [52]. For a convex body K in
Rn that contains the origin in its interior, define U(K), as an integral
over a subset of (Sn−1)n, by

(8.4) U(K)n =

∫
u1∧···∧un 6=0

dVK(u1) · · · dVK(un);

i.e.,

(8.5) U(K) = U(VK),

in the notation of the previous section.
Obviously, U(K) ≤ V (K). When K is a polytope, we have U(K) <

V (K).
The following theorem characterizes equality in the inequality U(K) ≤

V (K). It is an immediate consequence of Theorem 7.1, (8.5), and (8.1).
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Theorem 8.5. If K is a convex body in Rn that contains the origin
in its interior, then

U(K) ≤ V (K),

with equality if and only if the cone-volume measure VK does not have
positive subspace mass.

The affine invariant U can be viewed as a variant of volume, V ,
that measures the effect of positive subspace mass of the cone-volume
measure of K. The polytopal case of the following problem was posed
in [52].

Problem 8.6. Suppose K is a convex body in Rn whose centroid is
at the origin. Is it the case that

(8.6) U(K) ≥ (n!)1/n

n
V (K),

with equality if and only if K is a parallelotope?

When K is an origin-symmetric polytope, He, Leng, and Li [30] es-
tablished inequality (8.6), and later Xiong [77] gave a simplified proof.
Xiong [77] proved (8.6) for polytopes in two and three dimensions. Here,
we establish (8.6) under a condition.

Theorem 8.7. Suppose K is a convex body in Rn that contains the
origin in its interior. If K has an affine image whose cone-volume
measure is isotropic, then

(8.7) U(K) ≥ (n!)1/n

n
V (K),

with equality if and only if K is a parallelotope.

Theorem 8.7 follows immediately from Theorem 7.2, together with
(8.2), (8.1), (8.5), and the fact that the central symmetral of VK is an
affine image of a cross-measure if and only if K is a parallelotope. (Note
that if u1, . . . , un are linearly independent unit vectors, then a convex
body in Rn whose outer unit normals is a subset of {±u1, . . . ,±un}
must be a parallelotope.)

In light of Lemma 8.3, Theorems 6.4 and 7.2 give an affirmative
answer to Problem 8.6 for origin-symmetric convex bodies.

Theorem 8.8. If K is an origin-symmetric convex body in Rn, then

(8.8) U(K) ≥ (n!)1/n

n
V (K),

with equality if and only if K is a parallelotope.

In view of the above applications, the following problem is of signifi-
cant interest.
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Problem 8.9. If K is a convex body in Rn whose centroid is at the
origin, does the cone-volume measure of K satisfy the subspace concen-
tration condition?

We note that an affirmative answer to Problem 8.9 implies an affirma-
tive answer to Problem 8.6. For two and three dimensional polytopes,
an affirmative answer to Problem 8.9 has been given by Xiong [77].

Added in proof: After this paper was submitted for publication, an
affirmative answer to Problem 8.9, for polytopes, was given by Henk
and Linke [31].
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Alfréd Rényi Institute of Mathematics Hungarian Academy of Sciences

E-mail address: carlos@renyi.hu

Department of Mathematics New York University Polytechnic School of
Engineering, Brooklyn New York

E-mail address: lutwak@nyu.edu

Department of Mathematics New York University Polytechnic School of
Engineering, Brooklyn New York

E-mail address: deane.yang@nyu.edu

Department of Mathematics New York University Polytechnic School of
Engineering, Brooklyn New York

E-mail address: gaoyong.zhang@nyu.edu

PROOF COPY NOT FOR DISTRIBUTION


