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#### Abstract

In this article, we prove existence of solutions for a nonlocal boundary value problem with nonlinearity in a nonlocal condition. Our method is based upon Mawhin's coincidence theory.
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## 1 Introduction

In this paper we consider the following ordinary differential equation

$$
\begin{equation*}
x^{\prime}=f(t, x) \tag{1.1}
\end{equation*}
$$

with the nonlocal condition

$$
\begin{equation*}
h\left(\int_{0}^{1} x(s) d g(s)\right)=0 \tag{1.2}
\end{equation*}
$$

where $f:[0,1] \times \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ is continuous, $g=\left(g^{1}, \ldots, g^{k}\right):[0,1] \rightarrow \mathbb{R}^{k}$ has bounded variation, $h: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ is continuous and

$$
\int_{0}^{1} x(s) d g(s)=\left(\int_{0}^{1} x^{1}(s) d g^{1}(s), \ldots, \int_{0}^{1} x^{k}(s) d g^{k}(s)\right)
$$

The subject of nonlocal boundary conditions for ordinary differential equations has been a topic of various studies in mathematical articles for many years. The multi-point conditions were studied at first and this kind of conditions has been initiated in [15], then also the significantly nonlocal conditions with the values of the unknown function occurring over the entire domain (integral) became the subject of interest. An important survey on boundary conditions involving Stieltjes measures is [20]. It is easy to see that the conditions in which there is the Stieltjes integral with respect to any function with the total variation involve also multi-point problems.

[^0]Usually the matter of consideration are the second-order differential equations because of their supposed applications but sometimes also the first-order differential equations are being considered as in the present paper [2,3,5,13,14,23]. And with our level of generality the second order differential equations can be treated as the first-order systems. The methods are typical: searching for the fixed point of integral operator using contraction principle, Schauder's fixedpoint theorem, topological-order methods, e.g. basing on the cone expansion and compression theorem, or finally the Leray-Schauder degree of compact mappings or the Mawhin degree of coincidence (for the multi-point boundary value problem in [16]).

In this paper both differential equations and boundary conditions are nonlinear which somehow forces to the use of the degree of coincidence - the linear part $x^{\prime}$ has the nontrivial kernel. Using this method and with such a generality of assumptions the theorems that can be obtained are the ones in which the Brouwer degree of the nonlinear part being not zero on the kernel of the linear part is the main assumption. In this paper there is only the degree of "the half" of the nonlinear operator, i.e. $h$ and the assumptions regarding the other half of the nonlinear part are different.

Nonlinear boundary conditions have occurred before in works [3,7,8,21,22] but they were of different nature than here: under Stieltjes integral there was the assumption of the unknown function with the nonlinear function. Therefore, the obtained results are not comparable with the previous works; these results present a new direction of research. It is possible only to notice the compatibility with the conventional results regarding the existence of the periodic solutions [12]. This problem will be explained further in Section 4.

Let us present a few problems that are similar though different to (1.1), (1.2). Our problem includes the linear nonlocal condition $\int_{0}^{1} x(s) d g(s)=0$. There are many papers investigating BVPs with linear nonlocal conditions (compare with $[1,9-11,13,14,18,19]$ and the references therein). Our result includes the BVP in [11], namely

$$
x^{\prime \prime}=f\left(t, x, x^{\prime}\right), \quad x(0)=0, \quad \int_{0}^{1} x^{\prime}(s) d g(s)=0
$$

which is at resonance, then $g(1)-g(0)=0$.
In [7] and [21], the authors considered the existence of positive solutions of a nonlinear nonlocal BVP of the form $-x^{\prime \prime}(t)=q(t) f(t, x(t))$ with integral boundary conditions. G. Infante studied a similar problem with nonlinear integral boundary conditions (see [7])

$$
x^{\prime}(0)+H_{1}\left(\int_{0}^{1} x(s) d A(s)\right)=0, \quad \sigma x^{\prime}(1)+x(\eta)=H_{2}\left(\int_{0}^{1} x(s) d B(s)\right) .
$$

In [21], the authors considered another kind of boundary conditions, namely

$$
x(0)=\int_{0}^{1}(x(s))^{a} d A(s), \quad x(1)=\int_{0}^{1}(x(s))^{b} d B(s)
$$

where $a, b \geq 0$.

## 2 Some preliminaries

In this section we recall some facts about Fredholm operators and Mawhin's coincidence theory. This section is based on [6, page 10-40].

Let $\left(X,\|\cdot\|_{X}\right)$ and $\left(Y,\|\cdot\|_{Y}\right)$ be a Banach space. A linear operator $L: X \supset \operatorname{dom} L \rightarrow Y$ is said to be a Fredholm operator if $\operatorname{dim} \operatorname{ker} L<\infty, \operatorname{im} L$ is closed in $Y$ and $\operatorname{codimim} L<\infty$. The index of the Fredholm operator is defined as

$$
\text { ind } L:=\operatorname{dim} \operatorname{ker} L-\operatorname{codimim} L .
$$

If $L$ is the Fredholm operator, then continuous projections $P: X \rightarrow X, Q: Y \rightarrow Y$ such that $\operatorname{im} P=\operatorname{ker} L$, $\operatorname{ker} Q=\operatorname{im} L$ exist. Thus $X=\operatorname{ker} L \oplus \operatorname{ker} P$ and $Y=\operatorname{im} L \oplus \operatorname{im} Q$. It is apparent that $\operatorname{ker} L \cap \operatorname{ker} P=\{0\}$, therefore we can consider the restriction $L_{P}:=\left.L\right|_{\text {ker } P}$ : $\operatorname{dom} L \cap \operatorname{ker} P \rightarrow Y$ which is invertible. A nonlinear operator $N: X \rightarrow Y$ is called L-compact if $N$ maps bounded sets into bounded ones and $K_{P, Q}=L_{P}^{-1}\left(I_{Y}-Q\right)$ (by $I_{Y}$ we denote the identity on $Y$ ) is completely continuous.

Let $L: X \supset \operatorname{dom} L \rightarrow Y$ be a Fredholm operator of index zero. Since $\operatorname{dim} \operatorname{ker} L=$ codim $\operatorname{im} L$, there exists an isomorphism $J: \operatorname{im} Q \rightarrow \operatorname{ker} L$.

To obtain the results of the existence we use the following theorem by Mawhin.
Theorem 2.1 (Mawhin's continuation theorem). Let $\Omega$ be a bounded open set in X. Assume that $L: X \supset \operatorname{dom} L \rightarrow Y$ is a Fredholm operator with index zero and $N$ is L-compact. Assume that

1. equations $L x=\lambda N(x)$ have no solutions $x \in \operatorname{dom} L \cap \partial \Omega$ for all $\lambda \in(0,1]$;
2. Brouwer degree $[4, p .1-17] \operatorname{deg}(J Q N, \operatorname{ker} L \cap \Omega, 0) \neq 0$, which is called coincidence degree of $L$ and $N$.

Then the equation $L x=N(x)$ has a solution in $\bar{\Omega}$.
Now we return to the main problem and present our notations. Usually we use the Euclidean norm in $\mathbb{R}^{k}$, denoted by

$$
|x|_{\mathbb{R}^{k}}:=\sqrt{\sum_{j=1}^{k} x_{j}^{2}}
$$

and the inner product in $\mathbb{R}^{k}$ corresponding to the Euclidean norm

$$
\langle x, y\rangle:=\sum_{j=1}^{k} x_{j} y_{j}
$$

We set $X:=C\left([0,1], \mathbb{R}^{k}\right)$ with the norm $\|x\|_{C\left([0,1], \mathbb{R}^{k}\right)}=\sup _{t \in[0,1]}|x(t)|_{\mathbb{R}^{k}}, \operatorname{dom} L:=C^{1}\left([0,1], \mathbb{R}^{k}\right)$, $Y:=C\left([0,1], \mathbb{R}^{k}\right) \times \mathbb{R}^{k}$ with the norm

$$
\|(z, x)\|_{C\left([0,1], \mathbb{R}^{k}\right) \times \mathbb{R}^{k}}=\|z\|_{C\left([0,1], \mathbb{R}^{k}\right)}+|x|_{\mathbb{R}^{k}}
$$

and define mappings $L: X \supset \operatorname{dom} L \rightarrow Y, N: X \rightarrow Y: L x:=\left(x^{\prime}, 0\right)$ for $x \in \operatorname{dom} L$, $(\forall t \in[0,1]) N(x)=\left(F(x), h\left(\int_{0}^{1} x(s) d g(s)\right)\right)$ for $x \in X$, where $F$ is the Nemytskii operator, i.e. $(F(x))(t)=f(t, x(t))$ for $t \in[0,1]$. Thus, we obtain

$$
\begin{equation*}
L x=N(x) . \tag{2.1}
\end{equation*}
$$

It is clear that

$$
\operatorname{ker} L=\left\{x \in C^{1}\left([0,1], \mathbb{R}^{k}\right): x=\text { const. }\right\}
$$

hence $\operatorname{dim} \operatorname{ker} L=k<\infty$. Also observe that $\operatorname{im} L=C\left([0,1], \mathbb{R}^{k}\right) \times\{0\}$, so codim $\operatorname{im} L=k$. Consequently, $L$ is a Fredholm operator of index zero and we can use Mawhin's theory.

## 3 The existence of solutions

We know that our operator $L$ is a Fredholm operator with index zero. Our purpose is to use Mawhin's theory. In the first step we define projections $P: X \rightarrow X$ by

$$
(\forall t \in[0,1])(P x)(t):=x(0) \quad \text { for } x \in X,
$$

and $Q: Y \rightarrow Y$ by

$$
Q(z, \alpha):=(-\alpha, \alpha) \quad \text { for }(z, \alpha) \in Y .
$$

The description of $P$ makes it evident that ker $P=\{x \in X: x(0)=0\}$, hence

$$
\operatorname{dom} L \cap \operatorname{ker} P=\left\{x \in C^{1}\left([0,1], \mathbb{R}^{k}\right): x(0)=0\right\} .
$$

Then the inverse operator is defined as

$$
L_{P}^{-1}(z, 0)(t)=\int_{0}^{t} z(s) d s \quad \text { for } z \in C\left([0,1], \mathbb{R}^{k}\right)
$$

and we have

$$
K_{P, Q}(z, \boldsymbol{\alpha})(t)=L_{P}^{-1}(I-Q)(z, \boldsymbol{\alpha})(t)=\int_{0}^{t} z(s) d s+t \boldsymbol{\alpha} \quad \text { for }(z, \boldsymbol{\alpha}) \in Y .
$$

Therefore

$$
\left(K_{P, Q} N\right)(x)(t)=\int_{0}^{t} f(s, x(s)) d s+t h\left(\int_{0}^{1} x(s) d g(s)\right)
$$

Since the first term is a composition of a Nemytskii operator and a Volterra integral operator and the second term is a finite rank we get the following lemma.

Lemma 3.1. The operator $K_{P, Q} N: X \rightarrow Y$ is completely continuous. Therefore, the operator $N: X \rightarrow$ $Y$ is L-compact.

Our main result is given in the following theorem.
Theorem 3.2. Let us assume that $g\left(0^{+}\right) \neq g(0)$ and $\lim _{\varepsilon \rightarrow 0^{+}} \operatorname{var}(g,[\varepsilon, 1]) \leq \min _{j \leq k}\left|g^{j}\left(0^{+}\right)-g^{j}(0)\right|$. Then the BVP (1.1), (1.2) has at least one solution if there exists $R>0$ such that the following conditions hold.
(i) $\langle f(t, x), x\rangle \leq 0$ for $t \in(0,1],|x|_{\mathbb{R}^{k}}=R$.
(ii) Let

$$
\begin{aligned}
& r_{-}:=R\left(\min _{j \leq k}\left|g^{j}\left(0^{+}\right)-g^{j}(0)\right|-\lim _{\varepsilon \rightarrow 0^{+}} \operatorname{var}(g,[\varepsilon, 1])\right), \\
& r_{+}:=R\left(\left|g\left(0^{+}\right)-g(0)\right|_{\mathbb{R}^{k}}+\lim _{\varepsilon \rightarrow 0^{+}} \operatorname{var}(g,[\varepsilon, 1])\right) .
\end{aligned}
$$

Then $h(x) \neq 0$ for $r_{-}<|x|_{\mathbb{R}^{k}} \leq r_{+}$and the Brouwer degree $\operatorname{deg}\left(h, B_{\mathbb{R}^{k}}(0, r), 0\right)$ is defined and does not vanish for some $r \in\left(r_{-}, r_{+}\right]$.

Before we proceed to the proof we recall some notions regarding the Riemann-Stieltjes integral [17, pp. 9-11; 105-123]. Let $g:[a, b] \rightarrow \mathbb{R}^{k}$ and consider the sum

$$
\sum_{i=1}^{n}\left|g\left(s_{i}\right)-g\left(s_{i-1}\right)\right|_{\mathbb{R}^{k}}
$$

where $a=s_{0}<\ldots<s_{n}=b$. The supremum taken over the set of all partitions of the interval $[a, b]$ is called the total variation of the function $g$ on $[a, b]$, which is denoted by $\operatorname{var}(g,[a, b])$.

Lemma 3.3. For any continuous function $\varphi:[0,1] \rightarrow \mathbb{R}^{k}$,

$$
\int_{0}^{1} \varphi(s) d g(s)=\varphi(0)\left(g\left(0^{+}\right)-g(0)\right)+\lim _{\varepsilon \rightarrow 0^{+}} \int_{\varepsilon}^{1} \varphi(s) d g(s)
$$

and the norm of the integral is bounded

$$
\left|\int_{\mathcal{\varepsilon}}^{1} \varphi(s) d g(s)\right|_{\mathbb{R}^{k}} \leq \sup _{s \in[\varepsilon, 1]}|\varphi(s)|_{\mathbb{R}^{k}} \cdot \operatorname{var}(g,[\varepsilon, 1])
$$

Proof. Recall that expressions on both sides are vectors, which means that the first summand has coordinates

$$
\varphi(0)\left(g\left(0^{+}\right)-\varphi(0)\right)=\left(\varphi^{1}(0)\left(g^{1}\left(0^{+}\right)-g^{1}(0)\right), \ldots, \varphi^{k}(0)\left(g^{k}\left(0^{+}\right)-g^{k}(0)\right)\right)
$$

The proof follows from the form of Riemann-Stieltjes sums which converge to the integrals:

$$
\begin{aligned}
& \left|\sum_{j=1}^{k} \varphi^{j}\left(s_{j}\right)\left(g^{j}\left(t_{j}\right)-g^{j}\left(t_{j-1}\right)\right)\right| \leq \sum_{j=1}^{k}\left|\varphi^{j}\left(s_{j}\right)\right| \cdot\left|g^{j}\left(t_{j}\right)-g^{j}\left(t_{j-1}\right)\right| \\
& \quad \leq \sup _{s \in[\varepsilon, 1]}|\varphi(s)|_{\mathbb{R}^{k}} \cdot \sum_{j=1}^{k}\left|g^{j}\left(t_{j}\right)-g^{j}\left(t_{j-1}\right)\right| \leq \sup _{s \in\{\varepsilon, 1]}|\varphi(s)|_{\mathbb{R}^{k}} \cdot \operatorname{var}(g,[\varepsilon, 1]) .
\end{aligned}
$$

Proof of Theorem 3.2. The proof is carried out in two steps. In step 1, we prove that BVP (1.1), (1.2) has the solution under stronger assumptions: $\lim _{\varepsilon \rightarrow 0^{+}} \operatorname{var}(g,[\varepsilon, 1])<\left|g\left(0^{+}\right)-g(0)\right|_{\mathbb{R}^{k}}$ and $\langle f(t, x), x\rangle<0$ for $t \in(0,1],|x|_{\mathbb{R}^{k}}=R$.

Step 1. We know that the BVP (1.1), (1.2) is equivalent to (2.1). A linear operator $L$ is a Fredholm operator with index zero and nonlinearity $N$ is $L$-compact. If we verify other assumptions of Mawhin's theorem we get the assertion.

Let us consider the family of equations $L x=\lambda N(x)$, where $\lambda \in(0,1]$. Thus we have the family of problems

$$
\left\{\begin{array}{l}
x^{\prime}=\lambda f(t, x),  \tag{3.1}\\
h\left(\int_{0}^{1} x(s) d g(s)\right)=0 .
\end{array}\right.
$$

Now, we shall show that BVPs (3.1) have no solution in $\partial \Omega=\partial B_{C\left([0,1), \mathbb{R}^{k}\right)}(0, R)$ for $\lambda \in(0,1]$. Let us suppose that there exists a solution $\varphi$ of the (3.1) such that $\|\varphi\|_{C\left([0,1], \mathbb{R}^{k}\right)}=R$. We consider then a function $\psi(t):=|\varphi(t)|_{\mathbb{R}^{k}}^{2}$. Let us assume that $\psi\left(t_{0}\right)=R^{2}$ for some $t_{0} \in$ $(0,1]$. Then, by the assumption (i), since $\varphi$ is a solution of (3.1) and $\left|\varphi\left(t_{0}\right)\right|_{\mathbb{R}^{k}}=R$, we get a contradiction. Indeed, we obtain

$$
0 \leq \psi\left(t_{0}\right)-\psi(t)=\psi^{\prime}(\xi)\left(t_{0}-t\right)=2 \lambda\langle f(\xi, \varphi(\xi)), \varphi(\xi)\rangle \cdot\left(t_{0}-t\right)<0
$$

for every $t \in\left[0, t_{0}\right)$ and some $\xi \in\left(t, t_{0}\right)$. Thus, we assume that $\psi(0)=R^{2}$. Furthermore, we estimate

$$
\left|\int_{0}^{1} \varphi(s) d g(s)\right|_{\mathbb{R}^{k}}=\left|\varphi(0)\left(g\left(0^{+}\right)-g(0)\right)+\lim _{\varepsilon \rightarrow 0^{+}} \int_{\varepsilon}^{1} \varphi(s) d g(s)\right|_{\mathbb{R}^{k}}>r_{-} .
$$

Similarly, we obtain that

$$
\left|\int_{0}^{1} \varphi(s) d g(s)\right|_{\mathbb{R}^{k}} \leq r_{+},
$$

so the Riemann-Stieltjes integral $\int_{0}^{1} \varphi(s) d g(s)$ satisfies the estimates in (ii). Then $h\left(\int_{0}^{1} \varphi(s) d g(s)\right) \neq 0$. Since $\varphi$ is the solution of (3.1), we have a contradiction.

According to the description of projections $P$ and $Q$ we have

$$
(Q N)(x)(t)=\left(-h\left(\int_{0}^{1} x(s) d g(s)\right), h\left(\int_{0}^{1} x(s) d g(s)\right)\right) .
$$

Since $\operatorname{dim} \operatorname{ker} L=\operatorname{dimim} Q$, there exists an isomorphism $J: \operatorname{im} Q \rightarrow \operatorname{ker} L$. Let us define $J$ by

$$
J(-\alpha, \alpha)=\alpha \quad(-\alpha, \alpha) \in \operatorname{im} Q .
$$

Then $(J Q N)(x)=h\left(\int_{0}^{1} x(s) d g(s)\right)$. By the assumption (ii) we get that the topological Brouwer degree $\operatorname{deg}(J Q N, \operatorname{ker} L \cap \Omega, 0) \neq 0$. Hence Mawhin's theorem gives us the existence of the solution for (1.1), (1.2) in the ball $\bar{B}_{C\left([0,1], \mathbb{R}^{k}\right)}(0, R)$. This completes the proof.

Step 2. Now, we assume $\lim _{\varepsilon \rightarrow 0^{+}} \operatorname{var}(g,[\varepsilon, 1]) \leq \min _{j \leq k}\left|g^{j}\left(0^{+}\right)-g^{j}(0)\right|$ and $\langle f(t, x), x\rangle \leq 0$ for $t \in(0,1],|x|_{\mathbb{R}^{k}}=R$ where $R>0$ is a constant.

We consider the following BVP

$$
\left\{\begin{array}{l}
x^{\prime}=f(t, x)-\frac{1}{n} x,  \tag{3.2}\\
h\left(\int_{0}^{1} x(s) d g_{n}(s)\right)=0, \quad n \in \mathbb{N}
\end{array}\right.
$$

where $g_{n}=\left(g_{n}^{1}, \ldots, g_{n}^{k}\right):[0,1] \rightarrow \mathbb{R}$ is such that $g_{n}(s)=g(s)$ for $s \in(0,1], g_{n}^{j}(0)=$ $g^{j}(0)$ for $j \neq j_{0}$ and $g_{n}^{j_{0}}(0)=g^{j_{0}}(0)-\frac{1}{n} \operatorname{sgn}\left(g^{j_{0}}\left(0^{+}\right)-g^{j_{0}}(0)\right)$, where $\left|g^{j_{0}}\left(0^{+}\right)-g^{j_{0}}(0)\right|=$ $\max _{j \leq k}\left|g^{j}\left(0^{+}\right)-g^{j}(0)\right|$. Then, functions $f(t, x)-\frac{1}{n} x$ and $g_{n}$ satisfy assumptions of Theorem 3.2, so for every $n \in \mathbb{N}$ we get a solution of (3.2). We denote it by $\varphi_{n}$. Moreover, $\left\|\varphi_{n}\right\|_{C\left([0,1], \mathbb{R}^{k}\right)} \leq R$ and sequence $\left(\varphi_{n}^{\prime}\right)_{n \in \mathbb{N}}$ is bounded in $C\left([0,1], \mathbb{R}^{k}\right)$. Basing on the AscoliArzelà theorem we can see that the sequence $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ has a convergent subsequence in $C\left([0,1], \mathbb{R}^{k}\right)$. We shall prove that the limit function $\varphi$ is solution of (1.1), (1.2). Furthermore, since $\varphi_{n_{m}}$ is a solution of (3.2), we have

$$
\varphi_{n_{m}}^{\prime}(t)=f\left(t, \varphi_{n_{m}}(t)\right)-\frac{1}{n} \varphi_{n_{m}}(t) \rightarrow f(t, \varphi(t))
$$

uniformly as $m \rightarrow \infty$. Hence the limit function $\varphi$ is differentiable and $\varphi^{\prime}(t)=f(t, \varphi(t))$. Let us observe that

$$
\begin{aligned}
\int_{0}^{1} \varphi_{n_{m}}^{j_{0}}(s) d g_{n_{m}}^{j_{0}}(s)= & \varphi_{n_{m}}^{j_{0}}(0)\left(g_{n_{m}}^{j_{0}}\left(0^{+}\right)-g_{n_{m}}^{j_{0}}(0)\right)+\lim _{\varepsilon \rightarrow 0^{+}} \int_{\varepsilon}^{1} \varphi_{n_{m}}^{j_{0}}(s) d g_{n_{m}}^{j_{0}}(s) \\
= & \varphi^{j_{0}} n_{m}(0)\left(g^{j_{0}}\left(0^{+}\right)-g^{j_{0}}(0)\right)+\frac{1}{n_{m}} \operatorname{sgn}\left(g^{j_{0}}\left(0^{+}\right)-g^{j_{0}}(0)\right) \cdot \varphi_{n_{m}}^{j_{0}}(0) \\
& +\lim _{\varepsilon 0_{0}^{+}} \int_{\varepsilon}^{1} \varphi_{n_{m}}^{j_{0}}(s) d g_{n_{m}}^{j_{0}}(s) \\
= & \int_{0}^{1} \varphi_{n_{m}}^{j_{0}}(s) d g^{j_{0}}(s)+\frac{1}{n_{m}} \operatorname{sgn}\left(g^{j_{0}}\left(0^{+}\right)-g^{j_{0}}(0)\right) \cdot \varphi_{n_{m}}^{j_{0}}(0) .
\end{aligned}
$$

Therefore $\int_{0}^{1} \varphi_{n_{m}}(s) d g_{n_{m}}(s) \rightarrow \int_{0}^{1} \varphi(s) d g(s)$ as $m \rightarrow \infty$. By the continuity of $h: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ we obtain that $h\left(\int_{0}^{1} \varphi(s) d g(s)\right)=0$. Consequently $\varphi$ is a solution of (1.1), (1.2).

Remark 3.4. Assume $g\left(1^{-}\right) \neq g(1)$ and $\lim _{\varepsilon \rightarrow 0^{+}} \operatorname{var}(g,[0,1-\varepsilon]) \leq \min _{j \leq k}\left|g^{j}(1)-g^{j}\left(1^{-}\right)\right|$. By similar arguments the BVP (1.1), (1.2) has at least one solution if there exists $\widehat{R}>0$ such that the following conditions hold.
(i') $\langle f(t, x), x\rangle \geq 0$ for $t \in[0,1),|x|_{\mathbb{R}^{k}}=\widehat{R}$.
(ii') Let

$$
\begin{aligned}
& \widehat{r}_{-}:=\widehat{R}\left(\min _{j \leq k}\left|g^{j}(1)-g^{j}\left(1^{-}\right)\right|-\lim _{\varepsilon \rightarrow 0^{+}} \operatorname{var}(g,[0,1-\varepsilon])\right), \\
& \widehat{r}_{+}:=\widehat{R}\left(\left|g(1)-g\left(1^{-}\right)\right|_{\mathbb{R}^{k}}+\lim _{\varepsilon \rightarrow 0^{+}} \operatorname{var}(g,[0,1-\varepsilon])\right) .
\end{aligned}
$$

Then $h(x) \neq 0$ for $\widehat{r}_{-}<|x|_{\mathbb{R}^{k}} \leq \widehat{r}_{+}$and the Brouwer degree $\operatorname{deg}\left(h, B_{\mathbb{R}^{k}}(0, \widehat{r}), 0\right)$ is defined and does not vanish where $\widehat{r} \in\left(\widehat{r}_{-}, \widehat{r}_{+}\right]$.

## 4 Applications

Here we show the application of our results in the case of the second-order ordinary differential equation. We consider the following BVP

$$
\left\{\begin{array}{l}
x^{\prime \prime}=f\left(t, x, x^{\prime}\right)  \tag{4.1}\\
h_{1}\left(\int_{0}^{1} x(s) d \mathbf{g}_{1}(s), \int_{0}^{1} x^{\prime}(s) d \mathbf{g}_{2}(s)\right)=0 \\
h_{2}\left(\int_{0}^{1} x(s) d \mathbf{g}_{1}(s), \int_{0}^{1} x^{\prime}(s) d \mathbf{g}_{2}(s)\right)=0
\end{array}\right.
$$

where $f:[0,1] \times \mathbb{R}^{k} \times \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}, h_{1}: \mathbb{R}^{k} \times \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}, h_{2}: \mathbb{R}^{k} \times \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ are continuous functions and $\mathbf{g}_{1}=\left(g^{1}, \ldots, g^{k}\right):[0,1] \rightarrow \mathbb{R}^{k}, \mathbf{g}_{2}=\left(g^{k+1}, \ldots, g^{2 k}\right):[0,1] \rightarrow \mathbb{R}^{k}$. It is obvious that problem (4.1) is equivalent to BVP

$$
\left\{\begin{array}{l}
\mathbf{x}^{\prime}=\mathbf{f}(t, \mathbf{x})  \tag{4.2}\\
\mathbf{h}\left(\int_{0}^{1} \mathbf{x}(s) \operatorname{dg}(s)\right)=0
\end{array}\right.
$$

where $\mathbf{x}=(x, y), \mathbf{f}(t, \mathbf{x})=(y, f(t, x, y)), \mathbf{h}=\left(h_{1}, h_{2}\right), y=x^{\prime}, \mathbf{g}=\left(g^{1}, \ldots, g^{k}, g^{k+1}, \ldots, g^{2 k}\right)$. The problem (4.1) has at least one solution if there exists $R>0$ such that

$$
\langle x+f(t, x, y), y\rangle \leq 0
$$

for $t \in(0,1],|x|_{\mathbb{R}^{k}}^{2}+|y|_{\mathbb{R}^{k}}^{2}=R^{2}, h_{1}(x, y) \neq 0, h_{2}(x, y) \neq 0$ for $r_{-}^{2}<|x|_{\mathbb{R}^{k}}^{2}+|y|_{\mathbb{R}^{k}}^{2} \leq r_{+}^{2}$ where $r_{-}, r_{+}$are defined in Theorem 3.2, Brouwer degree deg $\left(\left(h_{1}, h_{2}\right), B_{\mathbb{R}^{k}}(0, r) \times B_{\mathbb{R}^{k}}(0, r), 0\right)$ is defined and does not vanish for some $r \in\left(r_{-}, r_{+}\right]$and a function $\mathbf{g}$ is an arbitrary function satisfying the assumptions of Theorem 3.2.

We will now discuss some special cases. When $h_{1}$ depends only on $x$ and $h_{2}-y$, the condition of the function $h$ is as follows: degrees $\operatorname{deg}\left(h_{1}, B_{\mathbb{R}^{k}}(0, r), 0\right), \operatorname{deg}\left(h_{2}, B_{\mathbb{R}^{k}}(0, r), 0\right)$ are defined and do not vanish. This is due to the following property [4, p. 33]

$$
\operatorname{deg}\left(\left(h_{1}, h_{2}\right), B_{\mathbb{R}^{k}}(0, r) \times B_{\mathbb{R}^{k}}(0, r), 0\right)=\operatorname{deg}\left(h_{1}, B_{\mathbb{R}^{k}}(0, r), 0\right) \cdot \operatorname{deg}\left(h_{2}, B_{\mathbb{R}^{k}}(0, r), 0\right) .
$$

From now on we assume that $h_{1}(x, y)=x$ and $h_{2}(x, y)=y$. Moving away from the full generality, we assume that $\mathbf{g}_{1}=\left(g^{1}, \ldots, g^{1}\right), \mathbf{g}_{2}=(g, \ldots, g)$, where

$$
g^{1}(s)= \begin{cases}1 & \text { for } s=0 \\ 0 & \text { for } s \in(0,1]\end{cases}
$$

and $g:[0,1] \rightarrow \mathbb{R}$ is an arbitrary function such that $\mathbf{g}=\left(\mathbf{g}_{1}, \mathbf{g}_{2}\right)$ satisfies the assumptions of Theorem 3.2. Hence we obtain result for the problem [10]

$$
x^{\prime \prime}=f\left(t, x, x^{\prime}\right), \quad x(0)=0, \quad \int_{0}^{1} x^{\prime}(s) d g(s)=0,
$$

which is at resonance, then $g(1)-g(0)=0$.
We now give another special case of BVP that we have generalized. Namely, let us assume that $\mathbf{g}_{1}=(\widetilde{g}, \ldots, \widetilde{g}), \mathbf{g}_{2}=\mathbf{g}_{1}+\mathbf{g}_{3}$, where

$$
\widetilde{g}(s)= \begin{cases}1 & \text { for } s=0 \\ 0 & \text { for } s \in(0,1],\end{cases}
$$

and $\mathbf{g}_{3}=g=\left(g^{1}, \ldots, g^{k}\right):[0,1] \rightarrow \mathbb{R}^{k}$ is an arbitrary function such that $\mathbf{g}=\left(\mathbf{g}_{1}, \mathbf{g}_{2}\right)$ satisfies the assumptions of Theorem 3.2. Hence we obtain result for the problem

$$
\begin{equation*}
x^{\prime \prime}=f\left(t, x, x^{\prime}\right), \quad x(0)=0, \quad x^{\prime}(0)=\int_{0}^{1} x^{\prime}(s) d g(s) . \tag{4.3}
\end{equation*}
$$

Similar problem was considered in [18], with the difference that in second condition of (4.3) we have $x^{\prime}(1)=\int_{0}^{1} x(s) d g(s)$.

According to the introduction if $h_{1}(x, y)=x, h_{2}(x, y)=y$ and $\mathbf{g}_{1}=\mathbf{g}_{2}=(g, \ldots, g)$, where

$$
g(s)= \begin{cases}-1 & \text { for } s=0,1 \\ 0 & \text { for } s \in(0,1)\end{cases}
$$

we obtain the result for classical periodic BVP [12]: $x(0)=x(1), x^{\prime}(0)=x^{\prime}(1)$. However, it should be emphasized that our results do not embrace other classic BVPs such as the Dirichlet's problem and Neumann's problem.

## References

[1] A. Boucherif, Second-order boundary value problems with integral boundary conditions, Nonlinear Anal. 70(2009), 364-371. MR2468243; url
[2] O. Bolojan-Nica, G. Infante, R. Precup, Existence results for systems with coupled nonlocal initial conditions, Nonlinear Anal. 94(2014), 231-242. MR3120688
[3] O. Bolojan-Nica, G. Infante, R. Precup, Existence results for systems with nonlinear coupled nonlocal initial conditions, Math. Bohem., to appear.
[4] K. Deimling, Nonlinear functional analysis, Dover Publications, Inc., Mineola, New York 2010. MR0787404
[5] D. Franco, J. J. Nieto, D. O’Regan, Existence of solutions for first order ordinary differential equations with nonlinear boundary conditions, Appl. Math. Comput. 153(2004), 793-802. MR2066152; url
[6] R. E. Gaines, J. L. Mawhin, Coincidence degree, and nonlinear differential equations, SpringerVerlag, Berlin-Heidelberg-New York, 1977. MR0637067
[7] G. Infante, Nonlocal boundary value problems with two nonlinear boundary conditions, Commun. Appl. Anal. 12(2008), No. 3, 279-288 MR2499284
[8] G. Infante, Positive solutions of differential equations with nonlinear boundary conditions, in: Dynamical systems and differential equations (Wilmington, NC, 2002), Discrete Contin. Dyn. Syst. 2003, suppl., 432-438. MR2018144
[9] G. L. Karakostas, P. Ch. Tsamatos, Existence of multiple positive solutions for a nonlocal boundary value problem, Topol. Methods Nonlinear Anal. 19(2002), 109-121. MR1921888
[10] G. L. Karakostas, P. Ch. Tsamatos, On a nonlocal boundary value problem at resonance, J. Math. Anal. Appl. 259(2001), 209-218. MR1836454
[11] G. L. Karakostas, P. Ch. Tsamatos, Sufficient conditions for the existence of nonnegative solutions of a nonlocal boundary value problem, Appl. Math. Lett. 15(2002) 401-407. MR1902271; url
[12] J. Mawhin, Boundary value problems for nonlinear second-order vector differential equations, J. Differential Equations 16(1974), 257-269. MR0361250
[13] O. Nica, Initial-value problems for first-order differential systems with general nonlocal conditions, Electron. J. Differential Equations 2012, No. 74, 1-15. MR2928611
[14] O. Nica, Nonlocal initial value problems for first order differential systems, Fixed Point Theory 13(2012), No. 2, 603-612. MR3024343
[15] M. Picone, Su un problema al contorno nelle equazioni differenziali lineari ordinarie del secondo ordine (in Italian), Ann. Scuola Norm. Sup. Pisa Cl. Sci. 10(1908), 1-95. MR1556636
[16] B. Przeradzki, R. Stańczy, Solvability of a multi-point boundary value problem at resonance, J. Math. Anal. Appl. 264(2001), 253-261. MR1876731
[17] F. Riesz, B. Sz.-Nagy, Functional analysis, Dover Publications, Inc., New York, 1990. MR1068530
[18] K. Szymańska-Debowska, On two systems of non-resonant nonlocal boundary value problems, An. Ș̦tiint. Univ. "Ovidius" Constanța Ser. Mat. 21(2013), No. 3, 257-267. MR3145106
[19] J. R. L. Webb, Remarks on nonlocal boundary value problems at resonance, Appl. Math. Comput. 216(2010), 497-500. MR2601517
[20] W. M. Whyburn, Differential equations with general boundary conditions, Bull. Amer. Math. Soc. 48(1942), No. 10, 692-704. MR0007192
[21] B. Yan, D. O'Regan, R. P. Agarwal, Multiplicity and uniqueness results for the singular nonlocal boundary value problem involving nonlinear integral conditions, Bound. Value Probl. 2014, No. 148, 22 pp. MR3286090
[22] Z. Yang, Positive solutions to a system of second-order nonlocal boundary value problems, Nonlinear Anal. 62(2005), 1251-1265. MR2154107
[23] M. Zima, Positive solutions for first-order boundary value problems at resonance, Commun. Appl. Anal. 13(2009), No. 4, 671-680. MR2583597


[^0]:    ${ }^{\boxtimes}$ Corresponding author. Email: bogdan.przeradzki@p.lodz.pl

