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Abstract. In this paper, we study the following diffusion system

$$
\left\{\begin{aligned}
\partial_{t} u-\Delta_{x} u+b(t, x) \cdot \nabla_{x} u+V(x) u & =g(t, x, v), \\
-\partial_{t} v-\Delta_{x} v-b(t, x) \cdot \nabla_{x} v+V(x) v & =f(t, x, u)
\end{aligned}\right.
$$

where $z=(u, v): \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{2}, b \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}^{N}\right)$ and $V(x) \in C\left(\mathbb{R}^{N}, \mathbb{R}\right)$. Under suitable assumptions on the nonlinearity, we establish the existence of ground state solutions by the generalized Nehari manifold method developed recently by Szulkin and Weth.
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## 1 Introduction and main result

We study the following diffusion system on $\mathbb{R} \times \mathbb{R}^{N}$

$$
\left\{\begin{array}{c}
\partial_{t} u-\Delta_{x} u+b(t, x) \cdot \nabla_{x} u+V(x) u=g(t, x, v),  \tag{1.1}\\
-\partial_{t} v-\Delta_{x} v-b(t, x) \cdot \nabla_{x} v+V(x) v=f(t, x, u)
\end{array}\right.
$$

where $z=(u, v): \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{2}, b=\left(b_{1}, \ldots, b_{N}\right) \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}^{N}\right)$ with the gauge condition $\operatorname{div} b(t, x)=0\left(\operatorname{div} b(t, x):=\sum_{i=1}^{N} \partial_{x_{i}} b_{i}(t, x)\right), V(x) \in C\left(\mathbb{R}^{N}, \mathbb{R}\right)$, and the primitives of the nonlinearities $g(t, x, v), f(t, x, u)$ are periodic in $(t, x)$ and superquadratic in $v, u$ at infinity. Such problem arises in control of systems governed by partial differential equations and is related to the Schrödinger equations (see [15] and [19]). In this paper, we are interested in the existence of ground state solutions of Nehari type of problem (1.1).

[^0]For the case of a bounded domain the systems like or similar to (1.1) were studied by a number of authors. For instance, see $[3-6,8,10,11,17,18]$ and the references therein. When assuming $b(t, x)=0, V(x)=0$, Brézis and Nirenberg [3] considered the following system

$$
\left\{\begin{aligned}
\partial_{t} u-\Delta_{x} u & =-v^{5}+f \\
-\partial_{t} v-\Delta_{x} v & =u^{3}+g
\end{aligned} \quad \text { in }(0, T) \times \Omega .\right.
$$

Using Schauder's fixed point theorem, they obtained a solution $(u, v)$ with $u \in L^{4}$ and $v \in L^{6}$. In [4], Clément et al. considered the problem

$$
\left\{\begin{aligned}
\partial_{t} u-\Delta_{x} u & =|v|^{q-2} v \\
-\partial_{t} v-\Delta_{x} v & =|u|^{p-2} u
\end{aligned} \text { in }(-T, T) \times \Omega,\right.
$$

where $p, q$ satisfy

$$
\frac{N}{N+2}<\frac{1}{p}+\frac{1}{q}<1 .
$$

The existence of a positive periodic solution was obtained by using a mountain pass argument and then a homoclinic solution was obtained as a limit of $2 k$-periodic solution. Recently, based on a local linking theorem, Mao et al. [18] proved that the problem (1.1) has at least one nontrivial periodic solution, also see [17]. For other related elliptic system problems, we refer the readers to $[5,6,10,11]$.

The problem in the whole space $\mathbb{R}^{N}$ was considered recently in some works. Assuming $b(t, x)=0, V(x) \neq 0$, Bartsch and Ding [2] dealt with the problem under the classic Ambrosetti-Rabinowitz condition

$$
\begin{equation*}
0<\mu H(t, x, z) \leq H_{z}(t, x, z) z, \quad z \neq 0 \tag{1.2}
\end{equation*}
$$

for $\mu>2$ and

$$
\begin{equation*}
\left|H_{z}(t, x, z)\right|^{v} \leq c H_{z}(t, x, z) z, \quad \text { for }|z|>1 \tag{1.3}
\end{equation*}
$$

for some $1+N /(N+4)<v<2$. Assumptions (1.2) and (1.3) were improved later by Schechter and Zou in [25]. Nearly, Ding et al. [9] and Wei and Yang [31] considered the case $b(t, x) \neq 0$ via variational methods. Under periodic assumption, the existence of infinitely many solutions were obtained for both superquadratic or asymptotically linear cases when the nonlinearity is symmetric. Without the symmetric assumption, Wang et al. [29] also obtained infinitely many solutions by using a reduction method. For asymptotically periodic and nonperiodic case, we refer the readers to $[30,35,36,44,45]$ and the references therein.

The main purpose of this paper is to prove the existence of ground state solutions for problem (1.1) without Ambrosetti-Rabinowitz condition. To the best of our knowledge, there is no work focusing on the existence of ground state solutions up to now. Next, we denote by $F(t, x, s)$ and $G(t, x, s)$ the primitives of $f(t, x, s)$ and $g(t, x, s)$, respectively. Our assumptions for $f$ and $g$ are standard, roughly speaking "superlinear" at zero and infinity and "subcritical" at infinity. More precisely, we make the following assumptions.
( $V$ ) $V \in C\left(\mathbb{R}^{N}, \mathbb{R}\right)$ is 1-periodic in $x_{i}$ for $i=1, \ldots, N$ and $a:=\min _{x \in \mathbb{R}^{N}} V(x)>0$;
(B) $b \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}^{N}\right)$ is 1-periodic in $t$ and $x_{i}$ for $i=1, \ldots, N$ and $\operatorname{div} b=0$;
$\left(S_{1}\right) f(t, x, s)$ and $g(t, x, s)$ are continuous and 1-periodic in $t$ and $x_{i}$ for $i=1, \ldots, N$, and there is a constant $C>0$ such that

$$
|f(t, x, s)| \leq C\left(1+|s|^{p-1}\right) \quad \text { and } \quad|g(t, x, s)| \leq C\left(1+|s|^{p-1}\right) \quad \text { for all }(t, x, s) \text {, }
$$

where $p \in\left(2, N^{*}\right), N^{*}=\infty$ if $N=1$ and $N^{*}=\frac{2(N+2)}{N}$ if $N \geq 2$;
$\left(S_{2}\right) f(t, x, s)=o(|s|)$ and $g(t, x, s)=o(|s|)$ as $|s| \rightarrow 0$ uniformly in $(t, x)$;
( $S_{3}$ ) $\lim _{|s| \rightarrow \infty} \frac{F(t, x, s)}{|s|^{2}}=\infty$ and $\lim _{|s| \rightarrow \infty} \frac{G(t, x, s)}{|s|^{2}}=\infty$ uniformly in $(t, x)$;
$\left(S_{4}\right) s \mapsto \frac{f(t, x, s)}{|s|}$ and $s \mapsto \frac{g(t, x, s)}{|s|}$ are strictly increasing on $(-\infty, 0)$ and $(0,+\infty)$.
Our main result is the following theorem.
Theorem 1.1. Let $(V),(B)$ and $\left(S_{1}\right)-\left(S_{4}\right)$ be satisfied, then problem (1.1) has at least one ground state solutions.

It is well known that for the study of ground state solution, Szulkin and Weth developed a powerful approach to treat the indefinite problem in [23]. More precisely, they used the generalized Nehari manifold (which was first introduced in [20] for the smooth case) to construct a natural constrained problem and obtained the ground state solution for more general strongly indefinite periodic Schrödinger equation.

Motivated by this work, in the present paper, we are devoted to study the existence of a ground state solution via the generalized Nehari manifold method for problem (1.1). Additionally, based on the linking theorem in [12] and [24], there are also many works devoted to the ground state solution for periodic Schrödinger equation, elliptic system and Hamiltonian system. For example, see $[13,16,20,21,23,26-28,33,34,37-43]$ and the references therein.

The remainder of this paper is organized as follows. In Section 2, the variational setting and the method of the generalized Nehari manifold are briefly presented. The existence of a ground state solution is proved in Section 3.

## 2 Variational setting and generalized Nehari manifold method

Below by $|\cdot|_{q}$ we denote the usual $L^{q}$ - norm, $(\cdot, \cdot)_{2}$ denote the usual $L^{2}$ inner product, $c, c_{i}$ or $C_{i}$ stand for different positive constants. Denote by $\sigma(A)$ and $\sigma_{e}(A)$ the spectrum and the essential spectrum of the operator $A$, respectively. In order to continue the discussion, we need the following notations. Set

$$
\mathcal{J}=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \quad \mathcal{J}_{0}=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right), \quad \mathcal{S}=-\Delta_{x}+V
$$

and

$$
A_{0}:=\mathcal{J}_{0} \mathcal{S}+\mathcal{J} b \cdot \nabla_{x} .
$$

Then (1.1) can be read as

$$
\mathcal{J} \partial_{t} z+A_{0} z=H_{z}(t, x, z), \quad z=(u, v),
$$

where $H(t, x, z)=F(t, x, u)+G(t, x, v)$. It is called an unbounded Hamiltonian system [1], or an infinite-dimensional Hamiltonian system (see [2] and [8]). Indeed, it has the representation

$$
\mathcal{J} \partial_{t} z=\operatorname{grad}_{z} \mathcal{H}(t, x, z)
$$

with the Hamiltonian

$$
\mathcal{H}(t, x, z):=-\int_{\mathbb{R}^{N}}\left(\nabla_{x} u \cdot \nabla_{x} v+b \cdot \nabla_{x} u v+V(x) u v-H(t, x, z)\right) d x
$$

in $L^{2}\left(\mathbb{R}^{N}, \mathbb{R}^{2}\right)$, where $\operatorname{grad}_{z}$ denotes the gradient operator in $L^{2}\left(\mathbb{R}^{N}, \mathbb{R}^{2}\right)$.
In order to state our main result, we introduce for $r \geq 1$ the Banach space,

$$
B_{r}=B_{r}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}^{2}\right):=W^{1, r}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}, \mathbb{R}^{2}\right)\right) \cap L^{r}\left(\mathbb{R}, W^{1, r} \cap W^{1, r}\left(\mathbb{R}^{N}, \mathbb{R}^{2}\right)\right),
$$

equipped with the norm

$$
\|z\|_{B_{r}}=\left(\int_{\mathbb{R} \times \mathbb{R}^{v}}\left(|z|^{r}+\left|\partial_{t} z\right|^{r}+\sum_{j=1}^{N}\left|\partial_{x_{j}}^{2} z\right|^{r}\right)\right)^{\frac{1}{r}}
$$

Clearly, $B_{r}$ is the completion of $C_{0}^{\infty}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}^{2}\right)$ with respect to the norm $\|\cdot\|_{B_{r}}$. If $r=2, B_{2}$ is a Hilbert space.

Let $A:=\mathcal{J} \partial_{t}+A_{0}$, under the conditions $(V)$ and $(B)$, it is easy to show that $A$ is a selfadjoint operator acting in $L^{2}:=L^{2}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}^{2}\right)$ with domain $\mathcal{D}(A)=B_{2}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}^{2}\right)$ and there exist $c_{1}, c_{2}$, such that

$$
c_{1}\|z\|_{B_{2}}^{2} \leq|A z|_{2}^{2} \leq c_{2}\|z\|_{B_{2}}^{2}
$$

for all $z \in B_{2}$, (see [9, (2.1) and Lemma 2.2]).
Now, in order to establish suitable variational framework for the problem (1.1), we need the following Lemma due to [9].
Lemma 2.1 ([9, Lemma 2.1]). Suppose that $(V)$ and $(B)$ are satisfied. Then
(1) $\sigma(A)=\sigma_{e}(A)$, i.e., $A$ has only essential spectrum;
(2) $\sigma(A) \subset \mathbb{R} \backslash(-a, a)$ and $\sigma(A)$ is symmetric with respect to the origin.

It follows from Lemma 2.1 that $L^{2}$ possesses the orthogonal decomposition

$$
L^{2}=L^{-} \oplus L^{+}, \quad z=z^{-}+z^{+}, \quad z^{ \pm} \in L^{ \pm}
$$

such that $A$ is negative definite (resp. positive definite) in $L^{-}$(resp. $L^{+}$). Let $|A|$ denote the absolute value of $A$ and $|A|^{\frac{1}{2}}$ be the square root of $|A|$. Let $E=D\left(|A|^{\frac{1}{2}}\right)$ be the Hilbert space with the inner product

$$
(z, w)=\left(|A|^{\frac{1}{2}} z,|A|^{\frac{1}{2}} w\right)_{2}
$$

and norm $\|z\|=(z, z)^{\frac{1}{2}}$. There is an induced decomposition

$$
E=E^{-} \oplus E^{+}, \quad E^{ \pm}=E \cap L^{ \pm}
$$

which is orthogonal with respect to the inner products $(\cdot, \cdot)_{2}$ and $(\cdot, \cdot)$. Moreover, we have the following embedding theorem in [9].

Lemma 2.2 ([9, Lemma 2.6]). $E$ is continuously embedded in $L^{p}$ for any $p \geq 2$ if $N=1$, and for $p \in\left[2, N^{*}\right]$ if $N \geq 2$. E is compactly embedded in $L_{\text {loc }}^{p}$ for all $p \in\left[1, N^{*}\right)$.

On $E$ we define the following energy functional of (1.1)

$$
\begin{equation*}
\Phi(z)=\frac{1}{2}(A z, z)_{2}-\Psi(z)=\frac{1}{2}\left(\left\|z^{+}\right\|^{2}-\left\|z^{-}\right\|^{2}\right)-\Psi(z), \quad z=(u, v), \tag{2.1}
\end{equation*}
$$

where $\Psi(z)=\int_{\mathbb{R} \times \mathbb{R}^{N}} H(t, x, z)=\int_{\mathbb{R} \times \mathbb{R}^{N}}(F(t, x, u)+G(t, x, v))$. Lemma 2.1 implies that $\Phi$ is strongly indefinite. Our hypotheses imply that $\Phi \in C^{1}(E, \mathbb{R})$, and a standard argument shows that critical points of $\Phi$ are solutions of (1.1) (see [7] and [32]).

Next, we introduce the generalized Nehari manifold method. We consider the following set introduced by Pankov [20] (see also [23] and [22]):

$$
\mathcal{M}:=\left\{z \in E \backslash E^{-}: \Phi^{\prime}(z) z=0 \text { and } \Phi^{\prime}(z) w=0, \forall w \in E^{-}\right\} .
$$

Following Szulkin and Weth [23] (see also [22]), we will call the set $\mathcal{M}$ the generalized Nehari manifold. Obviously, $\mathcal{M}$ contains all nontrivial critical points of $\Phi$. Let

$$
c:=\inf _{z \in \mathcal{M}} \Phi(z) .
$$

If $c$ is attained by a solution $z_{0}$, since $c$ is the lowest level for $\Phi, z_{0}$ will be called a ground state solution of Nehari type for (1.1).

We denote by $S^{+}$the unit sphere in $E^{+}$, that is

$$
S^{+}:=\left\{z \in E^{+}:\|z\|=1\right\} .
$$

For $z=z^{+}+z^{-} \in E$, where $z^{ \pm} \in E^{ \pm}$, we define the subspace

$$
E(z):=\mathbb{R} z \oplus E^{-} \equiv \mathbb{R} z^{+} \oplus E^{-},
$$

and the convex set

$$
\hat{E}(z):=\mathbb{R}^{+} z \oplus E^{-} \equiv \mathbb{R}^{+} z^{+} \oplus E^{-},
$$

where $\mathbb{R}^{+}=[0, \infty)$. It is clear that $E(z)=E\left(z^{+}\right), \hat{E}(z)=\hat{E}\left(z^{+}\right), E(z)=E(\alpha z)$ for $\alpha \neq 0$ and $\hat{E}(z)=\hat{E}(\beta z)$ for $\beta>0$.

Before giving the proof of the main theorem, we need some preliminary results.
Lemma 2.3. Assume that $\left(S_{1}\right)-\left(S_{4}\right)$ are satisfied. Then for $z \in \mathcal{M}$, we have $\Phi(z+w)<\Phi(z)$, where $w \neq 0, w=r z+\eta, \eta \in E^{-}$and $r \geq-1$, and $z$ is the unique global maximum of $\left.\Phi\right|_{\hat{E}(z)}$.
Proof. Let $w=r z+\eta$ with $\eta=(\varphi, \psi) \in E^{-}$and $r \geq-1$. Then $z+w=(1+r) z+\eta=$ $((1+r) u+\varphi,(1+r) v+\psi)$. By (2.1) we have

$$
\begin{aligned}
\Phi(z+ & w)-\Phi(z) \\
= & \frac{1}{2}\left(\left((1+r)^{2}-1\right)(A z, z)_{2}+2(1+r)(A z, \eta)_{2}+(A \eta, \eta)_{2}\right) \\
& +\int_{\mathbb{R} \times \mathbb{R}^{N}} F(t, x, u)-F(t, x,(1+r) u+\varphi)+\int_{\mathbb{R} \times \mathbb{R}^{N}} G(t, x, v)-G(t, x,(1+r) v+\psi) \\
= & -\frac{\|\eta\|^{2}}{2}+\left(A z, r\left(\frac{r}{2}+1\right) z+(1+r) \eta\right)_{2} \\
& +\int_{\mathbb{R} \times \mathbb{R}^{N}} F(t, x, u)-F(t, x,(1+r) u+\varphi)+\int_{\mathbb{R} \times \mathbb{R}^{N}} G(t, x, v)-G(t, x,(1+r) v+\psi) \\
= & -\frac{\|\eta\|^{2}}{2}+\int_{\mathbb{R} \times \mathbb{R}^{N}}\left[f(t, x, u)\left(r\left(\frac{r}{2}+1\right) u+(1+r) \varphi\right)+F(t, x, u)-F(t, x,(1+r) u+\varphi)\right] \\
& +\int_{\mathbb{R} \times \mathbb{R}^{N}}\left[g(t, x, v)\left(r\left(\frac{r}{2}+1\right) v+(1+r) \psi\right)+G(t, x, v)-G(t, x,(1+r) v+\psi)\right] .
\end{aligned}
$$

In the last step we used the fact that $z \in \mathcal{M}$ and $\xi:=r\left(\frac{r}{2}+1\right) z+(1+r) \eta \in E(z)$, therefore

$$
\begin{aligned}
0=\left\langle\Phi^{\prime}(z), \xi\right\rangle= & (A u, \xi)_{2}-\int_{\mathbb{R} \times \mathbb{R}^{N}} f(t, x, u)\left(r\left(\frac{r}{2}+1\right) u+(1+r) \varphi\right) \\
& -\int_{\mathbb{R} \times \mathbb{R}^{N}} g(t, x, v)\left(r\left(\frac{r}{2}+1\right) v+(1+r) \psi\right) .
\end{aligned}
$$

Similar to Lemma 2.2 in [23], by $\left(S_{3}\right)$ and $\left(S_{4}\right)$ we have

$$
f(t, x, u)\left(r\left(\frac{r}{2}+1\right) u+(1+r) \varphi\right)+F(t, x, u)-F(t, x,(1+r) u+\varphi)<0
$$

and

$$
g(t, x, v)\left(r\left(\frac{r}{2}+1\right) v+(1+r) \psi\right)+G(t, x, v)-G(t, x,(1+r) v+\psi)<0 .
$$

From the above argument, we conclude that $\Phi(z+w)<\Phi(z)$.
Lemma 2.4. Assume that $\left(S_{1}\right)$ and $\left(S_{2}\right)$ are satisfied. Then there exists $\rho>0$ such that $c \geq \kappa:=$ $\inf _{S_{\rho}} \Phi(z)>0$, where $S_{\rho}=\left\{z \in E^{+}:\|z\|=\rho\right\}$.

Proof. Observe that, given $\varepsilon>0$, there is $C_{\varepsilon}>0$ such that

$$
\begin{equation*}
|f(t, x, u)| \leq \varepsilon|u|+C_{\varepsilon}|u|^{p-1}, \quad|g(t, x, v)| \leq \varepsilon|v|+C_{\varepsilon}|v|^{p-1}, \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
|F(t, x, u)| \leq \varepsilon|u|^{2}+C_{\varepsilon}|u|^{p}, \quad|G(t, x, v)| \leq \varepsilon|v|^{2}+C_{\varepsilon}|v|^{p} \tag{2.3}
\end{equation*}
$$

where $p \in\left[2, N^{*}\right)$. For $z=(u, v) \in E^{+}$with $\|z\|$ small, by Lemma 2.2 and (2.3) we have

$$
\begin{aligned}
\Phi(z) & =\frac{1}{2}\|z\|^{2}-\int_{\mathbb{R} \times \mathbb{R}^{N}} F(t, x, u)+G(t, x, v) \\
& \geq \frac{1}{2}\|z\|^{2}-\varepsilon\left(|u|_{2}^{2}+|v|_{2}^{2}\right)-C_{\varepsilon}\left(|u|_{p}^{p}+|v|_{p}^{p}\right) \\
& \geq\left(\frac{1}{2}-c_{2}^{2} \varepsilon\right)\|z\|^{2}-c_{p}^{p} C_{\varepsilon}\|z\|^{p},
\end{aligned}
$$

where $c_{2}$ and $c_{p}$ are constants of the embedding. Hence the second inequality follows if $\rho$ and $\varepsilon$ are sufficiently small. Now, the first inequality follows from Lemma 2.3.

Lemma 2.5. Let $\left(S_{1}\right)-\left(S_{4}\right)$ be satisfied. If $\mathcal{V} \subset E^{+} \backslash\{0\}$ is a compact subset. Then there exists $R>0$ such that $\Phi(\cdot) \leq 0$ on $E(z) \backslash B_{R}(0)$ for every $z \in \mathcal{V}$.

Proof. Without loss of generality, we may assume that $\|z\|=1$ for every $z \in \mathcal{V}$. By contradiction, suppose that there exists a sequence $z_{n} \in \mathcal{V}$ and $w_{n}=\left(u_{n}, v_{n}\right) \in E\left(z_{n}\right)$ such that $\Phi\left(w_{n}\right)>0$ for all $n$ and $\left\|w_{n}\right\| \rightarrow \infty$ as $n \rightarrow \infty$. Since $\mathcal{V}$ is a compact set, passing to a subsequence, we may assume that $z_{n} \rightarrow z \in E^{+},\|z\|=1$. Set $y_{n}=\frac{w w_{n}}{\left\|w_{n}\right\|}=s_{n} z_{n}+y_{n}^{-}$, then $1=\left\|y_{n}\right\|^{2}=s_{n}^{2}+\left\|y_{n}^{-}\right\|^{2}$ and

$$
0<\frac{\Phi\left(w_{n}\right)}{\left\|w_{n}\right\|^{2}}=\frac{1}{2}\left(s_{n}^{2}-\left\|y_{n}^{-}\right\|^{2}\right)-\int_{\mathbb{R} \times \mathbb{R}^{N}} \frac{F\left(t, x, u_{n}\right)+G\left(t, x, v_{n}\right)}{\left|w_{n}\right|^{2}}\left|y_{n}\right|^{2} .
$$

From $\left(S_{4}\right)$, we have $F(t, x, u), G(t, x, v) \geq 0$ and have

$$
\left\|y_{n}^{-}\right\|^{2} \leq s_{n}^{2}=1-\left\|y_{n}^{-}\right\|^{2}
$$

therefore

$$
\left\|y_{n}^{-}\right\|^{2} \leq \frac{1}{2} \quad \text { and } \quad \frac{1}{2} \leq s_{n}^{2} \leq 1
$$

Going to a subsequence if necessary, we may assume $s_{n} \rightarrow s>0, y_{n} \rightharpoonup y$ and $y_{n}^{-}(t, x) \rightarrow$ $y^{-}(t, x)$ a.e. in $\mathbb{R} \times \mathbb{R}^{N}$. Hence $y=s z+y^{-} \neq 0$, therefore $\left|w_{n}\right|=\left\|w_{n}\right\|\left|y_{n}\right| \rightarrow \infty$. By ( $S_{3}$ ), ( $S_{4}$ ) and Fatou's lemma, we have

$$
\begin{aligned}
0 & \leq \lim _{n \rightarrow \infty} \frac{\Phi\left(w_{n}\right)}{\left\|w_{n}\right\|^{2}}=\lim _{n \rightarrow \infty}\left(\frac{1}{2}\left(s_{n}^{2}-\left\|y_{n}^{-}\right\|^{2}\right)-\int_{\mathbb{R} \times \mathbb{R}^{N}} \frac{F\left(t, x, u_{n}\right)+G\left(t, x, v_{n}\right)}{\left|w_{n}\right|^{2}}\left|y_{n}\right|^{2}\right) \\
& \leq \frac{1}{2}-\liminf _{n \rightarrow \infty} \int_{\mathbb{R} \times \mathbb{R}^{N}} \frac{F\left(t, x, u_{n}\right)+G\left(t, x, v_{n}\right)}{\left|w_{n}\right|^{2}}\left|y_{n}\right|^{2} \\
& \leq \frac{1}{2}-\int_{\mathbb{R} \times \mathbb{R}^{N}} \liminf _{n \rightarrow \infty} \frac{F\left(t, x, u_{n}\right)+G\left(t, x, v_{n}\right)}{\left|w_{n}\right|^{2}}\left|y_{n}\right|^{2} \\
& =-\infty
\end{aligned}
$$

This is a contradiction.
Now we define the mappings $\hat{m}: E \backslash E^{-} \rightarrow \mathcal{M}, z \mapsto \hat{m}(z)$ and $m:=\left.\hat{m}\right|_{S^{+}}$, and have the following results.
Lemma 2.6. Let $\left(S_{1}\right)-\left(S_{4}\right)$ be satisfied. Then for each $z \in E \backslash E^{-}$, the set $\hat{E}(z) \cap \mathcal{M}$ consists of precisely one point $\hat{m}(z)$ which is the unique global maximum of $\left.\Phi\right|_{\hat{E}(z)}$.
Proof. By Lemma 2.3, it suffices to prove that $\mathcal{M} \cap \hat{E}(z)$ is not empty. Since $\hat{E}(z)=\hat{E}\left(z^{+}\right)$, we may assume that $z \in E^{+}$and $\|z\|=1$. By Lemma $2.4, \Phi(s z)>0$ for small $s>0$ and by Lemma 2.5, $\Phi(\cdot) \leq 0$ on $\hat{E}(z) \backslash B_{R}(0)$, hence $0<\sup _{\hat{E}(z)} \Phi<\infty$. Suppose that $z_{n} \rightharpoonup z_{0}$ in $\hat{E}(z)$. By Lemma 2.2, up to a subsequence, we see that $z_{n}(t, x) \rightarrow z_{0}(t, x)$ a.e. in $\mathbb{R} \times \mathbb{R}^{N}$. It follows from $\left(S_{4}\right)$ and Fatou's lemma that $\Psi(z)$ is weakly lower semicontinuous on $\hat{E}(z)$. Setting $z_{n}=s_{n} z+z_{n}^{-}$and $z_{0}=s_{0} z+z_{0}^{-}$, then $z_{n}^{-} \rightharpoonup z_{0}^{-}$and $s_{n} \rightarrow s_{0}$. Hence

$$
\begin{aligned}
-\Phi\left(z_{0}\right) & =\frac{1}{2}\left(-s_{0}^{2}+\left\|z_{0}^{-}\right\|^{2}\right)+\Psi\left(z_{0}\right) \\
& \leq \liminf _{n \rightarrow \infty}\left(\frac{1}{2}\left(-s_{n}^{2}+\left\|z_{n}^{-}\right\|^{2}\right)+\Psi\left(z_{n}\right)\right) \\
& =\liminf _{n \rightarrow \infty}-\Phi\left(z_{n}\right)
\end{aligned}
$$

which implies that $\Phi$ is weakly upper semicontinuous on $\hat{E}(z)$. Therefore, $\sup _{\hat{E}(z)} \Phi$ is achieved at some $\tilde{z} \in \hat{E}(z) \backslash\{0\}$. This $\tilde{z}$ is a critical point of $\left.\Phi\right|_{E(z)}$. So $\tilde{z} \in \mathcal{M} \cap \hat{E}(z)$.

Lemma 2.7. Suppose that the assumptions of Theorem 1.1 hold. Then
(a) $\hat{m}$ is continuous;
(b) $m$ is a homeomorphism between $S^{+}$and $\mathcal{M}$.

Proof. The proofs were given in [22, Proposition 4.1], here we omit the details.
Lemma 2.8. Under the assumptions of Theorem 1.1, the functional $\Phi$ is coercive on $\mathcal{M}$.
Proof. Suppose to the contradiction that there exist some $M \in \mathbb{R}$ and a sequence $\left\{z_{n}\right\}=$ $\left\{\left(u_{n}, v_{n}\right)\right\} \subset \mathcal{M}$ such that $\Phi\left(z_{n}\right) \leq M$ for all $n$ and $\left\|z_{n}\right\| \rightarrow \infty$ as $n \rightarrow \infty$. Set $w_{n}=\frac{z_{n}}{\left\|z_{n}\right\|}$, after passing to a subsequence, $w_{n} \rightharpoonup w$ in $E$ and $w_{n}(t, x) \rightarrow w(t, x)$ a.e. in $\mathbb{R} \times \mathbb{R}^{N}$. By $\left(S_{4}\right)$ we have

$$
0 \leq \frac{\Phi\left(z_{n}\right)}{\left\|z_{n}\right\|^{2}}=\frac{1}{2}\left(\left\|w_{n}^{+}\right\|^{2}-\left\|w_{n}^{-}\right\|^{2}\right)-\int_{\mathbb{R} \times \mathbb{R}^{N}} \frac{F\left(t, x, u_{n}\right)+G\left(t, x, v_{n}\right)}{\left\|z_{n}\right\|^{2}} \leq \frac{1}{2}\left(\left\|w_{n}^{+}\right\|^{2}-\left\|w_{n}^{-}\right\|^{2}\right)
$$

and $\left\|w_{n}^{+}\right\|^{2} \geq\left\|w_{n}^{-}\right\|^{2}$. Moreover, from $1=\left\|w_{n}^{+}\right\|^{2}+\left\|w_{n}^{-}\right\|^{2}$, we deduce that $\left\|w_{n}^{+}\right\|^{2} \geq \frac{1}{2}$. After passing a subsequence, $\left\{w_{n}^{+}\right\}$is either vanishing, i.e.,

$$
\lim _{n \rightarrow \infty} \sup _{y \in \mathbb{R} \times \mathbb{R}^{N}} \int_{B(y, 1)}\left|w_{n}^{+}\right|^{2}=0,
$$

or non-vanishing, i.e., there exist $r, \delta>0$ and a sequence $\left\{y_{n}\right\} \subset \mathbb{Z}^{N+1}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{B\left(y_{n}, r\right)}\left|w_{n}^{+}\right|^{2} \geq \frac{\delta}{2}>0 . \tag{2.4}
\end{equation*}
$$

If $\left\{w_{n}^{+}\right\}$is vanishing, then Lions' concentration compactness principle [14] (also [32]) implies $w_{n}^{+} \rightarrow 0$ in $L^{p}$ for $p \in\left(2, N^{*}\right)$. By (2.3) we know that $\Psi\left(\lambda w_{n}^{+}\right) \rightarrow 0$ as $n \rightarrow \infty$ for all $\lambda>0$. Since $\lambda w_{n}^{+} \in \hat{E}\left(z_{n}\right)$, then Lemma 2.3 implies that

$$
M \geq \Phi\left(z_{n}\right) \geq \Phi\left(\lambda w_{n}^{+}\right)=\frac{\lambda^{2}}{2}\left\|w_{n}^{+}\right\|^{2}-\Psi\left(\lambda w_{n}^{+}\right) \geq \frac{\lambda^{2}}{4}-\Psi\left(\lambda w_{n}^{+}\right) \rightarrow \frac{\lambda^{2}}{4} .
$$

This yields a contradiction if $\lambda$ is large enough. Hence, non-vanishing must hold and the invariance of $\Phi$ and $\mathcal{M}$ under translation implies that $\left\{y_{n}\right\}$ can be selected to be bounded. Then (2.4) implies $w^{+} \neq 0$. Hence $w \neq 0$, which implies that $\left|z_{n}\right| \rightarrow \infty$ as $n \rightarrow \infty$. It follows from $\left(S_{3}\right)$ and Fatou's lemma that

$$
\frac{\Psi\left(z_{n}\right)}{\left\|z_{n}\right\|^{2}}=\int_{\mathbb{R} \times \mathbb{R}^{N}} \frac{F\left(t, x, u_{n}\right)+G\left(t, x, v_{n}\right)}{\left|z_{n}\right|^{2}}\left|w_{n}\right|^{2} \rightarrow \infty
$$

as $n \rightarrow \infty$. Therefore

$$
0 \leq \frac{\Phi\left(z_{n}\right)}{\left\|z_{n}\right\|^{2}}=\frac{1}{2}\left(\left\|w_{n}^{+}\right\|^{2}-\left\|w_{n}^{-}\right\|^{2}\right)-\frac{\Psi\left(z_{n}\right)}{\left\|z_{n}\right\|^{2}} \rightarrow-\infty
$$

as $n \rightarrow \infty$, which is a contradiction. This completes the proof.
Now, we consider the reduced functional

$$
\hat{I}: E^{+} \backslash\{0\} \rightarrow \mathbb{R}, \quad \hat{I}(z):=\Phi(\hat{m}(z)) \quad \text { and } \quad I:=\left.\hat{I}\right|_{S^{+}} .
$$

Arguing as in Proposition 2.9 in [23], $\hat{I} \in C^{1}\left(E^{+} \backslash\{0\}, \mathbb{R}\right)$ and

$$
\hat{I}^{\prime}(z) w:=\frac{\left\|\hat{m}(z)^{+}\right\|}{\|z\|} \Phi^{\prime}(\hat{m}(z)) w, \quad \text { for all } z, w \in E^{+}, z \neq 0 .
$$

Therefore, by the similar argument as Corollary 2.10 in [23], we have
Lemma 2.9 ([23, Corollary 2.10]). Suppose that the assumptions of Theorem 1.1 hold. Then
(a) $I \in C^{1}\left(S^{+}, \mathbb{R}\right)$ and

$$
I^{\prime}(z) w:=\left\|m(z)^{+}\right\| \Phi^{\prime}(m(z)) w \quad \text { for all } w \in T_{z}\left(S^{+}\right),
$$

where $T_{z}\left(S^{+}\right)$is the tangent space of $S^{+}$at $z$.
(b) If $\left\{z_{n}\right\}$ is a Palais-Smale sequence for $I$, then $\left\{m\left(z_{n}\right)\right\}$ is a Palais-Smale sequence for $\Phi$. If $\left\{z_{n}\right\} \subset \mathcal{M}$ is a bounded Palais-Smale sequence for $\Phi$, then $\left\{m^{-1}\left(z_{n}\right)\right\}$ is a Palais-Smale sequence for $I$.
(c) $z$ is a critical point of I if and only if $m(z)$ is a nontrivial critical point of $\Phi$. Moreover, the corresponding critical values coincide and $\inf _{S^{+}} I=\inf _{\mathcal{M}} \Phi$.

## 3 The proof of Theorem 1.1

Proof of Theorem 1.1. Using Lemma 2.9, $I \in C^{1}\left(S^{+}, \mathbb{R}\right),\left\{w_{n}\right\} \subset S^{+}$is a (PS) sequence of $I$ if and only if $\left\{m\left(w_{n}\right)\right\} \subset \mathcal{M}$ is a (PS) sequence of $\Phi$, and $w \in S^{+}$is a critical point of $I$ if and only if $m(w) \in \mathcal{M}$ is a critical point of $\Phi$, and the corresponding critical values coincide. Hence we only show that there exists a minimizer $u \in \mathcal{M}$ of $\left.\Phi\right|_{\mathcal{M}}$.

By Ekeland's variational principle, there exists a sequence $\left\{w_{n}\right\} \subset S^{+}$such that

$$
I\left(w_{n}\right) \rightarrow \inf _{S^{+}} I=c \quad \text { and } \quad I^{\prime}\left(w_{n}\right) \rightarrow 0 .
$$

Setting $z_{n}=m\left(w_{n}\right) \in \mathcal{M}$, then

$$
\Phi\left(z_{n}\right) \rightarrow c \quad \text { and } \quad \Phi^{\prime}\left(z_{n}\right) \rightarrow 0
$$

By Lemma 2.8, $\left\{z_{n}\right\}$ is bounded and hence $z_{n} \rightharpoonup z$ in $E$ after passing to a subsequence. Therefore, $\left\{u_{n}^{+}\right\}$is either vanishing, i.e.,

$$
\lim _{n \rightarrow \infty} \sup _{y \in \mathbb{R} \times \mathbb{R}^{N}} \int_{B(y, 1)}\left|z_{n}^{+}\right|^{2}=0,
$$

or non-vanishing, i.e., there exist $r, \delta>0$ and a sequence $\left\{y_{n}\right\} \subset \mathbb{Z}^{N+1}$ such that

$$
\lim _{n \rightarrow \infty} \int_{B\left(y_{n}, r\right)}\left|z_{n}^{+}\right|^{2} \geq \frac{\delta}{2}>0 .
$$

If $\left\{z_{n}^{+}\right\}$is vanishing, then Lions' concentration compactness principle [14] implies $z_{n}^{+} \rightarrow 0$ in $L^{p}$ for $p \in\left(2, N^{*}\right)$. It follows from (2.2) that $\Psi^{\prime}\left(z_{n}\right) z_{n}^{+}=o\left(\left\|z_{n}^{+}\right\|\right)$, and hence

$$
o\left(\left\|z_{n}^{+}\right\|\right)=\Phi^{\prime}\left(z_{n}\right) z_{n}^{+}=\left\|z_{n}^{+}\right\|^{2}-\Psi^{\prime}\left(z_{n}\right) z_{n}^{+}=\left\|z_{n}^{+}\right\|^{2}-o\left(\left\|z_{n}^{+}\right\|\right),
$$

which implies that $\left\|z_{n}^{+}\right\|^{2}=o(1)$. On the other hand, since $z_{n} \in \mathcal{M}$, by $\left(S_{4}\right)$ we get

$$
\begin{aligned}
c \leq \Phi\left(z_{n}\right) & =\frac{1}{2}\left(\left\|z_{n}^{+}\right\|^{2}-\left\|z_{n}^{-}\right\|^{2}\right)-\int_{\mathbb{R} \times \mathbb{R}^{N}} F\left(t, x, u_{n}\right)+G\left(t, x, v_{n}\right) \\
& \leq \frac{1}{2}\left(\left\|z_{n}^{+}\right\|^{2}-\left\|z_{n}^{-}\right\|^{2}\right),
\end{aligned}
$$

which implies $\left\|z_{n}^{+}\right\|^{2} \geq 2 c>0$. This is a contradiction. Therefore, $\left\{z_{n}\right\}$ is non-vanishing. Using a similar translation argument in the proof of Lemma 2.8 and the fact that $\Phi$ and $\mathcal{M}$ are $\mathbb{Z}^{N+1}$-invariant, without loss of generality, we can assume that $z=(u, v) \neq 0$. Hence $\Phi^{\prime}(z)=0$. Up to a subsequence, we assume that $z_{n}(t, x) \rightarrow z(t, x)$ a.e. in $\mathbb{R} \times \mathbb{R}^{N}$. By $\left(S_{4}\right)$ and Fatou's lemma, we have

$$
\begin{aligned}
\Phi(z) & =\Phi(z)-\frac{1}{2} \Phi^{\prime}(z) z \\
& =\int_{\mathbb{R} \times \mathbb{R}^{N}}\left(\frac{1}{2} f(t, x, u) u-F(t, x, u)+\frac{1}{2} g(t, x, v) v-G(t, x, v)\right) \\
& \leq \liminf _{n \rightarrow \infty} \int_{\mathbb{R} \times \mathbb{R}^{N}}\left(\frac{1}{2} f\left(t, x, u_{n}\right) u_{n}-F\left(t, x, u_{n}\right)+\frac{1}{2} g\left(t, x, v_{n}\right) v_{n}-G\left(t, x, v_{n}\right)\right) \\
& \leq \lim _{n \rightarrow \infty}\left(\Phi\left(z_{n}\right)-\frac{1}{2} \Phi^{\prime}\left(z_{n}\right) z_{n}\right) \\
& =c .
\end{aligned}
$$

This yields that $c$ is achieved by $z \in \mathcal{M}$. This completes the proof.

## Acknowledgements

This work is partially supported by the Hunan Provincial Innovation Foundation For Postgraduate (No: CX2013A003) and the NNSF (No: 11361078) of China.

## References

[1] V. Barbu, Periodic solutions to unbounded Hamiltonian system, Discrete Contin. Dynam. Systems 1(1995), 277-283. MR1355876; url
[2] T. Bartsch, Y. Ding, Homoclinic solutions of an infinite-dimensional Hamiltonian system, Math. Z. 240(2002), 289-310. MR1900313; url
[3] H. Brézis, L. Nirenberg, Characterization of the ranges of some nonlinear operators and applications to boundary value problems, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 5(1978), 225-326. MR0513090
[4] P. Clément, P. Felmer, E. Mitidieri, Homoclinic orbits for a class of infinite dimensional Hamiltonian systems, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 24(1997), 367-393. MR1487960
[5] D. G. De Figueiredo, Y. H. Ding, Strongly indefinite functions and multiple solutions of elliptic systems, Trans. Amer. Math. Soc. 355(2003), 2973-2989. MR1975408; url
[6] D. G. De Figueiredo, P. L. Felmer, On superquadiatic elliptic systems, Tran. Amer. Math. Soc. 343(1994), 97-116. MR1214781; url
[7] Y. Ding, Variational methods for strongly indefinite problems, Interdisciplinary Mathematical Sciences, Vol. 7, World Scientific Press, 2007. MR2389415; url
[8] Y. Ding, C. Lee, Periodic solutions of an infinite dimensional Hamiltonian system, Rocky Mountain J. Math. 35(2005), 1881-1908. MR2210639; url
[9] Y. Ding, S. Luan, M. Willem, Solutions of a system of diffusion equations, J. Fixed Point Theory Appl. 2(2007), 117-139. MR2336503; url
[10] J. Hulshof, R. van der Vorst, Differential systems with strongly variational structure, J. Funct. Anal. 114(1993), 32-58. MR1220982; url
[11] W. Kryszewski, A. Szulkin, An infinite-dimensional Morse theorem with applications, Trans. Amer. Math. Soc. 349(1997), 3184-3234. MR1422612; url
[12] G. Li, A. Szulkin, An asymptotically periodic Schrödinger equation with indefinite linear part, Commun. Contemp. Math. 4(2002), 763-776. MR1938493; url
[13] F. Liao, X. Tang, J. Zhang, Existence of solutions for periodic elliptic system with general superlinear nonlinearity, Z. Angew. Math. Phys., published online, 2014. url
[14] P. L. Lions, The concentration compactness principle in the calculus of variations. The locally compact case. Part II., Ann. Inst. H. Poincaré Anal. Non Linéaire 1(1984), 223-283. MR778974
[15] J. L. Lions, Optimal control of systems governed by partial differential equations, SpringerVerlag, 1971. MR0271512
[16] S. Liv, On superlinear Schrödinger equations with periodic potential, Calc. Var. Partial Differential Equations 45(2012), 1-9. MR2957647; url
[17] A. Mao, S. Luan, Periodic solutions of an infinite-dimensional Hamiltonian system, Appl. Math. Comp. 201(2008), 800-804. MR2431977; url
[18] A. Mao, S. Luan, Y. Ding, Periodic solutions for a class of first order super-quadratic Hamiltonian system, J. Math. Anal. Appl. 30(2007), 584-596. MR2302944; url
[19] M. Nagasawa, Schrödinger equations and diffusion theory, Monographs in Mathematics, Vol. 86, Birkhäuser, 1993. MR1227100; url
[20] A. Pankov, Periodic nonlinear Schrödinger equation with application to photonic crystals, Milan J. Math. 73(2005), 259-287. MR2175045; url
[21] M. Schechter, Superlinear Schrödinger operators, J. Funct. Anal. 262(2012), 2677-2694. MR2885962; url
[22] A. Szulkin, T. Weth, The method of Nehari manifold, in: Handbook of nonconvex analysis and applications, Int. Press, Somerville, 2010, 597-632. MR2768820
[23] A. Szulkin, T. Weth, Ground state solutions for some indefinite variational problems, J. Funct. Anal. 257(2009), 3802-3822. MR2557725; url
[24] M. Schechter, W. Zou, Weak linking theorems and Schrödinger equations with critical Sobolev exponent, ESAIM Control Optim. Calc. Var. 9(2003), 601-619. MR1998717; url
[25] M. Schechter, W. Zou, Homoclinic orbits for Schrödinger systems, Michigan Math. J. 51(2003), 59-71. MR1960921; url
[26] X. Tang, New super-quadratic conditions on ground state solutions for superlinear Schrödinger equation, Adv. Nonlinear Stud, 14(2014), 361-373. MR3194360
[27] X. Tang, New condition on nonlinearity for a periodic Schrödinger equation having zero as spectrum, J. Math. Anal. Appl. 413(2014), 392-410. MR3153592; url
[28] X. Tang, Non-Nehari manifold method for superlinear Schrödinger equation, Taiwanese J. Math. 18(2014), 1957-1979. MR3284041; url
[29] J. Wang, J. Xu, F. Zhang, Infinitely many solutions for diffusion equations without symmetry, Nonlinear Anal. 74(2011), 1290-1303. MR2746808; url
[30] J. Wang, J. Xu, F. Zhang, Homoclinic orbits for an unbounded superquadratic, Nonlinear Differ. Equ. Appl. 17(2010), 411-435. MR2677825; url
[31] Y. Wei, M. Yang, Existence of solutions for a system of diffusion equations with spectrum point zero, Z. Angew. Math. Phys. 65(2014), 325-337. MR3187949; url
[32] M. Willem, Minimax theorems, Progress in Nonlinear Differential Equations and their Applications, Vol. 24, Birkhäuser, Berlin, 1996. MR1400007; url
[33] L. Xia, J. Zhang, F. Zhao, Ground state solutions for superlinear elliptic systems on $\mathbb{R}^{N}$, J. Math. Anal. Appl. 401(2013), 518-525. MR3018002; url
[34] M. Yang, Nonstationary homoclinic orbits for an infinite-dimensional Hamiltonian system, J. Math. Phys. 51(2010), 102701, 11 pp. MR2761306; url
[35] M. Yang, Z. Shen, Y. Ding, On a class of infinite-dimensional Hamiltonian systems with asymptotically periodic nonlinearities, Chin. Ann. Math. Ser. B 32(2011), No. 1, 45-58. MR2772225; url
[36] M. Yang, W. Chen, Y. Ding, Solutions of a class of Hamiltonian elliptic systems in $\mathbb{R}^{\mathbb{N}}$, J. Math. Anal. Appl. 362(2010), 338-349. MR2557690; url
[37] M. Yang, Ground state solutions for a periodic Schröinger equationwith superlinear nonlinearities, Nonlinear Anal. 72(2010), 2620-2627. MR2577823; url
[38] M. Yang, W. Chen, Y. Ding, Solutions for periodic Schrödinger equation with spectrum zero and general superlinear nonlinearities, J. Math. Anal. Appl. 364(2010), 404-413. MR2576192; url
[39] W. Zhang, X. Tang, J. Zhang, Ground state solutions for a diffusion system, Comput. Math. Appl. 69(2015), 337-346. url
[40] J. Zhang, D. Lv, Y. Tang, Homoclinic orbits for an infinite dimensional Hamiltonian system with periodic potential, J. Appl. Math. Comput. 44(2014), 133-146. MR3147734; url
[41] J. Zhang, X. Tang, W. Zhang, Ground-state solutions for superquadratic Hamiltonian elliptic systems with gradient terms, Nonlinear Anal. 95(2014), 1-10. MR3130501; url
[42] J. Zhang, X. Tang, W. Zhang, On semiclassical ground state solutions for Hamiltonian elliptic systems, Appl. Anal., accepted, 2014. url
[43] J. Zhang, W. Qin, F. Zhao, Existence and multiplicity of solutions for asymptotically linear nonperiodic Hamiltonian elliptic system, J. Math. Anal. Appl. 399(2013), 433-441. MR2996722; url
[44] F. Zhao, Y. Ding, On Hamiltonian elliptic systems with periodic or non-periodic potentials, J. Differential Equations 249(2010), 2964-2985. MR2737416; url
[45] F. Zhao, Y. Ding, On a diffusion system with bounded potential, Discrete Contin. Dyn. Syst. 23(2009), 1073-1086. MR2461841; url


[^0]:    ${ }^{\boxtimes}$ Corresponding author. Email: zhangjian433130@163.com

