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Abstract 

The enrichment of heavy hydrogen isotopes (deuterium, tritium) is required to fulfill 

their increasing application demands, e.g., in isotope related tracing, cancer therapy and 

nuclear reaction plants. However, their exceedingly low natural abundance and the 

close resemblance of physiochemical properties to protium render them extremely 

difficult to be separated. In this thesis, we investigate hydrogen isotope transport and 

separation via layered and two-dimensional materials. Three different theoretical 

challenges are undertaken in this work: (1) identification of the transported hydrogen 

species (proton H+ or protium H atom) inside interstitial space of layered materials 

(hexagonal boron nitride, molybdenum disulfide and graphite) and elucidation of their 

transport mechanism; (2) separation of hydron (proton H+, deuteron D+, and triton T+) 

isotopes through vacancy-free graphene and hexagonal boron nitride monolayers; (3) 

capture of the extremely rare light helium isotope (3He) with atomically thin two-

dimensional materials.  

In the case of hydrogen transport, the essential challenges are investigation of its 

mechanism as well as the identification of transported particles. Regarding the case of 

hydron isotope separation, the essential questions are whether or not pristine graphene 

is permeable to the isotopes, and how quantum tunneling and topological Stone-Wales 

55-77 defects affect their permeation and separation through graphene. In the last case, 

to capture the light helium isotope, quantum tunneling, which favors the lighter 

particles, is utilized to harvest 3He using graphdiyne monolayer. Our results provide 

novel theoretical insights into hydrogen particle transport inside the interstitial space of 

van der Waals materials; they uncover the mechanism of hydron isotope separation 

through 2D graphene and hexagonal boron nitride monolayers; and they predict the 

influence of pure quantum tunneling on the enrichment of 3He through graphdiyne 

membrane. 
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1.  Introduction 

1.1 Hydrogen Isotope Separation 

It has long been recognized that nuclear energy is crucial in balancing energy supply, 

environment, and economic development [1]. Nuclear power, as one of the major 

sources of electricity generation, releases less radiation into environment than any other 

approaches [2], which would create sustainable energy supply for the future. Currently, 

the main approaches obtaining nuclear power include－nuclear fission [3, 4], fusion [3, 

5], and decay [3]. Among them, fusion is expected to have many advantages over the 

other two: it has the increased safety, reduced radioactivity, and less high-level nuclear 

waste [6]. Thus, investing fusion power would have significant long-term influence 

worldwide. Heavy hydrogen isotopes (deuterium D and tritium T), as important fuels 

in fusion reactors are, therefore, required in large amounts to fulfill their increasing 

demands.  

Deuterium, the stable heavy isotope of protium, consists of a proton and a neutron, 

exists in surface water on earth with an abundance around 0.013% [7]. Deuterium is 

often used as fuels [8] in fusion reactions; in addition, heavy water (D2O) is a key input 

material as neutron moderator in nuclear engineering [9]. Tritium, the heaviest 

hydrogen isotope in nature, contains one proton and two neutrons. Tritium is 

radioactive [10] and decays into light helium (3He) with the half-life of 12.3 years. 

Along with deuterium, tritium serves as fuel in nuclear fusion reactions [11]. In addition 

to the usage in nuclear industry, heavy hydrogen isotopes have applications in many 

other fields, e.g., hydrogen isotope related tracing [12, 13] and cancer therapy [14] in 



1. Introduction 

 

2 

 

medical research. The separation of heavy hydrogen isotopes is, therefore, exceedingly 

important.  

However, due to the extremely low natural abundance of heavy hydrogen isotopes [7] 

and the close resemblance in physicochemical properties with protium, separating the 

mixture of these isotopes is rather challenging. Conventional separation approaches, 

such as water distillation and water–hydrogen sulfide exchange [15], are exceedingly 

energy intensive with low separation factors, usually less than 2.5 [16]. Thus, searching 

for alternative approaches, with high efficiency and low energy cost to separate 

hydrogen isotopes, is of great importance. 

1.1.1 State-of-the-art Industrial Deuterium Enrichments 

Currently, several techniques are used for separating hydrogen isotopes on the 

industrial-plant scale, including distillation of water, Girdler-Sulfide (GS) process [16], 

and water–hydrogen sulfide exchange [15]. In general, these methods consume large 

amounts of energy, but their separation factors are rather low. Table 1.1.1 summarizes 

a few approaches used in the industrial production of deuterium [16].  

Table 1.1.1 Overview of D2O production processes, adapted from Ref. [16]. 

Process Separation 

Factor 

Energy Cost Natural Exchange 

Rate 

Distillation of H2O 1.015 to 1.055 Very high Moderate 

Distillation of Liquid H2 ～1.5 Moderate Slow 

Water electrolysis 5 to 10 Very high Fast 

Water-Hydrogen sulfide 

exchange 
1.8 to 2.3 High Fast 

Ammonia-hydrogen 

exchange 
2.8 to 6 Moderate 

Slow, 

catalyst needed 

Water-hydrogen 2 to 3.8 Moderate 
Almost nonexistent, 

catalyst needed 
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Among these techniques, the promising ones are based on the chemical exchange, with 

the archetype of the GS process [16], which was developed independently by K. Geib 

and J. S. Spevack in 1943 [17]. In the GS process, heavy water (D2O) is produced by 

isotopic exchange between H2O and hydrogen sulfide (H2S) (and vice versa [18, 19]), 

with the chemical exchange equilibrium reaction: 

 H2O (𝑙) + HDS(𝑔) ⇌ HDO (𝑙) + H2S(𝑔) 

The equilibrium constant for the reaction corresponds to the separation factor. GS 

process includes two sieve tray columns, one is referred to as cold tower, as it is 

maintained at 30 ℃; the other is at 130 ℃ and is referred to as hot tower. The difference 

in separation between 30 ℃ and 130 ℃ guarantees the enrichment. The separation 

factor is 2.33 at 30 ℃ and 1.82 at 130 ℃ [18].  

Other alternative approaches, such as water distillation, are based on the small 

difference of boiling points of the components: the boiling points of H2O (100.0 ℃) 

and D2O (101.4 ℃) differ by only 1.4 ℃ [20]. The process of distillation is quite 

straightforward, yet the tiny boiling point difference makes the energy cost very high 

and the separation factor is low, only around 1.015-1.055 [16]. These weaknesses of 

the conventional techniques stimulate the researches on other separation methods, 

which could offer more efficient separation, as introduced in following sections, and 

which is also one of the motivations of this thesis. 

1.1.2 Quantum Sieving 

In 1995, Beenakker et al. [21] proposed the Kinetic Quantum Sieving (KQS) method, 

according to which, nanoporous materials can act as quantum sieves to separate 

hydrogen and helium isotopes, owing to the non-negligible nuclear quantum effect 

(NQE) in the processes. The condition of KQS is that the difference between the 

diameter of pore in the porous material and the hard core of the isotope particles should 
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be comparable to the de Broglie wavelength of the particle, thereby the NQE would 

play a significant role. The isotopes can, therefore, be separated by the different NQE.  

According to the law of equipartition, the thermal de Broglie wavelength 𝜆  of a 

particle is expressed as: 

𝜆 =
ℎ

√3𝑚𝑘B𝑇
 (1.1.1) 

where m is the mass of the particle and h is Planck constant, 𝑘B  and T are the 

Boltzmann constant and temperature, respectively. Table 1.1.2 gives the de Broglie 

wavelengths of several species at different temperatures, from which one can see that 

for light isotopes, such as H and D, even at room temperature, the de Broglie 

wavelengths are still considerable.  

Table 1.1.2 The de Broglie wavelengths of particles at different temperatures. 

Species Temperature (K) 𝝀 (Å) 

H 300 1.45 

D 300 1.03 

T 300 0.84 

H2 300 1.03 

H2 77 2.03 

H2 20 3.99 

D2 300 0.73 

D2 77 1.44 

D2 20 2.83 

He 300 0.73 

He 4 6.32 

It is clear that heavier isotopes have shorter de Broglie wavelengths than their lighter 

counterparts, the effective radius for the heavier isotope is therefore smaller, see Figure 
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1.1.1b. As a result, in KQS, the diffusion of heavier isotope is faster than the lighter 

ones. KQS method opens the door for exploring porous materials to sieve isotopes [22-

33], with relatively high separation factors. However, in order to separate the isotopes 

efficiently, the difference of de Broglie wavelengths between them should be large 

enough, which usually requires cryogenic temperature [24]. Since cryogenic condition 

still costs huge energy, practical applications of KQS are limited.  

 

Figure 1.1.1 Schematic of KQS. (a) When the de Broglie wavelengths of the particles 

(here using H2 and D2 as example) are comparable to the pore size in the porous material, 

quantum sieving takes place. (b) Zoom in of H2 and D2 confined in a pore. The pink 

and green spheres represent the effective sizes of H2 and D2, respectively; the grey 

sphere represents the classical particle; the black circle is the effective pore size of the 

material.  

Another approach for separating hydrogen isotopes was reported in 2013, known as 

chemical affinity quantum sieving (CAQS) [25], which is not limited by the pore size 

of materials. In CAQS, molecules bound on the strong adsorption sites of host materials, 

the adsorbate–adsorbent interactions lead to different bond strengths and, therefore, 

different zero-point energies (ZPE)－the minimum energy a quantum particle possess 

(even at 0 K), as shown in Figure 1.1.2. Consequently, this results in different 

adsorption enthalpies ΔH, which causes the overall separation. Since heavier isotopes 

have smaller ZPE, the interaction sites of materials preferably adsorb the heavy 

hydrogen isotopes. Methods based on the KQS and CAQS have been investigated in 

the past decades [22-33], their low temperature conditions, however, remain an ongoing 

challenge. 
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Figure 1.1.2 Qualitative energy curves of strengths of the adsorption sites in CAQS. 

The steeper the potential well depth, the larger difference of ZPE between the isotopes. 

The red and green dashed lines represent ZPE of H2 and D2, respectively. 

1.1.3 Novel Hydrogen Isotope Separation Techniques 

Hydrogen Isotope Transport and Separation via Layered Materials 

Recently, Hu et al. [34] demonstrated that at room temperature, hydrogen isotopes can 

be separated via van der Waals (vdW) layered materials, e.g., hexagonal boron nitride 

(h-BN) and molybdenum disulfide (MoS2). In the experiment setup [34], the hydrogen 

isotopes were injected by the palladium electrodes―PdHx, they then entered into the 

layered materials with different entry barriers. Since deuterium has smaller de Broglie 

wavelength than that of protium (see Table 1.1.2), it experiences a lower entry energy 

barrier, which results in the separation: for D/H is 1.4 in h-BN and 1.2 in MoS2 [34] at 

room temperature. The schematic for this process is shown in Figure 1.1.3. One of the 

outstanding parts of this finding is that the working environment is simply at ambient 

conditions, so no cryogenic temperature is needed, which could largely reduce the 

energy consumption. The vdW materials with proper interstitial space could, therefore, 

serve as quantum sieves for hydrogen isotopes. 
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While the separation was caused by different entry barriers between the isotopes, the 

experimental setup does not conclude which hydrogen species got transported in the 

process: whether H atom or H+ entering from PdHx electrode is difficult to estimate 

due to the unknown atomistic details. In principle, they both have the possibility to enter 

into the interstitial space of layered materials; yet, their transport is ambiguous. Because 

if the protons were injected and entered into the interlayer space, the immediate 

neutralization is expected, as proton’s electron affinity of 13.6 eV is significantly higher 

than the work function of the host materials. On the other hand, if the interjected species 

were H atoms, any two H atoms encountering each other are expected to recombine 

immediately, for the high binding energy when forming H2 (4.52 eV in the gas phase 

[35]); but H2 molecules cannot transport inside the narrow interstitial space of these 

vdW crystals, which was confirmed by the experiment [34]. Therefore, which hydrogen 

species indeed transport through the layered materials and what are their transport 

mechanisms, require further investigations. 

 

Figure 1.1.3 Schematic of hydrogen isotope transport inside layered h-BN, heavier 

isotopes experience smaller entry barriers and diffuse faster. Yet, whether H+ or H were 

injected from the PdHx electrode is unclear, i.e., the species of transported particle (ions 

or atoms) is unknown inside layered materials. 

Hydron Isotope Separation Through 2D Materials 

For a long time, pristine graphene monolayer was considered to be impermeable to any 

molecules, atoms, ions. Even for the particle as small as proton, the energy barrier 

estimated for a proton through pristine graphene is still very high, e.g., around 1.4-1.6 

eV from first-principle calculations [36-38]. Such high energy barrier indicate it is 

impossible for protons to transfer through perfect graphene, unless defects were 
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introduced on the membrane [39]. However, recent experimental work by Geim and 

co-workers [40] showed that protons can surprisingly permeate through pristine 

graphene, with a relatively low energy barrier around 0.8 eV, which is reduced at least 

by 0.5 eV compared with previous theoretical predicted values [36-38]. In 2016, the 

same group further found that pristine graphene monolayer not only allows protons to 

transfer through, it can also sieve hydron isotopes (proton H+ and deuteron D+) at room 

temperature, with a high H+/D+ separation factor of 10 [41], which is much more 

efficient than conventional separation approaches [16]. Figure 1.1.4 depicts the 

schematic of the separation process. Similar selectivity of H+/D+ was also detected for 

h-BN monolayer. The finding demonstrates that graphene and h-BN monolayers can 

be excellent candidates in the future hydrogen isotope separation technologies. 

However, why vacancy-free graphene can allow protons to go through and what causes 

the separation of the isotopes, are still not well understood so far, which needs further 

investigations.  

 

Figure 1.1.4 Schematic of aqueous proton (H+) and deuteron (D+) permeation through 

graphene monolayer.  

1.2 Motivation and Objectives  

As elucidated in Section 1.1.3, layered crystals and 2D materials have great potential 

in hydrogen isotope separation. However, the transport and separation mechanisms in 
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these processes are not well understood to date, which motivates us to investigate 

deeper in this thesis, summing up as follows. 

(1) For hydrogen isotope separation and transport in the interstitial space of layered 

materials [34], while the difference in the entry barrier of the hydrogen isotopes into 

the interstitial space of the layered materials was found to be the driving factor for 

the isotope separation; the transported species inside the interstitial space and the 

transport mechanism were not clear. In the experimental setup [34], the hydrogen 

species were injected from the palladium electrodes, PdHx. Yet, the setup could not 

distinguish whether protons (H+) or protiums (H atoms) enter the layered material: 

for protons, immediate neutralization is expected, as the proton’s electron affinity 

of 13.6 eV is significantly higher than the work function of the host materials, even 

for a wide band gap insulator as h-BN. On the other hand, any two protium atoms 

encountering each other are expected to recombine immediately because of the high 

binding energy when forming H2 (4.52 eV in the gas phase) [35]; and H2 molecules 

cannot transport in between the small interstitial space of these layered materials 

[34]. Thus, the observed transport process of hydrogen through h-BN and MoS2 

requires further investigations to identify the transported species and their transport 

mechanisms. To this end, in part Ⅰ of this thesis, we will explore the transport 

mechanism and identify the species of particle (H+ or H atoms) transferred in the 

interstitial space of layered vdW materials (layered h-BN, MoS2 and graphite). 

(2) The vacancy-free graphene and h-BN monolayers have shown surprisingly high 

H+/D+ selectivity at room temperature [41]. However, whether or not 2D vacancy-

free graphene and h-BN can let hydron isotopes permeate through was rather 

controversial, which triggered a debate between theoretical and experimental sides. 

For instance, state-of-the-art calculations estimate transfer energy barriers of about 

1.4-1.6 eV for a single proton passing through a pristine graphene sheet [36-38], 

which indicate that perfect graphene is essentially impermeable to proton at ambient 

condition. On the other hand, Lozada-Hidalgo et al. [41-43] unambiguously pointed 
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out that the high permeability and high isotope selectivity are from vacancy-free 

graphene, and the energy barrier measured from the experiment is at least 0.5 eV 

lower than the theoretical predicated ones. Recent nano-balloon tests further stated 

that there are no atomic-vacancy defects in the graphene used in the previous 

experiments [43]. Thus far, the underlying mechanism behind this finding is still 

unknown. The proposed hypotheses include atomic defects [39] or local 

hydrogenation [44, 45]. However, neither could explain both the high permeability 

and remarkable selectivity of the atomically thin membranes. To find out the full 

picture behind 2D monolayers sieving hydron isotopes, in part Ⅱ of this work, we 

aim to investigate the mechanism of hydron isotope separation through vacancy-

free 2D graphene and h-BN monolayers. In particular, the influence of quantum 

tunneling to the ion separation will be addressed. 

(3) Besides graphene and h-BN, other 2D nano-porous materials with proper pore size 

could have potential in separating isotopes as well. Utilizing the method developed 

for investigating the influence of quantum tunneling would be a good approach to 

screen the porous materials for different isotopes. Except hydrogen, other elements, 

such as helium isotopes (3He and 4He) could also be separated through 2D porous 

monolayers. To this regard, we investigate the experimentally available [46] one-

atom-thick carbon allotrope of graphyne [47, 48] and graphdiyne [49-51] 

monolayers for 3He and 4He isotope separation. 

1.3 Outline  

The outline of this thesis is as follows: Chapter 2 introduces the theoretical methods 

employed in this work, aiming to give a brief overview of the general theoretical 

backgrounds of the studies. 
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In Chapter 3, basic properties of the investigated layered (h-BN, MoS2, graphite) and 

2D (graphene and h-BN monolayers) materials are reviewed. The experimental 

techniques for the production of 2D single-layers are also introduced. 

Chapter 4 presents the results of hydrogen particle transport in-between the interstitial 

space of layered h-BN, MoS2, and graphite, focusing on identifying the category of the 

hydrogen species and investigating the transport mechanism. Density functional theory 

(DFT) calculations combined with well-tempered metadynamics (WT-MetaD) 

simulations at finite temperature are employed. Influence of the common sulfur 

vacancy defect in MoS2 is investigated as well.  

Chapter 5 and Chapter 6 constitute Part Ⅱ of this work, they focus on hydrogen isotope 

separation. The main body of Part Ⅱ is Chapter 5, which shows the results of separating 

hydron isotopes through graphene and h-BN monolayers. The effect of quantum 

tunneling is investigated. To explore the influence of ring size to the permeation and 

separation, the topological Stone-Wales defect and local hydrogenation of the graphene 

membrane are studied. 

Chapter 6 deals with the one-atom thick materials of graphyne and graphdiyne to sieve 

helium isotopes (3He and 4He). 

Chapter 7 summarizes the main conclusions and outlook of this work. 
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2.  Theoretical Background 

In this chapter, the theoretical framework used in this thesis is summarized. We start 

with the Born-Oppenheimer (BO) approximation [52], as it is one of the most 

fundamental approximations in many-body theory. BO approximation decouples the 

electronic and the nuclear motion of atoms, the wave function in Schrödinger equation 

can, therefore, be treated as a product of electronic and nuclear terms. This makes it 

possible to solve the motions of electrons and nuclei independently, which highly 

simplifies the many-body problem. In this thesis, all methods employed the BO 

approximation. In Section 2.2 we turn to the electronic structure methods and introduce 

the Density Functional Theory (DFT). As one of the most widely used methods for the 

electronic structure nowadays, DFT provides a great balance between the accuracy and 

computational cost, the ground state of electrons is well described. In this work, DFT 

is mainly employed for the electronic structure calculations. 

Since the second part of this thesis deals with hydrogen isotope separation, the motions 

of nuclei must be considered. To this end, we discuss the nuclear quantum effects (NQE) 

in Section 2.3. Both equilibrium and non-equilibrium scenarios are considered: for the 

former, the harmonic approximation is discussed for the nuclear Schrödinger equation; 

for the later, we introduce quantum tunneling, which is employed for describing hydron 

isotopes permeating through 2D membranes. 

In chemistry, free energy difference describes well for the physical movement of 

particles in a system, and molecular dynamics (MD) simulation is a good approach to 

obtain it. Part of this thesis investigates the transport of hydrogen particles inside 

layered crystals, where we employ well-tempered metadynamics (WT-MetaD) 
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simulations to get the free energy barrier. Therefore, in Section 2.4, free energy 

calculations are introduced to get a brief overview of the methods. In addition, for a 

general reaction, its activation energy, which is usually obtained from the Arrhenius 

equation, can give important information. Yet, when the NQE plays an important role 

in the reaction, the Arrhenius equation could fail and non-Arrhenius behavior would be 

observed. We will briefly discuss this in Section 2.5. 

2.1 Born-Oppenheimer Approximation  

A system that consists of electrons and nuclei can be described by the non-relativistic, 

time-independent Schrödinger equation: 

  𝐻Ψ(𝒓,𝑹) = 𝐸Ψ(𝒓,𝑹) (2.1.1) 

where H and E are the Hamilton and energy of the system, respectively, and Ψ is the 

many body wave-function. 

For 𝑁n  nuclei with mass 𝑀𝐼  at the position 𝑹𝐼  and 𝑁e  electrons with mass 𝑚e 

and charge – 𝑒 at the position 𝒓𝑖 , the total Hamiltonian in Equation (2.1.1) can be 

given as (here written in natural units, 𝑚𝑒 = 𝑒 = ℏ = 1 4𝜋𝜀0 = 1⁄ ):  

𝐻 = −∑
1

2𝑀𝐼

𝑁n

𝐼

∇I
2

⏟        
𝑇n

−∑
1

2

𝑁e

𝑖

∇i
2

⏟    
𝑇e

+
1

2
∑

𝑍𝐼𝑍𝐽

|𝑹𝐼 − 𝑹𝐽|

𝑁n

𝐼≠𝐽⏟        
𝑉n−n

+
1

2
∑

1

|𝒓𝑖 − 𝒓𝑗|

𝑁e
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𝑉e−e

−∑∑
𝑍𝐼

|𝒓𝑖 − 𝑹𝐼|

𝑁e

𝑖

𝑁n

𝐼⏟          
𝑉n−e

 

 (2.1.2) 

where the first right-hand term is the kinetic energy of the nuclei 𝑇n, the second term 

represents the kinetic energy of the electrons 𝑇e, the third and fourth terms are the 

Coulomb repulsion between the nuclei (𝑉n−n) and the electrons (𝑉e−e), respectively, and 

the final term is the Coulomb attraction between the electrons and the nuclei (𝑉n−e). 

Equation (2.1.1) has possible solutions only for the simplest quantum system, such as 

the hydrogen atom. For many-body systems, approximations are required, one of which 
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is the Born-Oppenheimer (BO) approximation [52]. In the BO approximation, the 

motions of electrons are separated from those of the nuclei, and the coupling terms 

between the nuclei and the electrons are neglected. The total wave function in the BO 

approximation is expressed by the electronic and the nuclear wave functions: 

 Ψ(𝒓𝒊, 𝑹𝑰 ) = 𝜓e(𝒓𝒊)𝜓n(𝑹𝑰) (2.1.3) 

where R and r specify the positions of the nuclei and the electrons, respectively; i and 

I are the indexes of electrons and nuclei; 𝜓e(𝒓𝒊) is the electron wave function while 

𝜓n(𝑹𝑰) is the nuclear wave function. 

The electronic and the nuclear Schrödinger equation can be written as: 

 𝐸e𝜓e(𝒓𝒊) = 𝐻e𝜓e(𝒓𝒊) (2.1.4 a) 

 𝐸n𝜓n(𝑹𝑰) = 𝐻n𝜓n(𝑹𝑰) (2.1.4 b) 

where 𝐸e and 𝐸n are the total electronic energy and total nuclear energy, respectively.  

The separation of electronic and nuclear degrees in the BO approximation allows to 

solve the electrons and nuclei independently. In this work, both electronic and nuclear 

motions will be considered: in Section 2.2, introductions for the electronic structure 

methods of DFT are given; while in Section 2.3, the harmonic approximation and 

Wentzel-Kramers-Brillouin (WKB) approximation [53] are introduced to include the 

nuclear motion in the Schrödinger equation. 

Owing to the fact that nuclei are much heavier than electrons (the mass difference 

between nuclei and electrons yields several orders of magnitude), the motions of nuclei 

are much more sluggish than electrons. Therefore, the nuclei can be treated as fixed and 

the electrons move immensely faster and only feel the potential produced by the fixed 

nuclei. So the electronic Hamiltonian in Equation (2.1.4 a) can be written as follows: 
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𝐻𝑒 = −∑
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(2.1.5) 

Generally speaking, the interaction term 𝑉e−e in Equation (2.1.5) impedes any 

straightforward analytic solution, as when describing a system, an exact solution would 

imply dealing with ～1023 particles, which is too demanding for practical applications. 

In order to solve electronic Schrödinger Equation, approximations are necessary, one 

of the most popular approaches is Density Functional Theory (DFT). 

2.2 Density Functional Theory 

DFT describes the electronic ground state structure on the basis of one variable ― the 

electron density n(r). The initial idea of DFT was proposed by Thomas [54] and Fermi 

[55] in 1927, then developed by Hohenberg and Kohn in 1964 [56], with the assumption 

that an interacting many electron system in an external potential υ(𝒓), a functional of 

charge density n(r) can represent its ground state energy 𝐸υ, i.e. 𝐸υ(𝑛), instead of the 

formulation 𝐸υ[ψ(𝒓𝟏, 𝒓𝟐, … , 𝒓𝐍)], where ψ is the wave function with N electrons in 

many-body theory. A year later, in 1965, Kohn and Sham proposed the famous Kohn-

Sham (KS) equations [57], which assumes the ground state density of an interacting 

electron system is equal to another fictitious effective non-interacting system that has 

the exact same density as the interacting one. Nowadays, DFT has become one of the 

most popular methods for describing the weakly correlated ground state electrons. 

2.2.1 Kohn-Sham Equations 

KS equations [57] introduce an auxiliary system of non-interacting particles and assume 

it has the same ground state density as the real interacting system. The non-interacting 

electrons move in an effective potential 𝜐 = 𝜐aux(𝒓) = 𝜐eff(𝒓). 
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The kinetic-energy can be separated into two components, one corresponds to a system 

of non-interacting electrons 𝑇s[𝑛] and the other corresponds to the remaining part that 

accounts for the correlations 𝑇c[𝑛]: 

 T[𝑛] = 𝑇s[𝑛] + 𝑇c[𝑛] (2.2.1) 

In this way, the problem got simplified significantly, since the kinetic-energy operator 

of a non-interacting system can be described by the Laplacian of single particle orbitals. 

Likewise, the potential energy related to the interaction between the electrons can be 

split to: 

 𝐸e−e[𝑛] = 𝐸H[𝑛] + 𝐸xc[𝑛] (2.2.2) 

where  𝐸H [n] is the Hartree term [58] and  𝐸xc[𝑛]  is the exchange and correlation 

between the interacting electrons. 

The total electronic ground state energy in KS equations is given by: 

 𝐸KS[𝑛] = 𝑇s[𝑛] + 𝐸H[𝑛] + 𝐸ext[𝑛] + 𝐸xc[𝑛] (2.2.3) 

𝐸ext[𝑛] is the energy with the external potential and 𝐸xc[𝑛] is the exchange-correlation 

energy, nearly all the quantum-mechanical many-body effects are involved in the term 

of 𝐸xc[𝑛].  

2.2.2 Exchange-Correlation Energy  

In KS equations, the complexity of the many-body interaction is reflected in the 

exchange-correlation energy 𝐸xc[𝑛], yet the exact form of this functional is unknown, 

necessary approximations are needed. Nowadays, A great number of exchange-

correlation functionals are available, the most popular ones are summarized and 

presented in the “Jacob’s Ladder” [59], going from “Earth of Hartree” (𝐸xc[𝑛] = 0) to 

“Heaven of chemical accuracy” [59], as shown in Figure 2.2.1. 
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Figure 2.2.1 “Jacob’s ladder” of exchange-correlation functionals, left side of the 

ladder are the factors each method depends on, right side are the representative methods 

of each rung. 

The rungs on the Jacob’s ladder are ordered by the sophistication of the methods. The 

first level of the ladder is the local density approximation (LDA). The idea of LDA is 

that for the homogeneous electron gas, the external potential density n(r) is a constant 

(this also works for the inhomogeneous systems which have a slowly varying density). 

The exchange energy in LDA is known analytically but the correlation energy has no 

analytical form and can only be derived with the high or low density limit [60]. LDA 

usually tends to underestimate atomic ground-state energies as well as ionization 

energies, while the binding energies are usually overestimated [61]. 

In reality, the electron density in molecular systems is inhomogeneous and normally 

has clear variations, which is not the case in LDA. To overcome this disadvantage of 

LDA, the generalized gradient approximation (GGA) was proposed, which assumes 

that the exchange-correlation energies not only depend on the electron density but also 

on its gradient ∇𝑛(𝒓). GGA usually show a better performance than local methods, 

especially in geometries and ground-state energies of covalently bonded and weakly 

bound systems [62, 63]. One of the most widely used functionals of GGA is PBE, which 
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was developed by Perdew, Burke, and Ernzerhof [64]. PBE is usually referred to as a 

non-empirical GGA, for its parameters are obtained by considering the exact limits. In 

this thesis, PBE was employed in all the calculations presented in Chapters 4. 

The third rung on the ladder are the Meta-GGA functionals [65, 66], which consider 

additionally, the Laplacian of the electron density ∇n(r)2 or the Kohn-Sham orbitals 

through the electron kinetic energy density τ(𝒓). 

The fourth rung of the Jacob’s ladder are the hybrid functionals, they include a portion 

of the exact exchange from the Hartree-Fock (HF) method [67], the rest of the 

exchange-correlation energy is derived from other sources, such as DFT. Hybrid 

functionals devote to decrease the self-interaction errors in local functionals. Their 

computational cost is larger, as the non-local exchange operators need to be considered. 

One of the most popular hybrid functionals is PBE0 [68], which mixes the exact HF 

exchange energy and the PBE exchange energy as 1:3 ratio, and the correlation energy 

is fully from PBE. The exchange-correlation in PBE0 is expressed by the following 

form: 

𝐸XC
PBE0 =

1

4
𝐸X
HF +

3

4
𝐸X
PBE + 𝐸C

PBE (2.2.4) 

The value of 1 4⁄  is considered from the fourth-order many-body perturbation theory 

[69]. 

Other 𝐸XC functionals beyond the ones on Jacob’s ladder are coming out every year 

[70]. However, one should keep in mind that simply adding the complexity to climb 

higher on Jacob’s ladder does not necessarily lead to higher accuracies [71]. 

2.2.3 Dispersion Correction for DFT 

One of the major weaknesses of standard local or semi-local DFT functionals is that the 

long range electron-correlation is not included there. The long range electron-

correlation force, which is highly non-local and predominates when the atoms 
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(molecules) are close to each other, is usually referred to as the London dispersion force, 

for it was originally proposed by F. London in 1930 [72]. This interaction is caused by 

the instantaneous dipole developed in the atom (due to the permanent motion of 

electrons), which results in the electrostatic attraction between the atoms. Nowadays, it 

is generally accepted that taking dispersion into account is absolutely necessary [73] to 

get more accurate results, especially for the weakly interacting systems. 

To make up for the exclusion of the long range dispersion in DFT, a variety of empirical 

or semi-empirical methods were developed for the correction of dispersion, the most 

commonly used series include DFT-D2 [74] and DFT-D3 [75], which were developed 

by Grimme et al. [75, 76]. The energy of the dispersion correction is a function of 

interatomic distances, with adjustable parameters fitted to conformational and 

interaction energies calculated at the CCSD(T)/CBS level. 

The dispersion energy Edisp in the DFT-D approaches is calculated independently from 

the Kohn−Sham energy EKS and the total energy. After dispersion correction, the total 

energy has the following form: 

𝐸total = 𝐸DFT + 𝐸disp (2.2.5) 

In the DFT-D2, the dispersion energy is expressed by:  

𝐸disp
D2 = −

1

2
∑∑

𝐶6
𝑖𝑗

𝑅𝑖𝑗
6 𝑠6𝑓d,6(𝑅𝑖𝑗)

𝑁at

𝑗=1

𝑁at

𝑖=1

 (2.2.6) 

where 𝑁at is the number of atoms in the system, 𝐶6
𝑖𝑗
 is the dispersion coefficient for 

the atom pair ij, 𝑠6 is the global scaling factor, and 𝑅𝑖𝑗 is the interatomic distance. The 

value of 𝑠6 in the damping function changes in different DFT functionals, e.g., 𝑠6 is 

0.75 in PBE and 1.2 in BLYP [74]. The term 𝑓d,6(𝑅𝑖𝑗)－the damping function, scales 

the force field, it can minimize the contributions from interactions within typical 

bonding distances. The form of 𝑓d,6(𝑅𝑖𝑗) is as following: 
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𝑓d,6(𝑅𝑖𝑗) =
1

1 + exp [−d(𝑅𝑖𝑗 (𝑠R𝑅0𝑖𝑗) − 1⁄ )]
 (2.2.7) 

where parameter 𝑠R is often fixed at 1.  

In the DFT-D3 correction, the dispersion coefficient C6 is environment-dependent and 

the energy term is expressed by: 

𝐸disp
D3 = −

1

2
∑∑(𝑓d,6(𝑅𝑖𝑗)

𝐶6
𝑖𝑗

𝑅𝑖𝑗
6 + 𝑓d,8(𝑅𝑖𝑗)

𝐶8
𝑖𝑗

𝑅𝑖𝑗
8 )

𝑁𝑎𝑡

𝑗=1

𝑁𝑎𝑡

𝑖=1

 (2.2.8) 

The C6 coefficient depends on the coordination number, if the hybridization state 

changes during the process, C6 coefficient also changes simultaneously. For example, 

C6 differs by ~35% between the sp2 and sp3 hybridized carbons. The damping function 

𝑓d,n(𝑅𝑖,𝑗) in the DFT-D3 correction is expressed as:  

𝑓d,𝑛(𝑅i,j)  =  
𝑠𝑛

1 + 6 (
𝑅𝑖𝑗

𝑠R,n𝑅0𝑖𝑗
)
−𝛼𝑛

 
(2.2.9) 

where 𝑅0𝑖𝑗 = √𝐶8𝑖𝑗 𝐶6𝑖𝑗⁄ , the parameters α6, 𝛼8, sR,8 and 𝑠6 are fixed numbers of 

14, 16, 1 and 1, respectively; 𝑠8 and 𝑠R,6 are adjustable parameters whose values are 

related to the exchange-correlation functionals [75].  

DFT-D3 can use the Becke-Jonson (BJ) damping of the form: 

𝑓d,𝑛(𝑅𝑖,𝑗) =
𝑠𝑛𝑅𝑖𝑗

𝑛

𝑅𝑖𝑗
𝑛 + (𝛼1𝑅0ij + 𝛼2)

𝑛 
(2.2.10) 

where 𝑠6 is fixed value as 1, 𝛼1, 𝛼2 and 𝑠8 are adjustable parameters. BJ damping has 

the advantage that one can avoid the repulsive interatomic forces at shorter distances. 

Interested readers can find further detailed discussions in Ref. [76]. 

DFT has been widely used in the electronic structure calculations, yet the results from 

DFT could change depending on the functionals. One can benchmark DFT energies 

with other methods, such as the Coupled Cluster (CC) theory [77, 78]. CC theory was 
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first proposed [78] in 1960 and was used for quantum chemical calculations in 1966 

[79]. It is usually referred to as the “gold-standard” of quantum chemistry, and as the 

most accurate approach to solve the many-body problem [80]. In particular when 

dealing with single, double, and perturbative triple excitations, CC theory gives high 

accurate ground-state properties for molecules [81]. In this thesis, CCSD(T) method 

was used as the benchmark for the DFT results in Chapter 5. Interested readers can go 

to reviews such as Ref. [80] for further information about CC theory. 

2.3 Nuclear Quantum Effects 

Within the classical nuclei approximation, one fails to describe nuclear quantum effects 

(NQE), e.g., zero-point energy (ZPE) and quantum tunneling. Although NQE is often 

considered to be dominant only at low temperatures, for light nuclei, such as hydrogen, 

even at room temperature, NQE could still make a big difference. Another important 

consequence of neglecting NQE is that one loses the ability to predict equilibrium 

isotope effect. Since one of our goals in this thesis is hydrogen isotope separation, the 

motions of nuclei must be considered. 

2.3.1 Nuclear Schrödinger Equation  

Within the BO approximation, the nuclear Schrödinger equation is expressed by 

Equation (2.1.4b). Several methods were proposed to deal with the quantum nature of 

nuclei. When the geometry is at the stable equilibrium, the nuclear Schrödinger 

equation can be described using harmonic approximation. If the system is in a non-

equilibrium state and the NQE plays an important role there, one can estimate the 

nuclear motion across a barrier from the Wentzel-Kramers-Brillouin (WKB) 

approximation [53].  

The eigenvalues of Equation (2.1.4b) give the discrete energy levels of the vibrations, 

rotations and translations of the molecule. The nuclear wave functions are described as: 
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𝜓n(𝑹) = 𝜓vib(𝑹)𝜓rot(𝑹)𝜓trans(𝑹) (2.3.1) 

A general potential function 𝑉(𝑹) for a molecular vibration can be expanded in a 

Taylor series (here we assume the molecule at bound states, near the minimum R=R0): 

𝑉(𝑹) =  𝑉(𝑹0) +∑(𝑹𝐼 − 𝑹𝐼
0)

𝐼

(
𝜕𝑉

𝜕𝑹𝐼
)

0

+
1

2
∑(𝑹𝐼 − 𝑹𝐼

0)(𝑹𝐽 − 𝑹𝐽
0)

𝐼,𝐽

(
𝜕2𝑉

𝜕𝑹𝐼𝑹𝐽
)

0

+⋯ 

(2.3.2) 

At the vicinity of a stable equilibrium point, the term of  𝑉(𝑹0) and the first derivative 

are zero, which means: 

𝑉(𝑹0) = 0 

∑(𝑹𝐼 − 𝑹𝐼
0)

𝐼

(
𝜕𝑉

𝜕𝑹𝐼
)

0

= 0 

The expansion of V(R) can be truncated at the second order, as higher terms could be 

neglected due to the small displacements. So the potential function 𝑉(𝑹) can be written 

as the following form, known as the harmonic approximation (see the red curve in 

Figure 2.3.1): 

𝑉(𝑹) ≈  
1

2
∑(𝑹𝐼 − 𝑹𝐼

0)(𝑹𝐽 − 𝑹𝐽
0)

𝐼,𝐽

(
𝜕2𝑉

𝜕𝑹𝐼𝑹𝐽
)

0

= 
1

2
𝑘f(𝑹𝐼 − 𝑹𝐼

0)(𝑹𝐽 − 𝑹𝐽
0) (2.3.3) 

where kf is the force constant of the vibrational motion, R denotes the internuclear 

distance, and 𝑹0 is the equilibrium internuclear distance. kf is the second derivative of 

the potential energy and is responsible for the shape of the potential well. A larger kf 

leads to steeper potential well and shorter bond length.  
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Figure 2.3.1 Harmonic oscillator potential (red curve) and Morse potential [82] (green 

curve). Energy levels in harmonic oscillator potential are equally spaced by the 

vibrational levels ℏω (ω is the frequency, ω = √𝑘 𝑚⁄ ), while in Morse potential the 

space of energy level decreases as the energy approaches the dissociation energy De. 

The real dissociation energy D0 is smaller than De due to the correction of zero-point 

energy. 

As Figure 2.3.1 shows, the lowest vibrational level is not at zero, but is ℏ𝜔 2⁄  (ω is the 

frequency and it equals √𝑘 𝑚⁄ ), this energy is the zero-point energy (ZPE), which is 

the smallest energy for a quantum mechanical system. ZPE is mass-dependent, heavier 

isotopes have smaller ZPE than their lighter counterparts. This difference can be used 

to separate isotopes, such as in kinetic quantum sieving (KQS) [22-33].  

2.3.2 Quantum Tunneling 

When a system is in a non-equilibrium state, the motion of nuclei can be reflected with 

quantum tunneling, which is another NQE. Quantum tunneling was firstly discovered 

by F. Hund while investigating the ground state of the double-well potential [83] in 

1927. In the same year, L. Mandelstam and M. Leontovich independently proved the 

existence of quantum tunneling [84]. In general, quantum tunneling allows particles to 
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tunnel through an energy barrier that is higher than their kinetic energies, which violates 

the principles of classical mechanics. Quantum tunneling has been observed in many 

processes, especially in the proton-involved systems [85, 86]. 

The wave-particle nature yields the difference between classical and quantum 

mechanics. According to the Heisenberg uncertainly principle [87], it is impossible to 

determine a particle’s position and its momentum components simultaneously, which 

indicates that there is no probability of exactly zero for a particle. In other words, for a 

given particle, the probability of its existence on the other side of a finite potential 

energy hill is non-zero, this phenomenon is known as quantum tunneling. 

Figure 2.3.2 depicts the scenario of quantum tunneling. In classical mechanics, the 

electron (green sphere in Figure 2.3.2) with low kinetic energy E (E <Umax) is repelled 

by the wall of potential well, as the electron does not have enough energy to overcome 

the high energy barrier Umax. In quantum mechanics, however, quantum tunneling 

allows the electron to "tunnel" through the energy barrier and appear on the other side. 

 

Figure 2.3.2 Schematics of classical mechanics (top) and quantum tunneling (bottom) 

for an electron with lower kinetic energy E than the maximum height of the energy 

barrier Umax. In classical mechanics, the particle turns back if its energy is less than 
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Umax. In quantum mechanics, quantum tunneling allows the particle tunnel through the 

barrier even if it has smaller energy than Umax. 

Three conditions must be fulfilled in quantum tunneling: 1) the height of the energy 

barrier must be finite and the width of the PES must be narrow; 2) the kinetic energy E 

of the particle is smaller than the maximum height of the potential energy Umax (E 

<Umax); 3) the particles must have wave properties, which means quantum tunneling 

solely applies to microscopic systems, such as protons and light atoms, but is not 

applicable to macroscopic objects. 

There is a finite probability for a particle to tunnel through a barrier, this transmission 

probability depends on the height and width of the potential barrier, as well as the mass 

of the particle. Calculating the transmission probability of quantum tunneling is 

important for its applications. One of the most common approaches to obtain the 

transmission probability of quantum tunneling is the Wentzel-Kramers-Brillouin 

(WKB) approximation [53]. 

Wentzel-Kramers-Brillouin (WKB) approximation 

WKB approximation [53] was proposed by the physicists G. Wentzel, H. Kramers and 

L. Brillouin in 1926.1 It is often employed to obtain tunneling coefficients in one-

dimensional (1D) problems, yet it can also be applied to three-dimensional (3D) 

symmetric problems [88, 89].  

Assuming a slowly varying potential, the wave function of the Schrödinger equation 

can be written as: 

 𝜓(𝑥) = 𝐴exp (±𝑖𝑘𝑥) (2.3.4) 

where k is the wavevector with the following form: 

                                                             
1  In 1923, mathematician H. Jeffreys had developed a general approach for the 

approximations to a class of differential equations including Schrödinger equation. 

Therefore, WKB approximation is also referred to as “JWKB approximation” in some 

references. 
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𝑘 =
2𝜋

𝜆
=  √

2𝑚(𝐸 − 𝑈)

ℏ2
 (2.3.5) 

If potential U changes slowly with x, two scenarios need to consider, i.e. E >U and 

E<U. For each case, k(x) can be expressed by: 

𝑘(𝑥) = √
2𝑚(𝐸 − 𝑈(𝑥))

ℏ2
 if E >U(x) (2.3.6) 

𝑘(𝑥) = −𝑖√
2𝑚(𝑈(𝑥) − 𝐸)

ℏ2
 if E <U(x) (2.3.7) 

the wave function solution of the Schrodinger equation is expressed as: 

 Ψ(𝑥) = 𝐴exp (𝑖𝜙(𝑥)) (2.3.8) 

where 𝜙(𝑥) = 𝑥𝑘(𝑥). If the potential is constant, 𝜙(𝑥) = ±𝑘𝑥 , which means the 

phase changes linearly with x. If the potential varies slowly, 𝜙(x) should also slowly 

vary from the linear scenario. 

According to Schrödinger equation: 

−
ℏ2

2𝑚

𝜕2

𝜕𝑥2
Ψ(𝑥) + 𝑈(𝑥)Ψ(𝑥) = 𝐸Ψ(𝑥) (2.3.9) 

Plugging Equation (2.3.7) and Equation (2.3.8) into Equation (2.3.9), the following 

form is obtained: 

𝑖
𝜕2𝜙

𝜕𝑥2
− (
𝜕𝜙

𝜕𝑥
)
2

+ (𝑘(𝑥))
2
= 0 (2.3.10) 

The WKB approximation within the assumption that the potential is varying slowly, so 

k(x) and 𝜙 (x) should also vary slowly. The 0th order and the 1st order of WKB 

approximation are expressed by: 

Ψ(x) = exp {𝑖(±∫𝑘(𝑥)𝑑𝑥 + 𝐶0)} (2.3.11) 
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Ψ(x) = exp {𝑖(±∫√(𝑘(𝑥))
2
± 𝑖

𝜕

𝜕𝑥
𝑘(𝑥)𝑑𝑥 + 𝐶1)} (2.3.12) 

In a rectangular potential U(x) with the width of L, as shown in Figure 2.3.3(a), the 

tunneling probability T is the ratio of the transmitted intensity to the incident intensity: 

𝑇 =
Ψ∗(𝐿)Ψ(𝐿)

Ψ∗(0)Ψ(0)
 (2.3.13) 

where Ψ(x) = Ψ(0)𝑒𝑖(±∫𝑘(𝑥)𝑑𝑥+𝐶1) . When quantum tunneling occurs, the kinetic 

energy E should be smaller than U, which means the form of k(x) is the same as 

Equation (2.3.7). Therefore, the probability of quantum tunneling for a rectangular 

potential is expressed by: 

𝑇 =
Ψ∗(𝐿)Ψ(𝐿)

Ψ∗(0)Ψ(0)
= exp (−2√2𝑚(𝑈 − 𝐸) ℏ2⁄ 𝐿)   (2.3.14) 

Similarly, in a 1D potential energy surface, as shown in Figure 2.3.3(b), the 

transmission coefficient is described as: 

𝑇(𝐸) = exp {−
2

ℏ
∫ √2𝑚[𝑈(𝑥) − 𝐸]𝑑𝑥
𝑥2

𝑥1

} (2.3.15) 

 

 

Figure 2.3.3 Schematic of a particle with energy E (E <Umax) tunnel through a 

rectangular potential (a) and Gaussian potential (b), respectively. 
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Equation (2.3.15) is usually used to calculate the transmission probability of tunneling 

in 1D system. One can see that the particle transmission coefficients decrease 

exponentially with the mass of particles. This explains, why tunneling is common for 

nanoscale objects, but negligible for macroscopic objects.  

In the WKB approximation, as the potential U(x) is slowly varied in comparison to λ, 

the fowling condition must be fulfilled: 

|
𝜕

𝜕𝑥
𝑘(𝑥)| ≪ |(𝑘(𝑥))2| 

From this condition one can see the 1st order approximation is very close to the 0th order 

approximation. WKB approximation fails in the points where the kinetic energy E of 

the particle equals to the potential U(x), the points are called as the turning points, as 

classical particle will turn around and change direction when its energy E is smaller 

than U(x). At the turning points, the wave factor k(x) is zero, yet its derivate obviously 

is not, i.e., the k(x) = 0 but 
𝜕𝑘(𝑥)

𝜕𝑥
= −𝑖

𝜕

𝜕𝑥
(√

2𝑚(𝐸−𝑈(𝑥))

ℏ2
) ≠ 0 at the turning points, 

which apparently does not match the condition of |
𝜕

𝜕𝑥
𝑘(𝑥)| ≪ |(𝑘(𝑥))2|. Connection 

formulas should be applied at the turning points [90]. At all the other regions, WKB 

approximations works very well. 

There are other approaches to describe the quantum nature of nuclei, one of them is the 

path-integral molecular simulations (PIMD). This method incorporates quantum 

mechanics into molecular dynamics simulations through Feynman path integrals [91], 

which essentially maps the quantum system onto a corresponding effective classical 

system. The basic idea of PIMD is that the wave function is separated into electronic 

and nuclear part, based on the BO approximation; the nuclei are treated quantum 

mechanically, each quantum nucleus are mapped onto a classical system―this classical 

system includes several fictitious particles connected by harmonic springs. The 

classical system created by this way, although has an increased complexity, can be 
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solved relatively easily. Interested readers can find further details of PIMD in the Refs. 

[92, 93]. 

Several physical phenomena, such as radioactive decay, can be explained by quantum 

tunneling. The principle of quantum tunneling results in the development in various 

fields, e.g., tunnel diode [94], scanning tunneling microscope [95] (STM). In this thesis, 

quantum tunneling is investigated in the process of hydron isotope separation through 

2D materials. In Chapter 5 and Chapter 6 of this work, WKB-approximation is 

employed to calculate transmission coefficients of tunneling by applying Equation 

(2.3.15). 

2.4 Free Energy Calculations 

Free energy differences are very important in statistical mechanics, they can help us to 

estimate whether a reaction can occur spontaneously or it needs input work from the 

outside. Also, free energy differences are related to the equilibrium constants in 

chemical processes. In Chapter 4 of this work, the calculated free energy barriers for 

hydrogen transport in the interstitial space of layered materials give direct and critical 

information for the possibility of the particles traveling inside these materials. 

Therefore, in this section, the basic theory of free energy related calculations is 

introduced. 

2.4.1 Free Energy Perturbation Theory 

For a system transforming from one thermodynamic state A to another B, the potential 

energy functions of these two states A and B are described by 𝑈A (𝒓1, … , 𝒓N ) and 

𝑈B(𝒓1, … , 𝒓N). The Helmholtz free energy difference between the two states can be 

expressed by ∆𝐹AB = 𝐹A − 𝐹B, where the free energies FA and FB are obtained from 

their canonical partition functions QA and QB, 𝐹A = −𝑘𝑇ln𝑄A and 𝐹B = −𝑘𝑇ln𝑄B, 

the following equations are obtained: 
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𝑄A(𝑁, 𝑉, 𝑇) = 𝐶N∫𝑑
N𝒑 𝑑N𝒓 exp {−𝛽[∑

𝒑𝑖
2

2𝑚𝑖
+ 𝑈A(𝒓1, … 𝒓N)

𝑁

𝑖=1

]} =
𝑍A(𝑁, 𝑉, 𝑇)

𝑁! 𝜆3N
 

𝑄B(𝑁, 𝑉, 𝑇) = 𝐶N∫𝑑
N𝒑 𝑑N𝒓 exp {−𝛽[∑

𝒑𝑖
2

2𝑚𝑖
+ 𝑈B(𝒓1, … 𝒓N)

𝑁

𝑖=1

]} =
𝑍B(𝑁, 𝑉, 𝑇)

𝑁! 𝜆3N
 

 (2.4.1) 

The free energy difference ∆FAB can, thus, be expressed by: 

∆𝐹AB = 𝐹A − 𝐹B  =  −𝑘𝑇 ln (
𝑄B
𝑄A
)  =  −𝑘𝑇 ln (

𝑍B
𝑍A
) (2.4.2) 

where ZA and ZB are the configurational partition functions of the two states A and B: 

𝑍A = ∫𝑑
𝑁 𝒓𝑒−𝛽𝑈𝐴(𝒓1,…𝒓N)  

𝑍B = ∫𝑑
𝑁 𝒓𝑒−𝛽𝑈B(𝒓1,…𝒓N) (2.4.3) 

The Equation (2.4.2) could be calculated straightforwardly if it can be described by a 

phase space average. To this end, assume inserting unity into the description for ZB as: 

𝑍B = ∫𝑑
𝑁 𝒓𝑒−𝛽𝑈B(𝒓1,…𝒓N) 

= ∫𝑑𝑁 𝒓𝑒−𝛽𝑈B(𝒓1,…𝒓N)𝑒−𝛽𝑈A(𝒓1,…𝒓N)𝑒𝛽𝑈A(𝒓1,…𝒓N) 

= ∫𝑑𝑁𝒓𝑒−𝛽𝑈A(𝒓1,…𝒓N)𝑒−𝛽(𝑈B(𝒓1,…𝒓N)−𝑈A(𝒓1,…𝒓N)) (2.4.4) 

So the ratio of 𝑍B 𝑍A⁄ can be written as: 

𝑍B
𝑍A
=
1

𝑍A
∫𝑑𝑁𝒓 𝑒−𝛽𝑈A(𝒓1,…𝒓N)𝑒−𝛽(𝑈B(𝒓1,…𝒓N)−𝑈A(𝒓1,…𝒓N)) 

= 〈exp (−𝛽(𝑈B(𝒓1, … 𝒓N) − 𝑈A(𝒓1, … 𝒓N))〉𝐴 (2.4.5） 

where the symbol  〈⋯ 〉A means an average taken in regards to the canonical 

configurational distribution of state A.  
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Plugging Equation (2.4.5) into Equation (2.4.2) gives 

 ∆𝐹AB = −𝑘𝑇ln〈𝑒
−𝛽(𝑈B−𝑈A)〉𝐴 (2.4.6) 

Equation (2.4.6) is the well-known free energy perturbation formula [96]. One needs to 

keep in mind, however, that this formula works well only when the potential energy 

between state A and state B does not differ significantly. If the potential energy 

difference of UA―UB is very large, the exponential term will become negligibly small. 

2.4.2 Collective Variables 

In a system, a small set of generalized coordinates can characterize the progress of some 

chemical, mechanical or thermodynamical processes, these generalized coordinates are 

usually referred to as collective variables, reaction coordinates, or order parameters, 

depending on the contexts and the systems. Herein, collective variables (CV) will be 

used. 

A great number of methods [97] were developed to enhance sampling along the 

preselected collective variables (CVs). The methods are aimed to create the probability 

distribution function of a subset of n collective variables in a system. If these collective 

variables are obtained from a transformation of the Cartesian coordinates to generalized 

coordinates𝑞α = 𝑓𝛼(𝒓1, … , 𝒓N) , 𝛼 = 1,… , 𝑛 , then the probability density those n 

variables will have values of 𝑞α = 𝑠α in the canonical ensemble is given by:  

𝑃(𝑠1, … , 𝑠n) =
𝐶N

𝑄(𝑁, 𝑉, 𝑇)
∫𝑑𝑁𝒑𝑑𝑁 𝒓𝑒−𝛽𝐻(𝒓,𝒑)∏𝛿(𝑓a(𝒓1, … 𝒓N) − 𝑠α)

𝑛

𝛼=1

 (2.4.7) 

where 𝛿-functions are introduced to fix the reaction coordinates 𝑞1, … 𝑞N at 𝑠1, … , 𝑠𝑛. 

Once 𝑃(𝑠1, … , 𝑠n) is obtained, the free energy hypersurface in the reaction coordinates 

can be written as: 

 F(𝑠1, … , 𝑠n) =  −𝑘𝑇ln𝑃(𝑠1, … , 𝑠n) (2.4.8) 
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Note that although the CVs are quite powerful in getting chemical information, they 

should be carefully chosen and used, otherwise some erroneous predictions might occur. 

For example, poorly chosen CVs could lead to wrong free energy barriers. Readers can 

find further insight about choosing the reasonable sampling approaches in the textbook 

of Statistical Mechanics: Theory and Molecular Simulation by M. Tuckerman [98]. 

2.4.3 Metadynamics 

In molecular dynamics, it is usually not possible to get the free energy difference 

through a straightforward method, due to the high energy barriers or other sampling 

issues. A standard solution to this problem is to apply an external biased potential that 

forces the system to search the regions of high free energy, and this is the main idea of 

Metadynamics (MetaD). MetaD was originally proposed by Laio and Parrinello in 2002 

[97] and is widely employed to obtain the free energy surfaces (FES) of reactions. In 

MetaD, the energy basins are “filled in” with a time-dependent potential that depends 

on the history of a system’s trajectory. Once an energy basin is filled, it will drive the 

system into the next energy basin that is subsequently filled, until the whole energy 

landscape turns flat. After reaching this state, the free energy surface can be constructed 

from the accumulated time-dependent potential. The schematic procedure of MetaD is 

shown in Figure 2.4.1. The position of a system (represented by a green point in an 

unknown FES) is as a function of CV.  
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Figure 2.4.1 The schematic procedure of MetaD. (a) The simulation reaches the first 

minimum (left basin). (b) A biased potential (in blue) is being added to the surroundings 

of the first minimum. (c) The biased potential is large enough to force the system to 

move to the second minimum (right basin). (d) At the end, the entire energy landscape 

turns flat.  

One can consider the probability distribution function in Equation (2.4.9), 𝑃(𝑠1, … , 𝑠n) 

as an ensemble average expressed by:  

𝑃(𝑠1, … , 𝑠n) = (∏𝛿(𝑓α(𝒓1, … 𝒓N) − 𝑠α)

𝑛

𝛼=1

) (2.4.9) 

The phase space average can, therefore, be replaced by a time average over a trajectory 

(assuming the ergodic dynamics):  

𝑃(𝑠1, … , 𝑠n) = lim
𝒯→∞

1

𝒯
∫ 𝑑𝑡∏𝛿(𝑓α(𝒓1(𝑡), … 𝒓N(𝑡)) − 𝑠α)

𝑛

𝛼=1

𝒯

0

 (2.4.10) 

A 𝛿-function is introduced here, which is described as the limit of a Gaussian function, 

when the height goes towards infinity and the width goes to 0, 

δ(𝑥 − 𝑎) = lim
𝜎→∞

1

√2𝜋𝜎2
exp {

−(𝑥 − 𝑎)2

2𝜎2
} (2.4.11) 
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where x is the configurational variables and a is a hard-to-reach point in CV space. 

With Equation (2.4.11), Equation (2.4.10) can be reorganized as:  

𝑃(𝑠1, … , 𝑠𝑛) = lim
𝒯→∞

lim
∆𝑠→∞

1

√2𝜋∆𝑠2𝒯
∫ 𝑑𝑡∏exp [−

(𝑠α − 𝑓α(𝒓1(𝑡), … , 𝒓N(𝑡)))
2

2∆𝑠2
]

𝑛

𝛼=1

𝒯

0

 

 (2.4.12) 

Equation (2.4.12) indicates an approximation to 𝑃(𝑠1, … , 𝑠𝑛) for each finite 𝒯 and ∆𝑠, 

and it turns increasingly accurate when the Gaussian width Δs decreases and 𝒯 

increases. For numerical evaluation, the integral in Equation (2.4.12) can be treated as 

discrete sum, therefore, the approximation can be written as: 

𝑃(𝑠1, … , 𝑠𝑛) ≈
1

√2𝜋∆𝑠2𝒯
∑ exp [−∑

(𝑠𝛼 − 𝑓𝑎(𝒓1(𝑘∆𝑡), … , 𝒓N(𝑘∆𝑡)))
2

2∆𝑠2

𝑛

𝛼=1

]

𝒩−1

𝑘=0

 

 (2.4.13) 

Equation (2.4.13) shows a proper bias potential that can be added to the original 

potential 𝑈(𝒓1, … , 𝒓N) to assist the system sample to its free energy hypersurface, and 

meanwhile, it allows for a direct rebuilding of the surface from the dynamics 

straightforwardly. The form of a bias potential can be written as: 

𝑈G(𝒓1, … , 𝒓N, 𝑡)  = 𝑊 ∑ exp [−∑
(𝑓𝛼(𝒓) − 𝑓𝛼(𝒓G(𝑡)))

2

2∆𝑠2

𝑛

𝛼=1

]

𝑡=𝜏𝐺,2𝜏𝐺,…,

 (2.4.14) 

where 𝒓 ≡ 𝒓1, … , 𝒓N , rG(t) represents the time evolution of the complete set of 

coordinates up to the time 𝑡 under the potential 𝑈 + 𝑈G, 𝜏𝐺 is the time interval, W and 

Δ𝑠 are the height and width of each Gaussian, respectively. The reason to use this bias 

potential is to add Gaussians of height W and width  Δ𝑠 to the potential energy at 

intervals 𝜏𝐺, so when the time increases, these Gaussians will accumulate. Assume a 

system starts in a deep basin of the PES, by applying the above method, this basin will 

be “filled in” by the Gaussians, as a result, the system will be lifted up towards the 

energy barrier until it is able to cross the energy barrier and arrive the next basin.  
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If the collective variables move with a relatively slow speed, then they move swiftly on 

the potential of mean force surface 𝐹(𝑞1,⋯ , 𝑞n) instead of on the bare potential energy 

surface. Therefore, if the extra Gaussians were added slowly enough, when time 

increases, UG takes on the shape of −𝐹(𝑞1, ⋯ , 𝑞n), for it arrives the maxima while A 

is in minima, and vice versa. So for a given long trajectory rG(t) generated by the bias 

potential, the free energy surface can be constructed as:  

𝐹(𝑞1, ⋯ , 𝑞n)  ≈  − 𝑊 ∑ exp [−∑
(𝑞α − 𝑓α(𝒓𝐺(𝑡)))

2

2∆𝑠2

𝑛

𝛼=1

]

𝑡=𝜏𝐺,2𝜏𝐺,…,

 (2.4.15) 

So far, MetaD has been widely used in many fields to enhance sampling in molecular 

dynamic simulations. However, it still needs to be improved on some aspects, 

particularly for example, MetaD has two major drawbacks: first, it usually suffers a 

poor convergence; second, it could risk of being pushed into the regions of 

configurational space that might not be physically meaningful when continuing a run. 

In order to solve these problems, Barducci et al. [99] came up with the improved theory 

by using an adaptive-bias, known as well-tempered metadynamics (WT-MetaD), which 

solves the convergence issue in MetaD and allows the exploration of the FES being 

limited to the physically meaningful regions.  

Generally speaking, in WT-MetaD, by adding a history-dependent potential 𝑈(s, t), the 

FES can be obtained as: 

𝐹̃(𝑠, 𝑡)  =  −
𝑇 + ∆𝑇

∆𝑇
𝑈(𝑠, 𝑡)  =  −(𝑇 + ∆𝑇)ln (1 +

𝜔𝑁(𝑠, 𝑡)

∆𝑇
) (2.4.16) 

where  ω is the dimension of energy rate, N(s,t) is the histogram from the biased 

simulation, ΔT is the temperature parameter. By adding ΔT, the barrier crossing can be 

increased and facilitate the search in the CVs space. Besides, a finite value of ΔT will 

spontaneously limit the exploration area in the FES around the order T+ΔT, which is 

more reasonable and physically meaningful. In short, WT-MetaD can avoid the risk of 
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overfilling of the free energy regions in the simulations and, therefore, gives more 

accurate FES. In Chapter 4 of this work, WT-MetaD is employed to obtain the free 

energy barriers of hydrogen particle transport inside layered materials. 

2.5 Non-Arrhenius Behavior 

The activation energy is the minimum energy that compounds must overcome to result 

in the occurrence of a reaction, it gives straightforward information of a process. In this 

work, we would like to estimate the effective activation energy barrier in the quantum 

tunneling involved systems. To be more preciously, we want to calculate the activation 

energies in the process of proton isotope permeating through graphene monolayer.  

For a given reaction, its rate constant  𝑘r is expressed by the empirical Arrhenius 

equation: 

 𝑘r  =  𝐴 exp (−𝐸a 𝑘B𝑇⁄ ) (2.5.1) 

where A is the pre-exponential factor, 𝐸a is the activation energy, kB is the Boltzmann 

constant, and T is temperature. The natural logarithm form of Equation (2.5.1) is: 

ln(𝐾)  =  −
𝐸a
𝑘B
(
1

𝑇
) + ln (𝐴) (2.5.2） 

Plotting ln(K) versus 1 𝑇⁄  gives the so-called Arrhenius plot (see the black line in Figure 

2.5.1). The slope of the Arrhenius plot is  −𝐸a 𝑘B⁄ , from which, the activation 

energy  𝐸a for the reaction can be determined.  
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Figure 2.5.1 Linear (black) and non-linear (red) Arrhenius plots. 

Arrhenius equation has been successfully applied for describing rate constants and 

activation energies, nonetheless, it cannot be generally applied to any reaction. As an 

empirical equation instead of a fundamental physical equation, Arrhenius equation is 

valid only for classical cases. If quantum effects play a considerable role in the reaction, 

Arrhenius plot will exhibit clear curvature due to quantum effects, which is referred to 

as the non-Arrhenius behavior (see the red curve in Figure 2.5.1). In such cases, the 

Arrhenius equation could fail and result in inaccurate activation energies. In Section 

5.5, we will explore the effective activation energy in the process of the proton isotope 

permeating through graphene monolayer. Since quantum tunneling plays a significant 

role in such process, the non-Arrhenius behavior could take place, from which we 

estimate the upper limit of energy barrier of a reaction, where the Arrhenius equation 

is applicable.  

.
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3.  The Fundamental Properties of Layered 

and 2D Materials 

As one of the most well-known two-dimensional (2D) materials, graphene was first 

exfoliated in 2004 experimentally [100], which led to the Nobel Prize in Physics in 

2010 for A. K. Geim and K.S. Novoselov. In the past decade, graphene has been 

investigated intensively due to its outstanding properties. Other family members of 2D 

materials beyond graphene, for instance, hexagonal boron nitride (h-BN) [101-103], 

transition metal dichalcogenides (TMDCs) [104-110], phosphorene [111-114], also 

have fascinating properties and potential applications in various fields, such as 

electronics, gas molecule separation, and catalysis.  

The bulk forms of these materials exist as layered solids, which are connected by the 

weak van-der-Waals (vdW) forces between individual layers [115], this allows layered 

materials to be exfoliated into 2D monolayers. In this work, both layered materials and 

their exfoliated 2D monolayers will be studied. Therefore, in this chapter, we introduce 

the basic properties of the representative materials investigated in the thesis. 

3.1 Layered Materials 

Layered materials are widespread on our planet since ancient time [116], they are held 

together by the weak vdW interactions between the adjacent monolayer planes, creating 

the interstitial space which is referred to as vdW gap. For this reason, such materials 

are categorized as the group of “vdW crystals”. A large number of materials, such as 

graphite, hexagonal boron nitride (h-BN), and molybdenum disulfide (MoS2), belong 

to vdW layered materials (see Figure 3.1.1). 
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Figure 3.1.1 Structural modes of layered materials: (a) graphite, (b) hexagonal boron 

nitride (h-BN), and (c) molybdenum disulfide (MoS2). 

Graphite is one of the most common layered materials. It consists of stacked carbon 

layers with honeycomb lattice, the distance between the adjacent layers is about 3.30 

Å. Its sister material, hexagonal boron nitride (h-BN), also known as “white graphite”, 

has similar hexagonal lattice, and slightly larger interlayer distance of 3.33 Å. 

Transition metal dichalcogenide molybdenum disulfide (MoS2) also belongs to layered 

materials, with a plane of molybdenum (Mo) atoms sandwiched between two planes of 

sulfur (S) atoms. The interstitial space of these layered materials provide them an extra 

channels for remarkable chemistry, for example, in Chapter 4 of this work, layered h-

BN, MoS2, and graphite are studied for transporting hydrogen particles through their 

interstitial space. 

3.2 Two-dimensional Materials 

3.2.1 Graphene 

Graphene, formed by carbon atoms arranged in planar hexagonal rings, was exfoliated 

by A. K. Geim and K. S. Novoselov in 2004 [100], through mechanically exfoliated 

approach from its mother material―bulk graphite (see Figure 3.2.1). As the first 2D 
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material, the atomic thickness of graphene endows itself being the thinnest membrane 

and is promising in various applications, e.g., in electrochemical energy storage [117], 

optoelectronics [118], and electronics [119]. 

 

Figure 3.2.1 Bulk graphite (a) and the exfoliated graphene monolayer (b). 

The basis of graphene’s lattice consists of two carbon atoms, see Figure 3.2.2. In 

graphene, each carbon atom is 1.42 Å apart from its three nearest neighbors, which 

makes the lattice constant a0 2.46 Å. The hexagonal Bravais lattice (see Figure 3.2.2a) 

can be described by: 

𝑎1 = 𝑎0 (
√3

2
,
1

2
)      𝑎2 = 𝑎0 (

√3

2
,−
1

2
) (3.1.1) 

The first Brillouin zone (BZ) is shown in Figure 3.2.2b, with a reciprocal lattice vectors 

given by: 

𝑏1 =
2𝜋

𝑎0
(
√3

3
, 1)          𝑏2 =
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𝑎0
( 
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3
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Figure 3.2.2 (a) The standard honeycomb lattice of graphene, with the unit cell contains 

two carbon atoms defined by two lattice vectors a1 and a2. (b) Reciprocal lattice with 

lattice vectors b1 and b2. 

 

Figure 3.2.3 Band structure of (a) graphene, (b) h-BN, and (c) MoS2 monolayers. 

Monolayer of h-BN and MoS2 will be introduced in Sections 3.2.2 and 3.2.3, 

respectively. 

Graphene is a gapless semi-metal with distinctive band structure (see Figure 3.2.3a). Its 

valence band (π) and conduction (π∗) bands meet each other at the K and K’ points in 

the BZ, these points are called as the Dirac points [120]. Close to the Dirac points, 

within the low-energy excitations, a liner dispersion relation is observed [120], see 

Figure 3.2.4. This conical and liner dispersion indicates that electrons behave like 

massless Dirac fermions, moving nearly at the speed of light (300 times smaller) [120], 

which brings remarkable properties for graphene.  
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Figure 3.2.4 (a) Energy dispersion of π electrons in graphene; (b) Zoom in of one of the 

Dirac points. 

The experimentally available graphene is usually produced from mechanical 

exfoliation [121] or chemical vapour deposition (CVD) [122-124] procedure. The 

exfoliated graphene is normally defect-free or has very few defects [125], but the 

technique itself prevents the usage of large-scale, because the size of the exfoliated 

graphene is limited to hundreds of microns. CVD method is considered as the most 

promising approach to produce large area and continuous graphene [123], yet the CVD 

produced graphene membranes usually have defects. For example, one of the most 

common defects, topological Stone-Wales (SW(55-77)) defect [126, 127], is usually 

observed in the CVD produced graphene membranes, as shown in Figure 3.2.5. 

 

Figure 3.2.5 (a) Two grains in CVD graphene intersect with a 27° relative rotation. An 

aperiodic line of defects stitches the two grains together. (b) The image from (a) with 

the pentagons (blue), heptagons (red) and distorted hexagons (green) of the grain 

boundary outlined. Scale bars are 5 Å. Adapted from Ref.[127]. 
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Defects could significantly affect electronic and chemical properties of graphene [128]. 

In this work, we present detailed discussions about the influence of topological SW(55-

77) defects to the permeation and separation of hydron isotopes through graphene, 

which will be given in Chapter 5. 

3.2.2 Hexagonal boron nitride 

Hexagonal boron nitride (h-BN) [101-103] is a structural analogue of graphene. Its unit-

cell is occupied by a boron and a nitrogen atom, resulting in a honeycomb lattice (see 

Figure 3.2.6) with the lattice constant of 2.50 Å. Like graphite, bulk h-BN is a layered 

material, it is hold together by weak vdW forces between individual h-BN planes (see 

Figure 3.2.7), which makes exfoliating layered h-BN into monolayers possible [129].  

 

Figure 3.2.6 The lattice of h-BN, with the unit cell contains a nitrogen atom and a boron 

atom defined by two lattice vectors a1 and a2. 

 

 

Figure 3.2.7 (a) Layered h-BN with the most stable AA’ stacking (N over B) mode. (b) 

Monolayer of h-BN. 
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Layered h-BN has different stacking modes, the most stable configuration is AA’ 

stacking (N over B) [130]. Yet, it usually exhibits low-energy shearing mode to other 

stackings, such as A’B (staggered N over N), as shown in Figure 3.2.8. The energy 

barrier for the interlayer shear is rather small [130, 131], even smaller than kBT at 300 

K (around 25 meV), therefore well accessible at room temperature.  

 

Figure 3.2.8 h-BN stackings of AA’ (a) and A’B (b). 

Monolayers of h-BN can be synthesized through CVD on polycrystalline Cu and Pt 

foils [134-137]. Through TEM and conductive AFM studies, it is suggested that no 

defects or pinholes exist in h-BN [138]. The band structure of h-BN is shown in Figure 

3.2.3b, from which one can see that h-BN monolayer is an insulator, with a direct 

bandgap of about 6.0 eV [139] at the high-symmetry point K.  

Layered h-BN is studied in Chapter 4 of this thesis, to investigate the transport of 

hydrogen species (charged H+ and neutral H atom) inside its interstitial space. 

Monolayer of h-BN is explored in Chapter 5, where the focus is separating hydron 

isotopes through 2D graphene and h-BN monolayers. 

3.2.3 Molybdenum Disulfide 

Molybdenum disulfide (MoS2) is a typical layered material that belongs to the family 

of transition metal dichalcogenides (TMDs), it was firstly studied as early as in 1923 
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[104], but became a hot topic only since 2010 [140]. The excellent electronic, optical, 

mechanical, chemical, and thermal properties of MoS2 render itself being significant in 

various fields, for instance, photodetectors [141, 142], solar cells [143, 144], nano-

photonics [145, 146] and chemical sensors [147-149]. 

MoS2 monolayer is composed of a plane of molybdenum atoms sandwiched between 

two planes of sulfur atoms (see Figure 3.2.9), with the lattice constant of 3.16 Å [150]. 

It is a semiconductor whose band gap varies with the number of layers: bulk MoS2 has 

an indirect gap of 1.29 eV up to 1.9 eV with decreasing thickness [151], while 

monolayer MoS2 is transferred into a direct gap semiconductor with a band gap of 1.88 

eV [140, 152], see Figure 3.2.3c. 

 

Figure 3.2.9 Bilayer structure of MoS2 with top view (a) and side views (b and c). 

The experimentally available MoS2 monolayer can be produced through exfoliation or 

chemical vapor deposition (CVD) approaches [153], yet various types of defects 

usually exist in MoS2 membranes, among which, the most common defect is the sulfur 

atom vacancy [154]. In Chapter 4 of this work, we study the transport of hydrogen 

particles in the interstitial space of layered MoS2, both cases of perfect and defective 

MoS2 (with atomic sulfur vacancy) will be investigated.
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4.  Hydrogen Transport in Interstitial Space 

of Layered h-BN, MoS2 and Graphite 

Recent experiment [34] have demonstrated transport and separation of hydrogen 

isotopes through the van der Waals gap in hexagonal boron nitride and molybdenum 

disulfide bulk layered materials. However, the experimental setup could not distinguish 

if the transported particles were protons (H+) or protiums (H atoms). Herein, in this 

chapter, we identify the species of transported hydrogen particles inside layered 

materials and investigate their transport mechanisms. We show that protium atoms, 

rather than protons, are transported through the van der Waals gap. The diffusion 

mechanism of both protons and protiums involves a hopping process between adjacent 

layers, which is assisted by low-energy phonon shear modes.  

The results presented in this chapter are published in the journal of Small, 15(43), 

1901722 (2019). I myself performed all numerical calculations, except the WT-MetaD 

simulations of H+ inside layered h-BN, which was carried out by P. Petkov at the 

beginning. The manuscript was prepared by myself, with comments and remarks by A. 

Kuc, P. Petkov, M. Lozada‐Hidalgo and T. Heine. Readers will find most parts of the 

following chapter in the original paper [155]. Reproduced with permission from Small 

2019, 15, 1901722, copyright Wiley-VCH. 

4.1 Introduction 

Recently, Hu et al. [34] reported hydrogen isotope separation by sieving through the 

interstitial space of layered bulk materials hexagonal boron nitride (h-BN) and 

molybdenum disulfide (MoS2). While the difference in the entry barrier of the hydrogen 
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isotopes into the interstitial space of the layered materials was found to be the driving 

factor for the isotope separation, there is no conclusive picture yet on the chemical 

interaction of interstitial hydrogen with the layered materials, and on the transport 

mechanism through them. 

Spatial confinement has a strong impact on the chemical properties of molecules [156-

158]. The layers of h-BN, MoS2, and graphene are chemically very stable, and the 

interlayer interactions impose pressure on the intercalated species [115, 159, 160]. So, 

the chemistry in the interstitial space of a layered material is expected to be significantly 

different from the surface-adsorbed counterpart. 

The experimental setup in the work of Hu et al. [34] does not allow to conclude if 

protons (H+) or protiums (H atoms) enter the layered material: For protons, immediate 

neutralization is expected, as the proton’s electron affinity of 13.6 eV is significantly 

higher than the work function of the host materials, even for a wide band gap insulator 

as h-BN. On the other hand, any two H atoms encountering each other are expected to 

recombine immediately due to the high binding energy when forming H2 (4.52 eV in 

the gas phase) [35]. The observed transport process of hydrogen through h-BN and 

MoS2 requires, therefore, further investigations. 

The aim of this chapter is to answer two open questions regarding the experiment of 

Hu et al. [34], namely i) which hydrogen species are transported within the layered 

materials (protons or protiums) and ii) what is the diffusion mechanism of these species 

in the interstitial space between the layers. 

In order to answer these questions, we investigate, on the grounds of first-principles 

calculations, the chemical interaction and self-diffusion coefficients of both H and H+ 

species in h-BN, MoS2, and graphite. We show that both H+ and H can be 

accommodated in h-BN and MoS2, and that diffusion mechanism follows low free-

energy barrier zigzag hopping between adjacent layers. This zigzag hopping is assisted 

by the low-frequency rigid-layer shear modes (52.5 cm-1 and 33.7 cm-1 for h-BN [132, 
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161] and MoS2 [162]). Moreover, sulfur vacancies―a typical defect in MoS2 [163]―

act as hydrogen traps and suppress the transport. The calculated self-diffusion 

coefficients suggest that both H in MoS2 and h-BN are transported easily, with 

significantly lower diffusion barrier compared to the entry barrier to the interstitial 

space. The same is true for protons in MoS2, while proton self-diffusion in h-BN is 

hampered. In graphite, protons are immediately neutralized to H atoms, which 

themselves are almost immobile once bound to the carbon atoms [164-166].  

4.2 Methodology 

We calculate the free energy surfaces (FESs) of hydrogen particle (charged proton H+ 

and neutral protium atom H) transport in the interstitial space of layered h-BN, MoS2, 

and graphite, which can give us a straightforward insight of the free energy barrier in 

each scenario. The FESs are obtained by employing well-tempered-metadynamics 

(WT-MetaD) simulations, see Section 2.4.3 for further theoretical backgrounds of WT-

MetaD. 

The self-diffusion coefficient Dd of hydrogen particle transfer in the interstitial space 

of layered materials is calculated from the following formula [167]: 

𝐷𝑑 = 𝐷0exp (−
𝐸a
𝑘B𝑇

) (4.2.1) 

where D0 is the pre-factor, T is temperature (here set to 300 K, which is the experimental 

condition), kB is Boltzmann’s constant, and Ea is the free energy barrier for hopping 

process of hydrogen species, which is obtained from WTMetaD simulations. D0 is 

calculated as follows [168]: 

𝐷0 =
(∆𝑟)2𝜐0
𝑞𝑖

 (4.2.2) 

where 𝛥𝑟 is the distance between H species in two adjacent binding sites, υ0 is the 

frequency of the bond stretching modes (here is N-H or B-H stretching), and 𝑞𝑖 is 2, 4, 
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or 6, for the diffusion dimensionality of 1D, 2D, or 3D, respectively. In this work, we 

consider a 2D diffusion, therefore 𝑞𝑖  is taken as 4.  

4.3 Calculation Details 

We have studied three layered materials, namely h-BN, MoS2, and graphite (see Figure 

4.3.1). For all the systems, the interaction of proton (H+) and protium (H atom) with the 

layers was investigated. We used the following supercells to describe the interactions: 

the 4×4×2 supercell was used for both h-BN and graphite, while 4×4×1 supercell for 

MoS2, resulting in 128 atoms in h-BN and graphite, and 96 atoms in MoS2. Both 

supercell representations result in the c lattice vector of about 12-14 Å, thus a similar 

simulation box in all models. The fully optimized lattice parameters of each system are 

shown in Table 4.4.1 and are in a fairly good agreement with the experimental values 

[150, 169, 170]. 

 

Figure 4.3.1 Top and side views of layered materials considered in this chapter. 

All the calculations were performed using density functional theory (DFT) with 

Perdew-Burke-Ernzerhof [64] (PBE) functional and D3 correction of van der Waals 
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interactions following the approach of Grimme [76] as implemented in the CP2K 3.0 

package [171]. The Quickstep method was employed, with Goedecker-Teter-Hutter 

[172] (GTH) pseudopotentials together with DZVP-MOLOPT-GTH-SR basis set for B, 

C, N, S, and Mo. Hydrogen was treated with the DZVP-all electron basis set and all-

electron potential. Plane-wave energy cutoff was set to 360 Ry and the atomic positions 

and lattice parameters were fully optimized. The charged periodic systems were 

calculated using background charge as implemented in CP2K 3.0 package [171] and 

the charge was set to the total system.  

Well-tempered metadynamics [99] (WTMetaD) simulations were performed to obtain 

the free energy barriers. The canonical NVT ensemble [173] (constant number of atoms 

(N), constant volume (V) and constant temperature (T)) was employed. Temperature 

was set to 300 K using CSVR (canonical sampling velocity rescaling) thermostat [174], 

with the temperature parameter ∆T of 1500 K and a time step of 0.5 fs. Every 200 steps, 

a Gaussian hill was spawned, the adopted Gaussian hills height and width were set to 

1x10-3 hartree and 0.1 (internal cp2k units), respectively. Each WTMetaD simulation 

was preceded by standard Born-Oppenheimer molecular dynamics (BOMD) 

simulations (MD; NVT, 300 K, time step of 0.5 fs) with duration of 7 ps. Two collective 

variables (CVs) were defined to trigger the process of H+ or H transfer (see Figure 4.3.2). 

For instance, in the case of H+ inside h-BN, the nitrogen atoms in h-BN are divided into 

three different kinds: NI (inner layer with H+ bound), NII (inner layer neighboring NI), 

and N (outermost layers). The first collective variable CV1, is defined as the 

coordination number of H+ to NI, while the other collective variable, CV2, is defined 

as the coordination number of H+ to NII. Similar CVs were divided for MoS2 and 

graphite, see Figure 4.3.2b-d.  
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Figure 4.3.2 The definition of the collective variable in the WTMetaD simulations: (a) 

H+ in h-BN, (b) H in h-BN, (c) H+ and H in MoS2, (d) H in graphite. 

The form of the coordination function is defined as follows: 

𝐶𝑁H−X =∑ ∑
1− (

𝑟𝑖𝑗
𝑅0
)6

1 − (
𝑟𝑖𝑗
𝑅0
)12

𝑋

𝑗

𝐻

𝑖
 (4.3.1) 

For the CVs defined in each system, the following reference H-X (X = N or B) distances 

(R0) were used: 2.3 a0 for H+@hBN, 2.9 a0 for H@hBN, 2.5 a0 for H@graphite, 3.0 a0 

for H@MoS2 and H+@ MoS2. These parameters are slightly larger (up to 10%) than 

the average value in the fluctuation of the corresponding H-X distances during the 

BOMD simulations. Thus, when the H or H+ is close to the transition state region, the 

coordination number of H to X is close to 0. We have also investigated the scenario 

with three CVs specified, where the third CV describes the hopping of H species within 

the same layer. However, such a process was not observed with the employed number 

of hills, which indicates in all cases, the free energy barrier for transport within the same 

layer was much higher than between the layers. Thus, it is a safe and efficient choice to 

use the two CVs during the simulations. 

4.4 Results  

We first discuss the experimental setup of Hu et al. [34], which is schematically shown 

in Figure 4.4.1. We separate the path of hydrogen species between the two hydrogen 

injecting palladium electrodes, PdHx, in three steps: the entrance of hydrogen species 
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from the electrode to the layered material (step I), which is governed by the entry energy 

barrier; the diffusion of hydrogen species in the interstitial space of the layered material 

(step II); and the exit of hydrogen species from the layered material back to the 

electrode (step III), where the energy barrier is equal to the negative of the entry barrier. 

While steps I and III have been determined from experimental data in Ref. [34] (an 

entry barrier of 0.45±0.04 eV was reported for h-BN), the type of the hydrogen species 

(protons or protiums) transported between the layers, the diffusion mechanism of the 

species inside the interstitial of the layered material, and the energy barrier related to 

this diffusion are still unknown and will be discussed below. 

 

Figure 4.4.1 Schematic representation of experimental setup [34]. Three main steps are 

identified: Step I―diffusion of hydrogen species from PdHx electrode into the layered 

material. Step II―diffusion of hydrogen species between the layers of the layered 

material. Step III― diffusion of hydrogen from the layered material back to the 

electrode. Each step is governed by energy barriers: entry barrier for step I, self-

diffusion barrier for step II, and exit barrier (equal to negative of entry barrier) in step 

III. Adapted from Ref. [155]. 

The energy involved in the process of H or H+ entering from PdHx electrode is difficult 

to estimate, as the atomistic details are not known. There is obviously a much stronger 

binding of H+ to the layered material compared to H atom, however, a similar Coulomb 

energy penalty applies, when H+ is removed from its PdHx source. A very rough 

estimation of the thermodynamic cycle suggests that both processes would show a 

similar energetic profile (see “A1 Thermodynamic cycle-estimation of transfer energies” 

in Appendix). At present, the experimentally assessed entrance barrier of about 0.45 eV 
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in step I is the best estimate for this process. 

4.4.1 Structural properties of proton and protium in h-BN, 

MoS2, and graphite 

We first study single proton (H+) or protium (H atom) confined in the interstitial space 

of layered bulk crystals of h-BN, MoS2, and graphite. A proton located in the interstitial 

space of h-BN binds to a N atom, forming a N-H bond with a bond length of 1.05 Å 

(which is only slightly longer than the N-H bond length in NH3 (1.02 Å) and NH4+ 

(1.03 Å)), and locally slightly decreases the interlayer separation. On the contrary, a H 

atom forms a B-H bond of 1.32 Å length (compared with 1.35 Å in boron hydrides 

[175], e.g., B5H9) and slightly increases the interlayer separation. Details are given in 

Figure 4.4.2 and Table 4.4.1. Due to the fourth bond, which forms upon binding H+ or 

H, both N and B atoms transform from sp2 to sp3 hybridization and thus pyramidalize 

to approach a tetrahedral configuration. Therefore, independent of H atom or H+ in the 

lattice, the local bonding to B or N, respectively, gives similar structural parameters 

compared to the corresponding bonds in the corresponding neutral gas phase molecules. 

In MoS2, H
+ (or H atom) connects to a S atom, forming a S-H bond of 1.37 (1.43) Å, 

and also slightly decreases (increases) the local interlayer distance. For metallic 

graphite, proton immediately neutralizes once it enters into the interlayer space, and 

binds to a C atom, forming a C-H bond of 1.12 Å (compared with 1.10 Å in CH4), and 

the interlayer distance increases due to the pyramidalization of the binding carbon atom, 

similar to the case of h-BN. 
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Figure 4.4.2 (a-d) Side view of H and H+ bound to layered materials. In h-BN, H binds 

to B and H+ binds to N; in MoS2 both species bind to S; in graphite, H+ gets neutralized, 

H binds to C. Binding atoms in h-BN and graphite are pyramidalized. Here, similar to 

the nomenclature in endohedral fullerenes, @ indicates the H+ or H bound to the crystal. 

(e-f) Hirshfeld atomic charges of proton, the binding atoms, and their closest neighbors 

(cf. atomic charges in perfect materials: N (-0.58 e-), B (0.58 e-), S (-0.16 e-), Mo (0.31 

e-)). The proton gets nearly neutralized upon binding and the charge of H+ is delocalized 

in an area of about 3 Å around it. 

Table 4.4.1 Calculated lattice parameters (a, b, and c) and the interlayer distances (d) 

in perfect h-BN, MoS2 and graphite, shown with and without H species bound to the 

layers. Available experimental data are given in parenthesis [150, 169, 170]. Bond 

distances between H+ or H atom and the binding atoms are also given. 

System a = b [Å] c [Å] d [Å] X—H [Å] 

h-BN 2.512 (2.504) 6.784 (6.661) 3.393 (3.330) - 

H+@h-BN 2.510 6.539 3.286 1.052 (N-H) 

H@h-BN 2.513 6.845 3.427 1.322 (B-H) 

MoS2 3.164 (3.150) 12.320 (12.300) 6.160 (6.150) - 

H+@MoS2 3.150 12.124 6.062 1.370 (S-H) 

H@MoS2 3.160 12.365 6.178 1.426 (S-H) 
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Graphite 2.466 (2.460) 6.828 (6.710) 3.414 (3.355) - 

H@Graphite 2.467 6.874 3.429 1.124 (C-H) 

We analyzed the electronic structures of covalently bound H+ or H atom employing the 

Hirshfeld atomic charge analysis. Due to the high ionization potential of hydrogen, H+ 

picks up almost one electron (~0.90 e- both in h-BN and MoS2) once bound to the 

crystal lattice. This charge is transferred mainly from the atoms that are in its closest 

vicinity (see Figure 4.4.2). Thus, even though the charge persists in its vicinity, the 

proton itself is almost neutralized. The N or S atoms, to which the proton binds, become 

less negatively charged (-0.45 e- and -0.07 e- vs. -0.58 e- and -0.15(5) e- in the perfect 

h-BN and MoS2, respectively). Also, the second neighbors become slightly more 

positively charged, but the effect is much weaker than for the binding atom (0.62 e- (B) 

and 0.32 e- (Mo) vs. 0.58 e- and 0.31 e- in the perfect h-BN and MoS2, respectively). 

The proton charge is delocalized in an area of about 3 Å radius. This effect is also shown 

by the electron density isosurfaces (see Figure 4.4.3). Even though the protons get 

immediately neutralized by the surrounding atoms of the crystal, in the remainder, we 

will still use the term proton in order to acknowledge the local charge of the system. 

On the other hand, no charge transfer between the h-BN, MoS2 or graphite layers and 

the bound H atom is observed. 
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Figure 4.4.3 Electron density isosurfaces of h-BN (a) and MoS2 (b) bulk systems with 

and without H+ and H bound to the layers. In case of H+, there is electron density on H 

upon binding, indicating charge transfer and neutralization of proton. 

4.4.2. Diffusion process of proton and protium inside h-BN, 

MoS2, and graphite 

Next, we have simulated the diffusion process of the protons and H atoms through the 

interstitial space between the layers of 2D materials. Here, we exclude diffusion 

through the layers, as reported barriers for h-BN (0.9 eV) [38], which is significantly 

higher than transport within the interstitial space; and for MoS2, no H species can 

permeate through due to its thick electron clouds [40], therefore, diffusion through the 

layers is not relevant for the time scales discussed here. As both H and H+ bind to atoms 

of the crystal lattice, we investigated the transport process between individual binding 

sites. As the system has many degrees of freedom, including low-energy vibrational 

modes with rather large amplitudes, we employed well-tempered metadynamics [99] 

(WTMetaD) to determine the free-energy surface (FES) and to analyze the diffusion 
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barriers of H and H+ travelling through the interstitial space of the layered materials 

(for details on WTMetD and DFT calculations see Section 4.2 and Section 4.3). The 

FES and the diffusion barriers for H+ and H atom are discussed below in detail. Note 

that diffusion is governed by Brownian motion, thus, the directionality of the diffusion 

is not defined via the collective variables. However, below, we will refer to this as 

“path”. The information that is the most important from these simulations is the lowest 

free-energy barrier for the transfer of hydrogen species in between the layers, which 

allows the calculation of the self-diffusion coefficient. 

We first concentrate on h-BN: the low-energy paths for H and H+ diffusing through h-

BN are shown in Figure 4.4.4a-c and Figure 4.4.4d-f, respectively. The estimated free-

energy barriers are 0.46 eV for H+ and 0.08 eV for H atom (Figure 4.4.4b and e). In our 

simulations, H+ (H atom) is initially bound to the nitrogen atom N1 (boron atom B1) in 

one layer (black; Figure 4.4.4a and d), which are the preferential binding sites. Most 

layered materials, including h-BN, exhibit low-energy shearing modes [132, 161]. Once 

the shearing brings a N atom of the adjacent layer to the vicinity of the proton, the 

probability that proton jumps to the closest N atom in this layer (N2, red) becomes 

significant. After the first proton jump, the next jump (N2 to N3, green) then goes back 

to the first layer, and so forth, resulting in a zigzag transport path between layers. Thus, 

after each two successive jumps, H+ can be displaced by about 2.5 Å (the shortest 

intralayer N-N distance). It is important to note that proton carries its charge during the 

diffusion and hopping process: even though the proton is nearly neutralized, while 

being bound to N atom, when transferring to the next N adsorption site, it leaves the 

electron behind. The atomic charge analysis shows that the electronic configuration of 

the layer recovers to the pristine state after the proton has left, but the new binding site 

has a similar electronic configuration as the previous one. 

The diffusion process of H atom follows a similar shear-assisted process, with the 

difference that the binding sites are now the B atoms and that the FES is shallower due 

to the lower binding strength of H atom to the lattice, when compared to protons. It 
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should be noted that the free-energy barriers cannot be corrected for the zero-point 

energy without explicit nuclear quantum effect consideration, for example in a path 

integral approach. Therefore, the nuclear quantum effects are not included in the 

calculations presented in this chapter. 

 

Figure 4.4.4 WTMetaD simulations of H+ (a-c) and H (d-f) diffusion in between layers 

of h-BN. Both species are transported in a zigzag manner between the layers with low 

free-energy barriers. (a, d) Transfer paths along the h-BN interstitial space (zoom-in 

picture on two layers of interest), (b, e) Free-energy surface of the H species transfer 

between layers. The x and y axis correspond to the collective variables (CV1 and CV2), 

as defined in Figure 4.3.2 in Section 4.3, and the z axis and color legend refer to the 

free energy, F (in eV). (c, f) Change in the bond distances N-H and B-H during the 

WTMetaD trajectory as function of time. The vertical grey lines indicate the H or H+ 
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jump between the binding sites in neighboring layers as indicated in color in (a) and (d). 

The N-N and B-B distances indicate the in-plane distance between the neighboring 

transfer sites (compared with the same distances in the perfect stacking faults: AA’ 1.45 

Å, A’B and AB’ 0.00 Å) indicate shearing from AA’ towards either A’B or AB’ 

stacking. 

Close inspection of the WTMetD pathway suggests that the shear mode, where the 

individual layers slide against each other, significantly shortens the distance between 

the two next low-energy hopping sites (the next N or B atom in the neighboring layer, 

as depicted in Figure 4.4.4c and f). Thus, it has a strong effect on the hopping barrier. 

These shear modes are well-known for h-BN and MoS2. They have been confirmed by 

Raman data (52.5 cm-1 and 33.7 cm-1 for h-BN [132, 161] and MoS2 [162]) and the 

reported barriers for interlayer shear are as low as 8 meV and 2 meV, for the shearing 

between the most stable AA’ stacking (N over B) to the A’B (N over N) and to AB’ (B 

over B), respectively [130, 131]. These energy barriers are much smaller than kBT at 

300 K (about 25 meV), thus well accessible at room temperature. Indeed, analysis of 

the trajectory demonstrates that most transfers of H or H+ between the layers have been 

assisted by the shear mode (see caption of Figure 4.4.4). Moreover, lowering the 

transition barrier by ~0.5 eV is confirmed by static calculations, shown in Figure 4.4.5.  

 

Figure 4.4.5 Static calculations of the potential energy barriers of H+ transfer between 

layers of h-BN in the AA’ and A’B stacking faults (a) and in AA’ stacking of MoS2 (b). 
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From the free-energy barriers, we estimated the self-diffusion coefficients of both 

species between the layers (see Section 4.2 for details). The calculated diffusion 

coefficients of H+ and H inside h-BN in step II (cf. Figure 4.4.1) are   7.22 ×

10−11 𝑐𝑚2𝑠−1 and  2.72 × 10−4 𝑐𝑚2𝑠−1 , respectively, suggesting that the species 

transported in the experimental set up are H atoms. The much smaller self-diffusion 

coefficient value for H+ comes from stronger binding of proton to a nitrogen atom than 

for hydrogen atom binging to a boron atom. For comparison, the reported experimental 

diffusion coefficient from the electrode to the layered material (in step I) was estimated 

to be  10−4 − 10−3 𝑐𝑚2𝑠−1 [34]. 

We now turn to the case of MoS2 layered crystals, for which we performed the same 

type of WTMetaD simulations of H+ and H inside the interstitials. Both protium and 

proton inside MoS2 bind to S atoms with very similar binding strengths. The transport 

mechanism is very similar to that in h-BN: initially, H+ or H bind to sulfur atom S1 (see 

Figure 4.4.6a; black). As in h-BN, the diffusion is assisted by the shear modes, which 

allow the transfer from S1 to S2 or S3 in the adjacent layer. The next transfer can then 

either go back to the starting point, or hop to the next site, and so on. The trajectories 

are very similar in both cases; therefore, in Figure 4.4.6a, we only show the example of 

H atom. Both H and H+ in MoS2 are also transported along a zigzag path, hopping 

between the neighboring layers and the transfer is supported by low-energy shear 

modes. The changes in the S-H distances between binding sites are shown in Figure 

4.4.6b for H atom case. The corresponding FES plots are given in Figure 4.4.6c and d. 

The FES profiles show the free-energy barriers of 0.11 eV for H+ and 0.09 eV for H 

atom. Unlike in the case of h-BN, the barriers in MoS2 are very similar, because of the 

same type of bonding atoms. These energy barriers are smaller than in the case of h-

BN for the proton, while slightly higher for H atom inside h-BN. The calculated 

diffusion coefficients of H+ and H inside MoS2 are 6.91 × 10−5 𝑐𝑚2𝑠−1 and 1.50 ×

10−4 𝑐𝑚2𝑠−1, again suggesting that the species transported in the experimental set up 

are H atoms, however, in this case the protons could also be possible. 
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Figure 4.4.6 (a) Schematic of the H atom transfers path in perfect MoS2 and (b) the 

change in the bond distances S-H during the WTMetaD trajectory as function of time 

(similar behavior also for H+). The vertical grey lines indicate the H atom jumps 

between the binding sites in neighboring layers as indicated in color in (a). (c) and (d) 

are free-energy surfaces of H+ and H atom transfer along the MoS2 interstitial, 

respectively. 

In contrast to h-BN or graphite, defects are much more common in the natural or 

synthesized MoS2, typically with a dominant occurrence of sulfur vacancies [163]. 

Therefore, we studied also the diffusion of H species in the presence of this defect type. 

The WTMetaD results are shown in Figure 4.4.7, revealing that both H and H+ are 

attracted strongly by the S atoms surrounding the vacancy site. The vacancy traps the 

travelling species and this effect appears to be stronger for H atoms than for protons. 

The FES for protons is 0.10 eV, close to the barriers in a perfect material. For H atom, 

we have obtained two different barriers, 0.06 eV and 0.25 eV, which might be due to 

the charge redistribution close to the vacancy and different binding strengths to the S 

atoms in the vicinity of the vacancy and far from it (see Figure 4.4.8). We found that 

the S-H binding strength is different when H species are close or far from the vacancy 

(see Figure 4.4.8). The total energy difference between H+ bound close to the vacancy 

or far from it is only 2.4 kJ/mol, while for H atom, this total energy difference is as 

large as 12.1 kJ/mol, leading to the asymmetric FES. The binding energies of H atoms 
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to S atoms in perfect and defective MoS2 are -0.65 eV and -1.33 eV, respectively, 

indicating stronger interaction H species with the surrounding of the vacancy. The 

smaller barrier corresponds to the hopping between binding sites far from the vacancy, 

which is similar to the case of a perfect system. The higher barrier corresponds to the 

hopping between binding sites close to the vacancy, showing that these sites interact 

much stronger with H atoms. The corresponding calculated diffusion coefficients inside 

defective MoS2 are  1.02 × 10−4 𝑐𝑚2𝑠−1 (for H+) and  4.78 × 10−4 𝑐𝑚2𝑠−1 and 

 3.07 × 10−7 𝑐𝑚2𝑠−1 (for H atom). The vacancies, therefore, suppress the overall 

transport properties of MoS2, which could explain why in the experiment, the h-BN is 

a better hydrogen conducting material than MoS2 [34]. 

 

Figure 4.4.7 Schematic of the H+ or H transfers path in defective MoS2. (b) S-H bond 

distances change during WTMetaD simulations. For (a) and (b), we have similar 

behavior with H+ and H, therefore, only exemplary plots for H atoms are shown. (c) 

Free energy surface of H+ transfer along the defective MoS2. (d) Free energy surface of 

H atom transfer along the defective MoS2.  
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Figure 4.4.8 (a) H+ or H atom bound far away from the sulfur vacancy. (b) H+ or H 

atom bound close to the sulfur vacancy. The sulfur vacancy is marked as an empty gray 

circle. 

Finally, we have investigated H atom inside graphite (proton gets immediately 

neutralized inside this system), as shown in Figure 4.4.9. Here, however, we have not 

observed any H atom transfers with free-energy barriers similar to the other materials, 

meaning that this process would require much higher activation energies and would be 

improbable in the experimental conditions. This is because the C-H bond is very strong, 

therefore, in order to allow the H transfer to the other layer, large energy is required to 

break the C-H bond. The simulation reveals only a single minimum in FES 

(corresponding to the stretching of C-H bond). If more hills were used, higher free-

energy barrier would be overcome, however, this barrier would be too large to observe 

such a transfer experimentally (much larger than 0.7 eV). This finding is consistent with 

the experimental results [164-166], which show that graphite does not conduct 

hydrogen. 
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Figure 4.4.9 (a) H atom bound to graphite layers. (b) C-H bond distances change during 

WTMetaD simulations. (c) Free energy surface of H atom inside graphite.  

4.4.3 Can H atoms Recombine to H2 Molecules in the 

Interstitial Space of Layered Materials? 

The large difference in the self-diffusion coefficients suggests that single hydrogen 

atoms are transported through the interstitial space of h-BN in experiment. This poses, 

however, the question of why hydrogen atoms do not recombine and form H2 in the 

interstitial space. Indeed, the binding energy (while forming H2) in the interstitial space 

is, though 1 eV smaller than for the free species, strongly exothermic (3.46 eV). We 

calculated all possible scenarios of two protiums interacting within the interstitial space 

of h-BN layers: two H atoms bind to the same layer, adjacent layer, and the same layer 

but different interstitials, as shown in Figure 4.4.10. 

Single H atom carries a single spin, therefore, the following combinations of two H 

atoms can be considered: singlet, triplet, or, for large distances, antiferromagnetic 

singlet. At a close distance, only two configurations are possible, which reflect the H2 

molecule in the bonding singlet or in the antibonding triplet state (see Figure 4.4.10). 

For large distances, protiums do not interact with each other. Indeed, in the experiment 

of Hu et al. [34], the hydrogen species concentration (𝑐H) at the entrance to the h-BN 
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was very low, only 1013-1014 cm-3, that is, one proton or protium per 108 BN units. If 

they approach each other, they would not interact in case of parallel spins (Figure 4.4.10, 

red curves, modeled as the triplet state), but spin relaxation will favor the much more 

stable singlet state. Independent if the protiums are bound to the same (Figure 4.4.10a) 

or neighboring (Figure 4.4.10b) layers, for distances above 3 Å, a proton-hydride pair 

with the hydride bound to a boron and proton bound to the nitrogen is the most stable 

configuration (black curves), and additional Coulomb attraction will readily form the 

most stable structure, namely H2 molecule in the interstitial region of the h-BN lattice 

(blue triangles). Also, if the H atoms are bound to the same layer, but at opposite 

interstitial sites, the formation of local proton-hydride pairs is energetically favored 

(Figure 4.4.10c). 

 

Figure 4.4.10 Relative energy (𝐸rel) of 2 H atoms in h-BN with respect to H2 molecule 

in the interstitial space of h-BN lattice as function of distance between the 2 H atoms. 

Two H atoms bind to the same layer (a), adjacent layer (b) or the same layer but 

different interstitials (c). The blue triangles indicate H2 molecule in the interstitial space, 

black circles proton-hydride (H+―H-) pairs, attached to N and B atom. The red squares 

show two non-interacting protiums (modeled as triplet state). For spin flip energies 
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between the triplet and antiferromagnetic single see Table A1 in Section A3 “Spin flip 

energies” in Appendix. 

The blue triangles in Figure 4.4.10 indicate H2 molecule in the interstitial space, black 

circles proton-hydride (H+―H-) pairs, attached to N and B atom. An interatomic 

distance between two protiums of 3 Å or less always results in recombination to H2. 

This apparent contradiction can be explained by the very low concentration of hydrogen 

species reported in the experiment [34], where a concentration of 1013-1014 cm-3 was 

reported. This number corresponds to one H atom per about 2 m2. Thus, the interplay 

of low hydrogen concentration, the quasi two-dimensional diffusion path in the 

interstitial space between the h-BN layers, and the high self-diffusion coefficient allows 

the transport of atomic hydrogen between the PdHx electrodes. 

4.5 Conclusions 

In conclusion, free energy barriers and related self-diffusion coefficients calculated 

using first-principles BO well-tempered metadynamics simulations demonstrate high 

mobility of protium in h-BN and MoS2. In contrast, H+ is highly mobile in MoS2, but 

has a low self-diffusion coefficient in H+ in h-BN. Hydrogen attached to graphite is 

essentially immobile. The related overall lattice of the layered materials remains intact. 

Locally, protons bind to N (S for MoS2), pick an electron from the lattices and leave a 

charged site that extends over a few atoms. At low concentration, this charged state 

would be maintained. Protium binds to B (S for MoS2) atoms. The transport of both 

protium and protons follows a zigzag path where the transported species hop between 

two adjacent layers. The probability of such a hopping is strongly increased by the 

interlayer shear modes that are typical for these materials. Recombination of protium 

will always occur if the species get close to each other, and is avoided only by low 

concentration and the quasi two-dimensional transport process. Our results should be 

of interest for hydrogen transport in other layered van der Waals materials, which could 

be important for applications in hydrogen isotope separation.
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5.  Hydron Isotope Separation Through 

Graphene and h-BN Monolayers 

While the isotope-dependent hydrogen permeability of graphene membranes at ambient 

condition has been demonstrated, the underlying mechanism has been controversially 

discussed during the past five years. The reported room temperature H+-over-D+ 

selectivity is 10, much higher than in any competing method. Yet, it has not been 

understood how protons can penetrate through graphene membranes ― proposed 

hypotheses include atomic defects and local hydrogenation. However, neither could 

explain both the high permeability and high selectivity of the atomically thin 

membranes. In this chapter, we investigate the influence of quantum tunneling in the 

process of hydron isotope permeation and separation through 2D materials. We confirm 

that ideal graphene is quasi-impermeable to protons, yet the most common defect in sp2 

carbons, the topological Stone-Wales defect, has a calculated penetration barrier below 

1 eV and H+-over-D+ selectivity of 7 at room temperature and, thus, explains all 

experimental results on graphene membrane that are available to date. We challenge the 

competing explanation, local hydrogenation, which also reduces the penetration barrier, 

but shows significantly lower isotope selectivity. 

The results shown in this chapter are published in the journal of Advanced Materials, 

2020, 32 (37), 2002442. The calculations were performed by myself, the quantum 

tunneling was calculated with a code written by A. F. Oliveira. The manuscript was 

prepared by myself with comments and remarks from A. Kuc, T. Brumme, A. F. 

Oliveira and T. Heine. Readers will find most of the following chapter in the original 

paper [176]. Reproduced with the permission from Advance Materials, 2020. 32, 

2002442. Copyright Wiley-VCH, Weinheim. 
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5.1 Introduction 

Hydrogen isotopes (protium H, deuterium D, and tritium T) are important in various 

fields of science and technology [12-14, 177]; however, one of the most important 

issues to solve is their separation. For deuterium separation, currently available 

approaches on the industrial plant scale, such as H2 distillation and water–hydrogen 

sulfide exchange [15], are exceedingly energy- and time-intensive, with very low 

separation factors, usually less than 2.5; and methods to capture tritium from low-

concentration solutions are still unknown. This stimulates the exploration of possible 

alternative hydrogen isotope separation methods. 

Recent experiments [41, 42], demonstrated that single atom-thin membranes of 

mechanically exfoliated graphene and h-BN are permeable to thermal protons (H+), but 

much less so to deuterons (D+), resulting in a room temperature selectivity for H+/D+ 

about 10, much higher than in the conventional separation methods [15]. These 

interesting findings are discussed somewhat controversially, both on theoretical [39, 44, 

45, 178, 179] and experimental [180, 181] grounds. The underlying question is whether 

or not thermal protons can permeate through perfect 2D membranes. While the original 

experiments by Lozada-Hidalgo et al. report high permeability and isotope selectivity 

in the 2D defect-free materials [41-43], other experimental works either report 

improved results using chemical vapor deposited (CVD) 2D systems [180] or suggest 

that the proton flow penetrates through local defects rather than the defect-free 

graphene membrane [39, 181]. Recent nano-balloon tests unambiguously stated that 

there are no atomic-vacancy defects in the graphene used in the previous experiments 

[43]. However, other structural defect types without involving atomic vacancies are 

well-known for sp2 carbon systems, such as grain boundaries, topological Stone-Wales 

(SW(55-77)) defects [126], and local hydrogenation, as shown in Figure 5.1.1. In 

particular, the SW(55-77) defect has been observed in mechanically exfoliated CVD 

graphene [182] and in graphene obtained by liquid phase exfoliation of graphite [183]. 
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Figure 5.1.1 Structural representation of: (a) perfect graphene; (b) topological Stone-

Wales (SW(55-77)) defect, and (c) hydrogenation of a 6-membered ring. 

Several scenarios for the penetration of graphene by protons have been investigated 

theoretically to date [39, 44, 45, 178, 179], including defect-free graphene, atomic 

vacancy or topological defects, and partial hydrogenation of 6-membered rings (6MR, 

see Figure 5.1.1). Density-functional theory (DFT) calculations estimate transfer 

energy barriers (Umax) of about 1.4-1.6 eV for a proton passing through a pristine 

graphene sheet [36-38], in agreement with second order Møller–Plesset perturbation 

theory (MP2) (1.48 eV) [179], which indicates that graphene is essentially impermeable 

at ambient condition. Nuclear quantum effects (NQEs) correct the Born-Oppenheimer 

Umax to lower values [44, 178, 179, 184], for example, path-integral molecular 

dynamics (PIMD) accounts for a NQE-imposed barrier drop of 0.46 eV at 300 K [44]. 

The penetration barrier in graphene drops below 1 eV if some of its carbon atoms are 

hydrogenated and, thus, change their hybridization from sp2 to sp3 [44]. While there is 

a general agreement in the literature on the graphene penetration barriers for hydrogen 

and the nuclear quantum effects, only a few articles address the hydrogen isotope 

selectivity [178, 179, 184], and none of them offers a consistent picture explaining the 

experimental results that are available to date [41, 43, 186]. 

In this chapter, we calculated the flow of protons and their isotopes through graphene 

membranes and through the most common graphene defect sites. This allows the direct 

comparison of the permeability and the calculation of the corresponding selectivities. 

The models include, for comparison, pristine h-BN and, as principal target material, 

graphene as pristine membrane, with the topological SW(55-77) defect and with a 

locally hydrogenated ring. For each model, we first calculated the potential energy 
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surface (including Umax) on grounds of first-principles methods. The flow of protons 

(and their isotopes) is then estimated including quantum tunneling via the Wentzel–

Kramers–Brillouin (WKB) approximation [53]. While we provide data for all three 

isotopes of hydrogen, including tritium for comparison, only the selectivities for the 

separation of H+ and D+ can be compared to the available experimental data and is, thus, 

the focus of this chapter. We show that the permeability of protons through perfect 

graphene is too low to generate appreciable particle flow, even though it would result 

in very high selectivities (much higher than reported in experiment). Local 

hydrogenation significantly lowers Umax but also reduces significantly the isotope 

selectivity to values much lower than those reported from experiment. On the other 

hand, we argue that the topological, vacancy-free SW(55-77) defect, with Umax below 

1 eV and H+-over-D+ (H+/D+) selectivity of about 7, matches well the experimental 

findings by Lozada-Hidalgo et al. [41, 186] (see Figure 5.1.2). The H+ flow through the 

7MR ring is 106 times larger than that through the 6MR ring, indicating that, even if the 

concentration of such a defect was as low as 1 ppm, it would still govern the transport 

process in the graphene flake (and yet neither be detectable in the Raman spectrum nor 

in the nano-balloon test). These findings indicate that increasing the concentration of 

7MRs in vacancy-defect-free sp2 carbon structures are a promising route for the design 

of hydrogen-isotope-separation and potentially proton-exchange membranes. 

 

Figure 5.1.2 Schematic representation and summary of proton (H+) and deuteron (D+) 

transfer and separation through graphene with different carbon ring sizes. The most 
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plausible explanation of the high isotope selectivity is that 7-membered rings are 

present in the 2D membrane (green), as in the case of common SW(55-77) defects. 

5.2 Methodology 

By employing a one-dimensional (1D) transition state model, the transmission 

coefficients for quantum tunneling are calculated from Wentzel-Kramers-Brillouin 

(WKB) approximation [53]. When the energy E of a single particle is smaller than the 

maximum height of the barrier Umax, the transmission coefficient T(E) can be described 

by:  

𝑇(𝐸) = exp {−
2

ℏ
∫ √2𝑚[𝑈(𝑧) − 𝐸]𝑑𝑧
𝑧2

𝑧1

} (5.2.1) 

where z1 and z2 are the two turning points at which 𝑈(𝑧1) = 𝑈(𝑧2) = 𝐸. 

Assuming that the particles are coming from infinite distance to the graphene 

membrane, by multiplying the kinetic energy distribution with the transmission 

coefficient 𝑇(𝐸), integrating over all the possible kinetic energies, the flow 𝑢 of the 

particles tunnel through the potential barrier can be obtained: 

𝑢tunnel = √
𝛽

2𝜋𝑚
∫ exp (−𝛽𝐸)𝑇(𝐸)𝑑𝐸
∞

0

 (5.2.2) 

where β = 1 𝑘B𝑇⁄ , kB is the Boltzmann constant and T is temperature. 

For a given potential 𝑈(𝑧), the particle flow (𝑢tunnel) passing through the potential 

barrier that is contributed by quantum tunneling is expressed by: 

𝑢tunnel = √
𝛽

2𝜋𝑚
∫ 𝑇(𝑈(𝑧))𝑒−𝛽𝑈(𝑧)
0

∞

𝜕𝑈

𝜕𝑧
𝑑𝑧 (5.2.3)  

The classical particle flow is given as: 

𝑢class =
𝑒−𝛽𝑈max

√2𝜋𝑚𝛽
 (5.2.4)  
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The total particle flow passing through the potential barrier is given as: 

𝑢 =  𝑢class + 𝑢tunnel =
𝑒−𝛽𝑈max

√2𝜋𝑚𝛽
+ √

𝛽

2𝜋𝑚
∫ 𝑇(𝑈(𝑧))𝑒−𝛽𝑈(𝑧)
0

∞

𝜕𝑈

𝜕𝑧
𝑑𝑧 (5.2.5)  

The first term in Equation (5.2.5) corresponds to the classical particle flow, which is 

independent of tunneling, while the second term refers to the quantum tunneling 

contribution. In Section 5.4, we report results of both classical (uclass) and total (u) 

particle flows at 300 K to elucidate how much of quantum effects are involved in the 

transfer process of each particle. 

5.3 Calculation Details 

For graphene, pristine membrane and two possible defect types, the SW(55-77) and 

locally hydrogenated 6MR have been considered. They were studied on a coronene 

cluster model, which was carved from pristine graphene, as shown in Figure 5.3.1. Such 

a model was validated in earlier works [179]. The edge carbon atoms were saturated 

with hydrogen atoms to form a coronene molecule, as shown in Figure 5.3.1b. The 

SW(55-77) defect was created by rotation of one of the C-C bonds by 90° [126, 187], 

resulting in two pentagonal (5-membered) and two heptagonal (7-membered) rings (see 

Figure 5.3.1c). Periodic graphene models have also been considered for comparison, 

see the Section A4 of “Periodic supercell models” in Appendix. 

For the trans-hydrogenation, one of the hexagonal (6-membered) rings was decorated 

with additional H atoms, changing hybridization of C atoms from sp2 to sp3 (see Figure 

5.3.1d). Either two, four, or six H atoms were included, which correspond to the 

breaking of one, two, or all three π-bonds in one hexagonal ring. The lowest-energy H 

atom configuration in the 6MR is alternating on both sides, that is, two neighbouring C 

atoms have H atoms either above or below the cluster plane.  
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Figure 5.3.1 Carving a symmetrical fragment from the (a) periodic graphene sheet for 

computational models of: (b) coronene cluster model with 6MR (orange); (c) Stone-

Wales (SW(55-77)) defect in the coronene cluster with two 5MR (red) and two 7MR 

(green); and (d) six H atoms hydrogenation (blue) of a 6MR ring in the coronene cluster.  

For h-BN, as previous TEM and conductive AFM studies suggested that no defects or 

pinholes appear on h-BN [138], therefore, only perfect h-BN monolayer was studied. 

The h-BN monolayer was represented by the h-BN fragment cut from periodic h-BN, 

atoms on the edge were saturated with hydrogen atoms, as shown in Figure 5.3.2. 

 

Figure 5.3.2 Carving a symmetrical fragment from the periodic h-BN sheet (a) for the 

computational model of h-BN cluster (b). 

All structures were optimized using density-functional theory (DFT), employing the 

PBE0 functional [64, 68] and 6-31+G(d,p) basis set. The D3-(BJ) correction of London 

dispersion interactions following the approach of Grimme [76] was used as 
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implemented in Gaussian 09 package [188]. The benchmark calculations were carried 

out using DLPNO-CCSD(T) method, with cc-pvtz basis set and tight DLPNO 

thresholds, as implemented in ORCA 4.1 program [189].  

In order to find the minimal potential energy barrier along the particles transfer path, a 

one-dimensional (1D) transition state model was employed. We assume the isolated 

particles follow a linear trajectory, moving from “vacuum” to the center of the graphene 

sheet on a path perpendicular to the basal plane. The transport path was defined by the 

vertical distance between the H+/D+ particle and graphene cluster, starting from 1.50 Å 

to -1.50 Å, with a step of 0.05 Å, with 0.00 indicating the particle in the ring center. 

The potential energy barriers (Umax) of a proton going through different types of rings 

in the cluster were calculated using single point energies on the optimized cluster 

structures. The schematic process is shown in Figure 5.3.3. 

 

Figure 5.3.3 Schematic of calculating the PES of protons permeation through graphene. 

5.4 Results 

5.4.1 Hydron Isotope Permeate Through Graphene and h-BN 

Monolayers 

First, we substantiated the results obtained using our density-functional theory (DFT) 

approach (PBE0/6-31+G(d,p)) with DLPNO-CCSD(T) calculations, which give an 

energy barrier of 1.58 eV for the H+ to permeate through the central ring of a coronene 

cluster model (6MR). In our DFT method, this barrier is only slightly lower (1.41 eV). 
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We have calculated the energy profiles and the resulting transfer flow of H+, D+, and T+ 

through the 5-, 6-, and 7-membered rings in a coronene flake model structure, and for 

a corresponding 6MR model of h-BN. The potential energy profiles of the cluster 

models are very similar to those obtained for a proton penetrating periodic graphene 

models calculated by us (for details, see Section A4 “Periodic supercell models” in 

Appendix) and Griffin et al. [190]. 

The potential energy profiles and the electron density isosurfaces at the transition state 

for each system are shown in Figure 5.4.1, while the corresponding flow of the isotopes 

are given in Table 5.4.1. The 5MR is impermeable, with Umax as high as 3 eV, and at 

the same time shows a very dense electron density in the ring centre (Figure 5.4.1b). 

Although the H+/D+ selectivity is very large, there is practically no proton flow through 

the membrane. The Umax reduces significantly to 1.41 eV for the 6MR and to 0.99 eV 

for the 7MR. At the same time, the electron densities at the ring centres decrease (Figure 

5.4.1c and d). H+/D+ selectivities, calculated as ratios of the proton and deuteron flow, 

reduce to 66 for 6MR and to 7 for 7MR. The corresponding H+/T+ and D+/T+ 

selectivities are also given in Table 5.4.1. It should be noted, though, that the particle 

flow in the 7MR is 6 orders of magnitude higher than for the 6MR.  
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Figure 5.4.1 (a) The potential (U) as function of the distance between a particle and the 

2D membrane (z) for the H+ transfer through the carbon 5MR (red), 6MR (orange), and 

7MR (green) in a coronene flake with a SW(55-77) defect. The potential is only 

considered between the minima, the increase beyond is due to the absence of solvent in 

our computational model. (b-d) The schematic models and the isosurfaces of H+ transfer 

through the 5MR, 6MR, and 7MR, marked as red, black, and green circles, respectively. 

The value of each isosurface is set to 0.06. Note that Umax is at z = 0. 

Table 5.4.1 The transfer energy barriers, Umax (calculated from Born-Oppenheimer 

approximation), the total (𝑢) and the classical particle flow (𝑢class) for the H+ and D+ 

transfer at 300 K through 5MR, 6MR, and 7MR in a coronene flake with a SW(55-77) 

defect, and through h-BN 6MR. The particle flows are given in Hartree atomic units of 

length/time. 

System 5MR 6MR 7MR h-BN 

𝑈max (eV) 3.04 1.41 0.99 0.90 

H+ 

𝑢class 2.71  10-55 5.19  10-28 6.86  10-21 1.09  10-18 

𝑢 3.82  10-41 2.34  10-25 1.32  10-19 2.11  10-17 

D+ 

𝑢class 1.92  10-55 3.67  10-28 4.85  10-21 7.71  10-19 

𝑢 9.13  10-51 3.52  10-27 1.91 10-20 3.13  10-18 
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T+ 

𝑢class 1.57  10-55 3.00  10-28 4.00  10-21 6.30  10-19 

𝑢 1.11  10-53 1.35  10-27 1.05  10-20 1.71  10-18 

𝑢H+

𝑢D+
 4.2  109   66.5 6.9 6.7 

𝑢H+

𝑢T+
 3.4  1012   173.0 12.6 12.3 

𝑢D+

𝑢T+
 823.0 2.6 1.8 1.8 

It is worth noting that the experimentally detected H+/D+ selectivity of 10 was also 

obtained for h-BN monolayers. We have, therefore, applied the same method to the 

perfect h-BN, modelled as B12N12H12 molecule, h-BN counterpart of coronene (no 

defects present), and we have obtained Umax of about 0.9 eV (in agreement with other 

work [178]) and a significantly higher particle flow than for the graphene 6MR with a 

selectivity of about 7 (Table 5.4.1), supporting our conclusions and the approach. 

5.4.2 Influence of Hydrogenation  

Since the experiments were performed in aqueous medium (Nafion), local 

hydrogenation of the 6MR in graphene was suggested as possible reason for the high 

proton transfer rates [44, 45]. Indeed, hydrogenation changes the local hybridization of 

C atoms from sp2 to sp3, makes the rings locally non-planar, somewhat increases the 

ring size (the C-C bond length increases by about 7%), and reduces the electron density 

inside the ring, due to removal of π electrons. Therefore, the particles experience 

weaker repulsion from the carbon atoms in the ring. This results in lowering of Umax for 

particles to about 0.7 eV for the full hydrogenation of a single 6MR as shown in Figure 

5.4.2. For the 6MR+6H model, a double maximum shape of the PES is obtained (Figure 

5.4.2a). In this case, at each side of the ring, the 3 H atoms impose a steric barrier, 

resulting in two maxima in the PES at |z| = 0.65 Å. The potential barrier at z = 0 is due 

to the carbon 6MR. 
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Addressing the energetics of the formation of such defects is beyond the scope of this 

chapter and we concentrate on a possible proton transfer and isotope selectivity through 

hydrogenated graphene. While values of Umax are lowered and the individual particle 

flows increase, as Table 5.4.2 shows, there is almost no quantum tunneling observed, 

even not for the protons. This suggests hydrogenation is most probably not relevant for 

proton and deuteron transfer due to the strongly suppressed quantum effects and the 

resulting very small selectivity (around 2 or less). The corresponding H+/T+ and D+/T+ 

selectivities are also reported for comparison. 

 

Figure 5.4.2 (a) The potential (U) as function of the distance between a particle and the 

2D membrane for the H+ transfer through the perfect 6MR (yellow), 2 H atom (light 

blue), 4 H atom (medium blue), and 6 H atom (dark blue) hydrogenated 6MR in the 

coronene flake. The potential is only considered between the minima, the increase 

beyond is due to the absence of solvent in our computational model. (b-d) The 

schematic models and the isosurfaces of H+ transfer through the 6MR and 6MR with 2, 

4, and 6 H atoms, marked as yellow and different blue circles, respectively. The value 

of each isosurface is set to 0.06. Note that Umax is at z = 0. 

Table 5.4.2 The transfer energy barriers, Umax (calculated from Born-Oppenheimer 

approximation), the total (𝑢) and the classical particle flow (𝑢class) of the particles at 

300 K through the pristine 6MR and through 2H-, 4H- and 6H-trans-hydrogenated 

coronene flake. The particle flows are given in Hartree atomic unit of length/time. 

System 6MR 
2H-trans 

hydrogenated 

4H-trans 

hydrogenated 

6H-trans 

hydrogenated 
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𝑈max (eV) 1.41 1.23 0.79 0.70 

H+ 

𝑢class 5.19 × 10-28 6.12 × 10-25 1.27 × 10-17 4.14 × 10-16 

𝑢 2.34 × 10-25 3.04 × 10-24 2.10 × 10-17 9.72 × 10-16 

D+ 

𝑢class 3.67 × 10-28 4.33 × 10-25 9.01 × 10-18 2.93 × 10-16 

𝑢  3.52 × 10-27 1.03 ×10-24 1.24 × 10-17 4.58 × 10-16 

T+ 

𝑢class 3.00 × 10-28 3.53 × 10-25 7.36 × 10-18 2.39 × 10-16 

𝑢 1.35 × 10-27 6.75 ×10-25 9.42 × 10-18 3.31 × 10-16 

𝑢H+

𝑢D+
 66.5 3.0 1.7 2.1 

𝑢H+

𝑢T+
 173.0 4.5 2.2 2.9 

𝑢D+

𝑢T+
 2.6 1.5 1.3 1.4 

5.4.3 Discussions 

Our results show that the Umax of particle transfer (protons and their isotopes) through 

a 2D membrane of graphene reduces if the ring size is enlarged, as in the cases of the 

SW(55-77) defects or hydrogenation of carbon atoms. Our calculated Umax of 1.41 eV 

for the 6MR and 0.99 eV for the 7MR are in close agreement with previous theoretical 

studies [178, 179]. The 7MR barrier of ~1eV is closest to the experimentally reported 

value [40, 41].  

The selectivity is calculated as ratio of the isotope flows (see Section 5.2) and thus 

eliminates systematic errors in the approach. An increase of the ring size lowers the 

transmission barrier and, consequently, the H+/D+ selectivity, which is around 66 in the 

6MR, while it is only around 7 in 7MR. The latter value is reasonably close to the 
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experimental value of 10 [41, 186]. A perfect graphene membrane would show a 

significantly lower deuteron flow. The fact that the selectivity slightly drops to 8 for a 

CVD-grown graphene [186] (which is expected to have grain boundaries, typically 

involving 7MR) further supports our hypothesis. 

Lozada-Hidalgo et al. [41] rationalize the high isotope selectivity of the graphene 

membranes with the 60 meV difference in binding energy of deuterons and protons to 

water in the Nafion film. Fed into Arrhenius equation, this results in a selectivity of 

about 10 at room temperature, fitting to the experimental observation. However, with 

that argumentation, the selectivity would be independent of the membrane itself. As we 

have shown here, the selectivity is due to the tunnel effect when the hydrons penetrate 

through the graphene membrane. 

Hydron isotope tunneling through defect-free h-BN and graphene has already been 

reported on grounds of WKB approximation followed by application of the empirical 

Arrhenius equation [178, 184]. The latter step is, however, not necessary for the 

calculation of isotope selectivities, which can be directly obtained as quotient of the 

isotope particle flows. This direct approach gives significantly larger selectivities (66 

vs. 16…30 for graphene [178, 184], and 10 vs. 2-4 for h-BN [178]).  

The huge increase of particle flow for the 7MR (by more than 6 orders of magnitude 

compared to the 6MR) indicates that even for a concentration on the ppm scale, 7MRs 

govern the proton transfer process. For Raman spectroscopy, a typical quality control 

experiment, the detectable concentration limit of topological SW(55-77) defects in a 

graphene monolayer is about 2× 109 cm-2 [191-193], well above the ppm-scale 

concentration of 7MR that is needed to govern the proton transfer. At the same time, 

our conclusions are in agreement with a recent experiment by Lozada-Hidalgo and co-

workers [43], which showed that the membranes employed in earlier experiments are 

free of vacancy defects. Vacancy defects and their energy barriers have been discussed 

in the literature by others [39]. They are typically significantly lower than the 7MR 

defect (e.g., 0.68 eV for OH-saturated vacancy defects [39]). As the thickness of the 
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membrane is the same, this will result in much lower selectivity than for the 

hydrogenated rings discussed here. 

Moreover, we find that local hydrogenation of graphene is most probably not relevant 

for proton and deuteron transfer due to the strongly suppressed quantum effects and the 

resulting very small selectivity (around 2 or less). 

The calculated selectivities towards tritium suggest that graphene may be useful for 

enriching tritium concentrations in contaminated water (H+/T+ selectivity is 12 at 

ambient condition), but hardly suitable to capture tritium from contaminated heavy 

water (D+/T+ selectivity is 1.8). 

5.5 Revisit Arrhenius Equation 

Quantum tunneling essentially lowers the energy barrier when protons through 2D 

membranes. It is instructive to know the effective energy barrier after taking quantum 

tunneling into consideration. To this end, we calculated the effective Arrhenius 

activation energy that includes quantum tunneling.  

In a reaction, the experimental rate constant (kr) and the inverse temperature (1 𝑘B𝑇⁄ ) 

is usually connected by the empirical Arrhenius equation, 

        𝑘𝑟 = 𝐴exp(−𝐸a 𝑘B𝑇⁄ )     (5.5.1) 

where A is the pre-exponential factor that describes an additional empirical dependence 

due to the collision frequency orientation, 𝐸a is the Arrhenius activation energy, 𝑘B 

is Boltzmann constant and T is temperature. In Section 5.2, Equation (5.2.5) gives the 

total particle flows u permeating through graphene. According Tkatchenko and co-

workers [184], the average transmission probability k can be described from:  

𝑘 = √2𝜋𝑚𝛽𝑢 = 𝑒−𝛽𝑈max +∫ 𝑇(𝑈(𝑧))𝑒−𝛽𝑈(𝑧)
𝜕𝑈

𝜕𝑧
𝑑𝑧

0

∞

 (5.5.2)  
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Combing Equation (5.5.1) and (5.5.2), the effective Arrhenius activation energy Ea that 

includes quantum tunneling is expressed by: 

𝐸a(𝛽) = −
𝜕𝑙𝑛𝑘(𝛽)

𝜕𝛽
=
𝑈max𝑒

−𝛽𝑈max + ∫ 𝑇(𝑈)𝑒−𝛽𝑈(𝛽𝑈 − 1)
𝑑𝑈
𝑑𝑧
𝑑𝑧

0

∞

𝑒−𝛽𝑈max + 𝛽 ∫ 𝑇(𝑈)𝑒−𝛽𝑈
𝑑𝑈
𝑑𝑧
𝑑𝑧

0

∞

 (5.5.3)  

Equation (5.5.3) gives the relationship of the effective Arrhenius activation energy 

includes quantum tunneling with different potentials. Utilizing the PESs of proton 

permeating through 5MR, 6MR and 7MR from BO-DFT calculations, plugging them 

into Equation (5.5.3), the effective Arrhenius activation energies 𝐸a(𝛽)  includes 

quantum tunneling at 300 K for hydron isotope permeating through 5MR, 6MR and 

7MR are 0.47 eV, 0.80 eV and 0.76 eV, respectively. For comparison, the original 

energy barriers without quantum from BO-DFT are 3.04 eV (5MR), 1.41 eV (6MR) 

and 0.99 eV (7MR). 

We notice that although the 5MR has the highest BO-DFT energy barrier (3.04 eV) 

among the three ring sizes, its effective Arrhenius activation energy (0.47 eV) is much 

lower than the ones of 6MR (0.80 eV) and 7MR (0.76 eV), which is unexpected and 

unphysical at all. This unrealistic value of effective Arrhenius activation energy for 

5MR invites us to explore more PESs, to investigate the relationship of original energy 

barriers (here from DFT) without quantum tunneling and the effective Arrhenius 

activation energies (calculated from the Equation (5.5.3)) include quantum tunneling. 

Therefore, we engineered the original PESs of 5MR, 6MR and 7MR from DFT 

calculations by scaling their energy barrier heights Umax with different scaling factors f 

(varies from 0.2 to 2), the widths of the scaled PESs stay the same as the original ones. 

Figure 5.5.1a-c shows a branch of the scaled PESs, and they were then utilized to 

calculate the effective Arrhenius activation energies by employing the Equation (5.5.3), 

the relationship the effective Arrhenius activation energies and the scaled Umax are 

shown in Figure 5.5.1d-f. 
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Figure 5.5.1 Scaled PESs for 5MR (a), 6MR (b) and 7MR (c) with different scaling 

factors f, the original PES for each system are represented as solid lines, the scaled ones 

are in dash lines. (d)-(f) are the effective Arrhenius activation energies include quantum 

tunneling (y axis) versus the scaled energy barriers Umax without quantum tunneling (x 

axis), temperature is set at 300 K. 

Apparently, the effective Arrhenius activation energies include quantum tunneling are 

all smaller than the original barriers Umax, as quantum tunneling lowers the energy 

barrier. However, the weird behavior is a vertex appears in Figure 5.5.1d-f. For instance, 

in the scenario of 5MR (see Figure 5.5.1d), when Umax is smaller than 1.29 eV, the 

effective Arrhenius activation energy increases positively with Umax, which is as 
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expected ― larger original barrier (Umax) corresponds larger effective Arrhenius 

activation energy. However, when Umax is larger than 1.29 eV (at the right side of the 

vertex), the effective Arrhenius activation energy decreases with the increasing Umax―

larger Umax correspond lower effective Arrhenius activation energies, which is 

unphysical at all. Similar phenomena appear in the cases of scaled 6MR (Figure 5.5.1e) 

and 7MR (Figure 5.5.1f), when Umax is larger than 1.24 eV, the unphysical behavior 

starts.  

To find out why such weird vertex appears in the cases, we revisited the Arrhenius 

equation. Previous study [194] demonstrated that when quantum effects play a 

significant role (for example, at low temperature) in the reactions, nonlinear Arrhenius 

graph could be observed. In particular, the curvature were found in the reactions that 

involve hydrogen atom (H) or proton (H+). Figure 5.5.2 presents the plots of 

transmission probability k for each isotope (H+, D+ and T+) vs. the inverse of 

temperature (1000/T) for the 5MR, 6MR and 7MR systems, the temperature range is 

200-1000 K. 
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Figure 5.5.2 The transmission probability k of different hydron isotopes (H+, D+ and T+) 

as a function of inverse temperature (1000/T) for the cases of 5MR (a), 6MR (b) and 

7MR (c). The concaved lines indicate the role of quantum tunneling. The black dashed 

lines represent the liner behavior of Arrhenius plots, grey dashed lines point to the 

temperature at 300 K. 
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The sub-Arrhenius concave (usually associated with quantum tunneling effect) [195] 

was observed in Figure 5.5.2. Especially, in the case of 5MR, when the temperature is 

around 500 K, the curvature in the plot of H+ already becomes quite strong. For 6MR, 

at 300 K, the Arrhenius graph of H+ shows a trend of curvature as well, which means 

Arrhenius equation is not applicable in the case of 6MR either. In 7MR, at 300 K, the 

Arrhenius plot is normally behaved.  

When Umax is high, such as in the cases of 5MR and 6MR, where the original energy 

barrier is 3.04 eV and 1.41 eV, it is impossible for such reactions happen at classical 

cases, but there is still a finite possibility for the protons to tunnel through the energy 

barriers due to quantum tunneling. In other words, in the reactions with high energy 

barriers and quantum tunneling plays a significant role, the classical Arrhenius equation 

is inapplicable (e.g., in the scenarios of 5MR and 6MR), due to their high original 

energy barriers. This explains the weird vertex in Figure 5.5.1, when Umax is too high, 

the Arrhenius equation fails. Therefore, to employ Arrhenius equation in a reaction 

where quantum tunneling plays an important role, the energy barrier of the reaction 

should below 1.2 eV, otherwise inaccurate effective Arrhenius activation energies 

would be obtained because of quantum tunneling. 

Now let us come back to see the effective whether or not we can get effective Arrhenius 

activation energies of each proton isotope permeation through graphene. As 

demonstrated in Section 5.4, protons are indeed tunnel through the 7MR, with the 

original barrier Umax 0.99 eV. Hence, in the case of 7MR, it is safe to apply Arrhenius 

equation to obtain effective activation energies includes quantum tunneling. We find 

that these effective energies for H+ and D+ through 7MR are 0.76 eV and 0.92 eV, 

respectively; dropped by 0.23 eV and 0.07 eV from BO-DFT energy barriers without 

quantum tunneling. 

5.6 Conclusions 

In summary, combining the results of calculations of the energy barriers (Umax), transfer 
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flow of the particles, and the isotope selectivity, the most plausible hypothesis for the 

hydron isotope transfer through atomically thick graphene membranes is that the 

process is governed by tunneling through 7-membered rings in the topological 

(vacancy-free) Stone-Wales (SW(55-77)) defects and in grain boundaries. SW(55-77) 

defects significantly lower the penetration barrier for hydrogen through graphene: the 

proton flow through a seven-membered ring is a million times higher compared to a 

ring in the pristine honeycomb lattice, and yields an H-over-D selectivity of 7 at 

ambient condition. Our results well explain the recently reported experiment on 

hydrogen isotope separation on defect-free graphene. Even a presence in a ppm-scale 

concentration (in absence of vacancy defects) makes 7MR the dominant contributor for 

proton flow and, thus, governs the hydrogen isotope selectivity. Better membranes 

would include a large concentration of 7MR in absence of other defects. Hydrogenation 

lowers the energy barrier but decreases the selectivity meanwhile due to the strongly 

suppressed quantum effects. Additionally, when applying the empirical Arrhenius 

equation in the H/H+ involved reactions where NQE plays a significant role, the energy 

barriers for these reactions should be lower than 1.2 eV, otherwise it would lead to 

inaccurate effective activation energies because of quantum tunneling. 
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6.  Graphdiyne Monolayer as Efficient 

Quantum Sieve for Helium Isotopes 

In the previous chapter, we show that quantum tunneling plays a critical role for 

separating hydron isotopes using 2D graphene and h-BN monolayers. This success 

challenged us to search for other 2D materials with ideal pore size to serve as quantum 

sieves. Except hydrogen, the demand of other isotopes is also growing, such as light 

helium isotope (3He). To this end, in this chapter, we aim to separate light 3He with one-

atom-thick carbon allotrope of graphyne (GY) [47, 48] and graphdiyne (GDY) [49-51] 

nanoporous materials. The uniformly distributed pores of GY and GDY render 

themselves promising for separating gas molecules [196], and even isotopes [197, 198]. 

Yet, how pure quantum tunneling would influence the permeation of helium isotopes 

through these materials needs to be further investigated, as studied in this chapter2.  

6.1 Introduction 

The light isotope of helium―3He, is in growing demand in various of fields, for 

instance, in cryogenic industries [199], neutron-scattering facilities, and the basic 

research chemistry and physics [200]. The rareness of 3He in nature renders itself being 

extremely difficult to be enriched. The conventional approach for harvesting 3He is to 

skim the tritium reserves and capture 3He as a byproduct of the radioactive tritium decay 

[201]; nevertheless, the production capability for such technique is excessively limited. 

In order to meet the increasing demand of 3He, alternative approaches for its harvest is 

                                                             

2 Data and contents presented here are in preparation for publication. 
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urgently needed. 

Two-dimensional (2D) materials, such as graphene and h-BN monolayers, have been 

demonstrated promising for separating hydron isotopes with high H+/D+ selectivity 

around 10 [41], which is much more efficient than the conventional separation methods 

[15]. To serve as good quantum sieves, the pore size of 2D nanomaterials, which 

corresponds for the balance between the permeability and the selectivity of isotopes, is 

crucial. Because on one hand, larger pore size corresponds smaller energy barriers, the 

particles can, therefore, permeate through the membranes easier, with greater particle 

flow; on the other hand, however, according to the kinetic quantum sieving (KQS) [21], 

increasing the radius of pore would dramatically reduce nuclear quantum effect (NQE), 

which would strongly decrease the selectivity of the isotopes. Combing these two 

competing factors together, good candidates for quantum sieving should meet the 

permeation and separation of the isotopes at the same time, with proper pore sizes. 

Most of carbon-based materials only contain sp2- or sp3-hybridized carbon atoms, such 

as graphene (sp2-hybridized) and diamond (sp3-hybridized). Yet, the existence of 

ethynyl units could substantially affect the properties of materials [202, 203]. In the 

past decades, intensive studies [48, 204-207] were focused on investing the sp-

hybridized materials. In 1987, Baughman et al. [47] initially proposed that graphyne 

(GYs) family would be a series of stable carbon allotropes which are highly sp-

hybridized. GYs are composed from benzene rings and acetylenic linkages; according 

to the number of acetylenic linkers, GYs are divided as graphyne (GY), graphdiyne 

(GDY), graphtriyne (GTY), and so forth [49]. The high degree of π-conjunction in the 

GYs with consistently formed pores providing them potential applications in many 

fields. For instance, previous studies have shown that GDY is promising in separating 

gas molecules [196] and isotopes [197]. However, whether other GYs can serve as 

isotope sieves is not clear; and how pure quantum tunneling affects helium isotope 

separation via GYs needs to be further investigated. In this chapter, on the basis of first-

principles calculations, we investigate helium isotope (3He and 4He) separation through 
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GY and GDY monolayers. By calculating the potential energy surface (PES) of each 

system, we rule out GY membrane serving as quantum sieve for helium isotopes, due 

to the high energy barrier it provides. On the other hand, GDY shows a very low energy 

barrier and is highly permeable to helium isotopes. Nevertheless, in order to separate 

3He and 4He efficiently, only at cryogenic temperature, when kinetic energies of the 

particles are tiny and quantum tunneling plays a significant role, can helium isotopes 

be separated effectively. For example, at the cryogenic temperature of 15 K, the 

selectivity of 3He/4He via GDY can be as high as 18. 

6.2 Models and Methods 

We have built 3×3 supercell of GY and GDY, the optimized structures are shown in 

Figure 6.2.1. The lattice constants after full optimizations are 6.89 Å and 9.47 Å for GY 

and GDY, respectively, in good agreement with previous studies [208, 209]. GY has 

one acetylenic linker (sp-hybridized carbon) between the two benzene rings while GDY 

has two, which yields GY has smaller van der Waals (vdW) surface than GDY. Different 

types of bonds exist in GYs: the aromatic bonds (sp2-hybridized), the single carbon 

bonds linking adjacent C-C bonds (sp-sp2-hybridized), and the triple C≡C bonds (sp-

hybridized). The calculated bond lengths are shown in Table 6.2.1, which are consistent 

with former works [208, 209]. 

 

Figure 6.2.1 Structures of GY (a) and GDY (b) monolayers. 
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Table 6.2.1 Optimized bond length in GY and GDY. 

Structure Csp2-Csp2 (Å) Csp2-Csp (Å) Ccp-Csp (Å) Csp-Csp2 (Å) 

GY 1.43 1.41 1.22 - 

GDY 1.43 1.40 1.23 1.34 

 

All the calculations were carried out using density-functional theory (DFT) with 

Perdew-Burke-Ernzerhof [64] (PBE) functional, as implemented in the CP2K 6.0 

package [171]. D3 correction of vdW interactions following the approach of Grimme 

[76] was applied. The Quickstep method was employed, with Goedecker-Teter-Hutter 

[172] (GTH) pseudopotentials together with DZVP-MOLOPT-GTH-SR basis set for 

carbon atoms; helium was treated with the DZVP-all electron basis set and all-electron 

potential. The plane-wave energy cutoff was set to 550 Ry.  

Similar to the PES that calculated in Chapter 5, here we also employ one-dimensional 

(1D) transition state model. Assuming the isolated helium particles moving from 

vacuum to the center of the GYs plane perpendicularly. The transport path with the 

minimal potential energy barrier was defined by the vertical distance between the 3He 

or 4He particle and the GYs membrane, starting from 3.0 Å to -3.0 Å, with a step of 

0.05 Å.  

At cryogenic temperature, quantum tunneling would be significant for the permeation 

and separation. Since the kinetic energy E would be very small at cryogenic temperature, 

we calculate the transmission coefficient T(E) for the tunneling by employing Wentzel-

Kramers-Brillouin (WKB) approximation [53], 

𝑇(𝐸) = exp {−
2

ℏ
∫ √2𝑚[𝑈(𝑧) − 𝐸]𝑑𝑧
𝑧2

𝑧1

} (6.2.1) 

where 𝑧1 and 𝑧2 are the turning points at which 𝑈(𝑧1) = 𝑈(𝑧2) = 𝐸. 

Assuming that the helium particles coming from infinite distance to the GYs membrane, 

by multiplying the kinetic energy distribution with the transmission coefficient 𝑇(𝐸), 

integrating over all the possible kinetic energies, the particle flow 𝑢 tunneling through 
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the potential barrier is described as: 

𝑢 = √
𝛽

2𝜋𝑚
∫ exp (−𝛽𝐸)𝑇(𝐸)𝑑𝐸
∞

0

 (6.2.2) 

where β = 1 𝑘B𝑇⁄ , kB is the Boltzmann constant, and T is temperature. 

For a given potential 𝑈(𝑧), the particle flow (𝑢tunnel) passing through the potential 

barrier that is contributed by quantum tunneling is expressed as: 

𝑢tunnel = √
𝛽

2𝜋𝑚
∫ 𝑇(𝑈(𝑧))𝑒−𝛽𝑈(𝑧)
0

∞

𝜕𝑈

𝜕𝑧
𝑑𝑧 (6.2.3) 

The classical particle flow is given as: 

𝑢class =
𝑒−𝛽𝑈max

√2𝜋𝑚𝛽
 (6.2.4) 

Therefore, the total particle flow passing through the potential barrier is expressed by: 

𝑢𝑡  =  𝑢class + 𝑢tunnel =
𝑒−𝛽𝑈max

√2𝜋𝑚𝛽
+ √

𝛽

2𝜋𝑚
∫ 𝑇(𝑈(𝑧))𝑒−𝛽𝑈(𝑧)
0

∞

𝜕𝑈

𝜕𝑧
𝑑𝑧 (6.2.5) 

The ratio for the total particle flow (u) of 3He and 4He through the membrane determines 

the selectivity of 3He/4He. 

6.3 Results 

Figure 6.3.1 and Figure 6.3.2 depict the scenarios of helium permeate through GY and 

GDY membrane, respectively. The energy barrier for helium permeate through GY is 

1.84 eV (see Figure 6.3.1d) while is only 0.048 eV for GDY (see Figure 6.3.2d). The 

huge energy barrier (1.84 eV) of GY indicates that it can be ruled out for separating 

helium isotopes. Therefore, hereafter this chapter, only GDY is reported for helium 

isotope separation. 
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Figure 6.3.1 (a) Side and (b) top views of He transfer through GY membrane; (c) 

Electron density isosurface (the value of isosurface is set to 0.06) and (d) potential 

energy surface (PES) of He through GY plane. 

 

Figure 6.3.2 (a) Side and (b) top views of He transfer through GDY plane; (c) Electron 

density isosurface (the value of isosurface is set to 0.06) and (d) potential energy surface 

(PES) of He through GDY membrane. 

The small energy barrier and the wide PES (3.4 Å) of helium isotope permeate through 

GDY increase the difficulty to separate them―only at low temperature, the effect of 

quantum tunneling is large enough for efficient separation. Figure 6.3.3 presents the 

calculated particle flow of 3He and 4He through GDY, at the temperature range of 10-

80 K, the ratio of 3He/4He flow is given in Figure 6.3.4. 
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Figure 6.3.3 Particle flows of 3He (black) and 4He (red) through GDY monolayer at the 

temperature range of 10-80 K; inset is the particle flows at 10-20 K. 

 

Figure 6.3.4 The particle flow ratio of 3He/4He at 10-20 K. 

Figure 6.3.3 shows that the particle flows of lighter 3He are always larger than that of 

the heavier 4He at all the temperature range, for the reason that quantum tunneling 

favors lighter particles with larger transmission probabilities. Increasing temperature 

resulting in the increase of the particle flows as well, for instance, the flow of 3He is 

only 10-19 at 10 K, but it dramatically increases to 10-7 at 80 K. Yet, quantum tunneling 

decreases strongly with high temperature. The selectivity of 3He/4He, therefore, largely 
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reduced as temperature increasing. At 80 K, for example, the selectivity of 3He/4He 

drops to only 1.2. To get an acceptable separation factor above 3, the temperature should 

be below 20 K, as shown in Figure 6.3.4. The classical and total flow of 3He and 4He 

through GDY at moderate 15 K are given in Table 6.3.1, from which one can see that 

GDY shows a high 3He/4He selectivity of 17.89 with the large 3He flow of 10-17. 

Table 6.3.1 The classical and total flow of 3He and 4He through GDY at 15 K, the 

particle flows are given in Hartree atomic unit of length/time. 

System GDY 

𝑈max (eV) 0.048 

3He 

𝑢class 2.47 × 10-21 

𝑢 9.27 × 10-18 

4He 

𝑢class 2.14 × 10-21 

𝑢 5.18 × 10-19 

𝑢3He
𝑢4He

 17.89 

 

6.4 Conclusions 

In summary, we showed that GDY has great potential for capturing 3He effectively at 

cryogenic temperature while GY is incapable to sieve helium isotopes, due to their van-

der-Waals (vdW) surface differences. The large pore size of GDY enables helium 

isotope permeate through the membrane easily with large particle flow; meanwhile 

however, such large pore size of GDY limits that only at cryogenic temperature, the 

effect of quantum tunneling is large enough to separate 3He efficiently. As temperatures 

get higher, although the particle flows increase, the influence of quantum tunneling 
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decreases dramatically, which reduces the selectivity correspondingly. To get an 

industrial acceptable separation factor, the temperature range should be below 20 K. At 

the moderate 15 K, GDY provides a high 3He/4He selectivity around 18.  
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7.  Concluding Remarks 

7.1 Summary 

In this thesis, three theoretical challenges are solved: (1) identifying the transported 

hydrogen particles inside interstitial space of layered materials, and revealing their 

transport mechanisms; (2) investigating the influence of quantum tunneling and 

topological Stone-Wales-55-77 defects in the process of hydron isotope separation 

through 2D graphene and h-BN monolayers; and (3) harvesting the light helium (3He) 

using 2D graphdiyne membrane. 

In part I of this work, we show that it is protium atoms, rather than protons, are 

transported in the interstitial space of layered materials. Protiums hop between two 

adjacent layers on the crystals, following a zigzag manner. The transport is additionally 

supported by the typical interlayer shear modes in layered materials. Yet, the 

concentration of protiums must be low, otherwise they will come close to each other 

and recombine to H2 molecules. For layered MoS2, both of proton and protium bounds 

to sulfur atom in MoS2 lattice, and transported on a zigzag path with very similar free 

energy barriers. The common sulfur defect in MoS2, however, strongly hinders the 

transport of the particles, making layered MoS2 inferior to h-BN with respect to 

hydrogen conduction. In addition, for metallic graphite, hydrogen is immobile in its 

interstitials, due to the strong C-H bond strength. In general, part I of this thesis provides 

novel perspectives of hydrogen particle transport inside layered materials, as well as 

approach obtaining free energy barriers for particle diffusion. 
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Whether or not pristine graphene allows hydron isotopes to permeate through was a 

controversial topic during the past few years, both on theoretical and experimental 

grounds. In part Ⅱ of this thesis, we show that pristine graphene is quasi-impermeable 

to protons; yet they can permeate through the most common defect in sp2 carbons―

the topological Stone-Wales (SW(55-77)) defect, with energy barrier below 1 eV and 

H+/D+ selectivity of 7. Even such defect is in the ppm-scale concentration, it still is the 

dominant contributor for proton flow. Our results actually agree with a very recent work 

by Griffin et al. [190], which shows disordered graphene enhances proton permeability. 

In addition to reveal the mechanism of hydron isotope separation through 2D 

membranes, our work also provides an efficient tool to estimate the influence of 

quantum tunneling for any symmetric PES. Finally, we find that utilizing pure quantum 

tunneling at low temperature, 2D graphdiyne can separate helium isotopes efficiently. 

 

For future applications, in order to improve the performance of separating hydron 

isotopes, one can consider defect engineering to produce graphene membranes with 

large concentration of SW(55-77) defect but in absence of other defects. Such 

membranes could significantly increase the efficiency of hydron isotope separation. In 

regards to hydrogenation of graphene, since it increases the particle flows dramatically 
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but reduces the selectivity meanwhile. Thus, hydrogenation could be considered in the 

technologies such as proton-exchange membranes. 

7.2 Further Work 

Several intriguing next steps of this work would be carried out in the near future. One 

of them is to systemically search for 2D membranes that are capable for isotope sieving. 

One could aim not only for single particles such as hydrogen and helium, but also for 

the molecules, e.g., H2 and D2. The influence of pure quantum tunneling can be utilized 

to screen the proper materials. 

Another very interesting topic is study the influence of lattice vibration of graphene to 

the permeation and separation of hydron isotopes. This would be challenging since the 

vibration of the lattice leads to different configurations of graphene. The budding idea 

at the moment is to first employ molecular dynamics, from which a series of graphene 

structures with different degrees of lattice vibration can be obtained. Afterwards, one 

needs to choose proper paths for hydron isotope through the distorted graphene to get 

the corresponding PESs. By applying the method developed in this work, one can then 

get a statistical view of how membrane breath affects the energy barriers and 

selectivities of hydron isotope tunnel through graphene. This could provide a closer 

insight for hydrogen isotope separation through graphene membranes. 
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Appendix 

A1. Thermodynamic cycle-estimation of transfer energies 

The energy involved in the process of H or H+ entering from PdHx electrode is difficult 

to estimate, as the atomistic details are not known. There is obviously a much stronger 

binding of H+ to the layered material compared to H atom, however, a similar Coulomb 

energy penalty applies, when H+ is removed from its PdHx source. A rough estimation 

of the thermodynamic cycle suggests that both processes would show a similar 

energetic profile. Considering the experimental setup of Hu et al. [34], we estimate the 

total transfer energies of H+ or H from the hydrogenated Pd side electrodes and the 

layered crystals. The transfer reactions are as followings 

[PdnHm]
+ +  ℎBN → [PdnHm−1] + H

+@ℎBN 

[PdnHm] +  ℎBN → [PdnHm−1] + H@ℎBN  

The above reactions are described by thermodynamic cycles, both reactions are strongly 

endothermic with overall 2.18 eV for the transfer of a proton and 2.54 eV for the transfer 

of a H atom from the PdHx electrodes to h-BN. This rough estimate mainly serves to 

show that the transfer of a proton is energetically less demanding compared to a 

hydrogen atom, however, the difference between the energies is in the range of the 

expected error bar of such a rough estimation. The full thermodynamic simulation of 

the process of proton or protium transfer in the device is beyond our present capabilities 

and requires more detailed atomistic information about the interface from the 

experiment. Considering the experimental conditions, the H species are injected from 

the PdHx electrodes (we denote them in the calculation below as PdnHm) and diffuse 
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through the evaporated Pd thin film before encountering the h-BN layered crystal [34]. 

The total reaction for H+ in h-BN interspace can, therefore, be written as:  

[PdnHm]+ + h-BN → [PdnHm-1] + H+@hBN 

The above equation is the sum of the partial reactions:  

[PdnHm]+ + e- → PdnHm   ΔE = -5.22 eV, experimental [210] 

PdnHm → PdnHm-1 + 1/2H2   ΔE = 0.15 eV, experimental [211] 

1/2H2 → H      ΔE = 2.25 eV, experimental [35] 

H → H+ + e-      ΔE = 13.6 eV, exact 

H+ + h-BN → H+@hBN   ΔE = -8.6 eV, calculated, this work (see A2. 

Binding Energies). 

Sum of all the above partial energies gives the total transfer energy for H+ in h-BN of 

2.18 eV. 

The total reactions for H atom in h-BN interspace can be written as: 

[PdnHm] + h-BN → [PdnHm-1] + H@hBN 

This equation can be separated to:  

PdnHm → PdnHm-1 + 1/2 H2  ΔE = 0.15 eV, experimental [211] 

1/2 H2 → H      ΔE = 2.25 eV, experimental [35] 

H + h-BN → H@hBN   ΔE = 0.14 eV, calculated, this work. 

Therefore, the total reaction energy for H atom transfer in between h-BN layers sums 

up to 2.54 eV. It is interesting to note that the protium recombination in the lattice, 

calculated to be 3.46 eV, lowers the transfer energy from PdHx to h-BN by 1.73 eV per 

atom, resulting in only 0.81 eV per atom. 

A2. Binding Energies 

The binding energies were calculated as follows (explained on the example of h-BN 

with H+): Eb = EH+@h-BN - Eh-BN - EH+, with Eh-BN and EH+ being the energies of the 
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perfect h-BN and proton, respectively, and EH+@h-BN being the total energy of the 

combined structure of H+@h-BN. Due to the difficulty to calculate the total energies of 

charged solid-state materials, we have used cluster models. For this purpose, we used 

Gaussian 09 software [188] to calculate the binding energy of proton in h-BN cluster 

with different flake sizes and number of layers (pyrene and coronene cluster models 

with 1-4 layers). These calculations were performed using more accurate exchange-

correlation functional and atomic centered gaussian basis set, augmented with 

polarization and diffuse functions (B3LYP functional [212] with 6-311+g (d, p) basis 

set), both with and without zero point energy correction (see Figure A1). We found that 

the binding energies corrected with zero-point energy converge to -8.55 eV in pyrene 

and -8.61 eV in coronene cluster models. 

  

Figure A1. Binding energies with (solid lines) and without (dashed lines) zero-point 

energy (ZPE) correction for pyrene (black) and coronene (red). 

A3. Spin flip energies 

When two H atoms are in the interstitial space of a layered material, different spin states 

can be considered: singlet, triplet or antiferromagnetic singlet. The spin-flip energies 

for the latter two spin states of two H atoms were shown in Table A1. These energies 

are very small, therefore, results obtained for the triplet or antiferromagnetic singlet are 

nearly the same for distant protiums. 
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Table A1. Spin flip energies between triplet and antiferromagnetic singlet states of 

two H atoms. 

System 2 H in the same 

layer (meV) 

2 H in adjacent 

layers (meV) 

2 H in different 

interstitials (meV) 

2 H close 61.3 32.2 224.1 

2 H far 0.8 0.7 0.8 

 

A4. Periodic supercell models 

The calculations of periodic graphene (see Figure A2) were carried out using DFT 

with Perdew-Burke-Ernzerhof (PBE) [64] functional and D3 correction of van 

der Waals interactions following the approach of Grimme [76], as implemented 

in the CP2K 5.1 package [171]. The Quickstep method was employed with 

Goedecker-Teter-Hutter [172] (GTH) pseudopotentials together with DZVP-

MOLOPT-SR-GTH basis set. The plane-wave energy cutoff was set to 500 Ry 

and the reference grid was set to 60 Ry. For a charged system, the charge was set 

to the total system, calculated using the background charge as implemented in 

CP2K package. We used 5×5 supercell of graphene, for which the optimized 

lattice parameters are a = b = 2.47 Å, in good agreement with previous reports 

[170]. The procedure of calculating the potential energy surface (PES) of hydron 

isotope permeating through the periodic graphene is similar to that of coronene 

cluster model, see Section 5.3 in Chapter 5 for details. 
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Figure A2. (Top) Comparison of the potential energy plots for H+ passing through 5MR 

(red), 6MR (yellow), and 7MR (green) modeled using a coronene cluster (full lines) 

and a periodic structure of graphene (dashed lines). Coronene model calculated at the 

PBE0/6-31+G** level of theory and graphene at a lower level of PBE/DZVP. The 

overestimation of the barriers in periodic case might be a result of smaller basis set and 

also the fact that the background charge needed to be included in the simulations. 

(Bottom) Coronene model calculated at both levels of theory. 
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