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ABSTRACT

Non-volatile memory technologies (NVM) introduce a novel class of devices that com-
bine characteristics of both storage and main memory. Like storage, NVM is not only
persistent, but also denser and cheaper than DRAM. Like DRAM, NVM is byte-addressable
and has lower access latency. In recent years, NVM has gained a lot of attention both in
academia and in the data management industry, with views ranging from skepticism to
over excitement. Some critics claim that NVM is not cheap enough to replace flash-based
SSDs nor is it fast enough to replace DRAM, while others see it simply as a storage device.
Supporters of NVM have observed that its low latency and byte-addressability requires
radical changes and a complete rewrite of storage management architectures.

This thesis takes a moderate stance between these two views. We consider that, while
NVM might not replace flash-based SSD or DRAM in the near future, it has the potential to
reduce the gap between them. Furthermore, treating NVM as a regular storage media does
not fully leverage its byte-addressability and low latency. On the other hand, completely
redesigning systems to be NVM-centric is impractical. Proposals that attempt to leverage
NVM to simplify storage management result in completely new architectures that face
the same challenges that are already well-understood and addressed by the traditional
architectures. Therefore, we take three common storage management architectures as a
starting point, and propose incremental changes to enable them to better leverage NVM.
First, in the context of log-structured merge-trees, we investigate the impact of storing data
in NVM, and devise methods to enable small granularity accesses and NVM-aware caching
policies. Second, in the context of B+Trees, we propose to extend the buffer pool and
describe a technique based on the concept of optimistic consistency to handle corrupted
pages in NVM. Third, we employ NVM to enable larger capacity and reduced costs in a
index+log key-value store, and combine it with other techniques to build a system that
achieves low tail latency. This thesis aims to describe and evaluate these techniques in
order to enable storage management architectures to leverage NVM and achieve increased
performance and lower costs, without major architectural changes.
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INTRODUCTION

Storage managers are in the core of database systems. They are critical for achieving
high performance in the overall system by enabling efficient access to slower storage
devices which usually become the bottleneck. Furthermore, storage managers are also
responsible for providing the A (atomicity) and D (durability) of the ACID properties [HR83],
thus preventing data loss and corruption. As a consequence of being so critical, storage
management has to be constantly revisited in order to properly leverage modern hardware
and keep the pace with the ever growing data processing demands.

A good example of this constant revisit is the The Five-Minute Rule series, which surveys
once per decade the advances in modern hardware and their implications in database
systems. In the original paper from 1987 [GP87], Jim Gray and Gianfranco Putzolu con-
sidered metrics of DRAM and HDD, such as latency, bandwidth, and cost, to calculate the
break-even point at which the cost of keeping a page in memory matches the cost of doing
I/0 to read the page from HDD. They introduced the rule of thumb that named the series:
“Pages referenced every five minutes should be memory resident”. In 1997, Jim Gray and
Goetz Graefe revisited the work in view of technological improvements of HDDs: ten-fold
increase in access speeds, hundred-fold increase in capacity, and ten-thousand-fold de-
crease in costs [GG97]. In 2007, Goetz Graefe investigated the impact of a novel technology
by the time: flash [Gra07]. While it was still in its early stages and many questions were
still open, it was a promising technology. The main take-away was the prediction that
flash would be used to fill the gap between DRAM and HDD, which has since been proven
correct. More recently, in 2017, Appuswamy et. al. revisited the discussion in view of now
well-established NAND flash-based solid-state storage devices (SSD) [ABGA17]. The initial
challenges imposed by flash in 2007, namely reduced lifetime and higher costs, are long
gone and, as a consequence, SSDs became the main storage device, thus relegating HDDs
to a high-density storage medium for infrequently accessed data. The performance gap
between DRAM and SSDs is reduced even further with the advent of PCle NVMe SSDs,
also referred to as enterprise SSDs. The work also scratches the surface of a novel storage
technology rising on the horizon: non-volatile memory (NVM).

It is still too early to revisit the series in view of NVM. Even if the technology is currently
available, it is not yet as established as DRAM, SSDs, or HDDs. Many works are exploring
ways to properly leverage NVM in the context of database systems and answering open
questions. The advancements made by these works will pave the way to the next chapter
in the The Five-Minute Rule series. This dissertation aspires to be one of these works.

13



1.1 NON-VOLATILE MEMORY

Many different underlying technologies (PCM [PSU*70], carbon nanotubes [DVTBH13],
ReRAM [Chu19], STT-MRAM [HYY*05, H*08], battery-backed DRAM) and names (non-
volatile memory, NVRAM, storage class memory, persistent memory) belong to a novel
class of storage devices and are often used interchangeably. Although they might have
different properties, they all refer to byte-addressable persistent media that blurs the
boundary between main memory and storage. This is the main reason why history will not
simply repeat itself with a faster media, as it was the case with flash-based SSDs. NVM
has a higher potential of disrupting modern software stacks.

Works dating from as early as the 1980s entertained the idea of such a technology and its
impacts in system architectures [Zak81, Cha78, Wri83, DGS80]. However, the assumption
was mostly theoretical [Chu71] or unpractical due to technological limitations or prohibitive
costs, existing only in the form of niche accelerators [Mic17, Tec18]. Recent technologi-
cal advancements made this technology real and more accessible. More prominent is
the 3D XPoint technology?, developed by Intel and Micron [Mic20, Eva15]. Intel currently
commercializes 3D XPoint both as regular Optane PCle NVMe SSD [Int20b] and Optane
DC Persistent Memory Modules (DCPMM for short) [Int20c]. The latter is the one we
focus on in this work. As a result, there is renewed attention to this area of research as
it promises to deliver the long-awaited features required to blur the boundaries between
memory and storage. But how are these boundaries blurred? Or in other words, what does
byte-addressable really mean? Since this term is often used with different meanings, it is
appropriate to discuss and make explicit the definition used in this work.

Common consensus usually defines main memory (DRAM) as byte-addressable and
storage (HDD and SSD) as block-addressable. This definition is often based on the fact
that the programmer can access a single byte in DRAM. However, from this point of view,
common file system interfaces also allow the programmer to read a single byte from a
file. It is true that the underlying file system is actually reading a whole block (usually 4 kB)
from storage into memory in order to provide access to that single byte, but that is also
the case in modern CPU architectures, in which a block (usually much smaller and referred
to as cache line) is read from memory into the CPU caches. In other words, conceptually
there is no difference, as in both cases data is always transferred at larger granularities,
be it a block, page, or cache line. Therefore, this definition is too loose and considered
inadequate to define byte-addressability. Our definition focus more on the access path
rather than on the access granularity. Whenever we refer to byte-addressability, we mean
that NVM is attached directly to the same bus as regular DRAM and therefore it is also
accessed through the CPU caches and shares the same virtual memory space.

In addition to byte-addressability, NVM also introduces other attractive characteristics. In
comparison to modern DRAM, 3D XPoint is cheaper [Aco19] and prices are expected to
drop within the next years. It is also denser, in the sense that the largest DRAM module
commercially available is 128 GB while Intel has already announced a single DCPMM of
up to 1TB. The latency is higher than that of DRAM, but within the same order magnitude
and, therefore, lower than NAND flash. The bandwidth, is better than NAND flash, but still
far from that of DRAM. Finally, 3D XPoint also has a higher write endurance than modern
NAND flash. All these advantages, however, come at a cost.

"In this work we opted for using the term non-volatile memory, or NVM for short.
2An analysis has shown that 3D XPoint is based on phase-change memory (PCM) [Cho17].
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1.2 CHALLENGES

The opportunities mentioned also entail challenges, following the “no free lunch” conjecture.
In the case of NVM,, it is beneficial to consider the challenges under two different scopes:
reading from NVM and writing to NVM.

In terms of reading, the challenge lies in investigating NVM performance characteristics in
order to properly fit it into the storage hierarchy. For years, similar questions have being
investigated by many works in the context of tape, HDDs, SSDs, and DRAM. In the case
of byte-addressable NVM, these works only cover part of the problem. In the example of
the The Five Minute Rule mentioned previously, the rule only dictates which pages should
be evicted from DRAM, but it does not focus so much on which pages should be moved
to DRAM. Fair enough, before NVM this was never really a concern, since there was no
choice, as a page always had to be read from persistent storage to DRAM in order to be
accessed. Even if a decision was made to evict a page immediately after reading it from
storage, the high 1/0 cost was already paid. In the case of NVM, pages can be directly
accessed without any additional I/0. Therefore, NVM introduces a new dimension that
should be considered when optimizing data placement and buffer policies.

Writing directly to NVM is hard. Database systems rely on persistent data to always
be consistent in some way. To achieve a desired degree of consistency, it is required
full control of what and when is made persistent. For example, transactional recovery
algorithms require log records to be persisted prior to the updated page (a.k.a. write-ahead
logging). The challenge comes from the fact that, while systems have full control over
data movement between memory and traditional storage, this is not the case with NVM.
Since NVM can be accessed directly by the CPU, corruption and data loss may occur for
many different reasons, such as updated data staying in the CPU cache and being lost
at a power failure, or the CPU arbitrarily evicting (and therefore persisting) cache lines in
the wrong order. In other words, as opposed to the traditional memory-storage interaction,
there is no way of pinning a cache line to prevent it from being evicted by the CPU.

Figure 1.1 better illustrates the challenge with an example. The left-hand side shows the
memory layout of a sorted array in NVM that spans two cache lines (indicated by the
different shades of gray). The first position of the array indicates the current size, while
each remaining record is represented by an integer. Three steps are required for inserting
a new record 3: move records 4-9 one position to the right in order to make space, insert
record 3 in the appropriate position, increment the size from 5 to 6. A failure might occur
at any intermediate state of this operation and upon restart the sorted array may be found
in one of different states illustrated on the right-hand side. In state (1), the operation
completed successfully before the failure and the array is found in a consistent state. All
the other states are inconsistent. In 2), the records 9 and 7 were moved one position to the
right, the CPU arbitrarily evicted the second cache line, and the failure occurred. In ), the
insertion completed, but the cache lines were evicted and the power failure occurred before
the size was updated. Finally, in @), the insertion completed, the size was updated, but only
the first cache line was evicted before the failure, while the second portion of the array
remained in its original state. The example shows how such a simple and fundamental
operation can easily lead to data being corrupted when NVM is used as persistent storage.
To a certain extent, addressing this challenge is in the core of many modern works that
propose architectures, data structures and algorithms in the context of NVM.

1.2 Challenges 15
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Figure 1.1: Possible states if a failure occurs while inserting a record in a sorted array in
NVM (figure inspired by [CJ15]).

1.3 NON-VOLATILE MEMORY & DATABASE SYSTEMS

Many works investigate NVM in the context of databases. They either focus on individual
components of the system, such as data structures [CJ15, OLN16, ALML18], memory
allocators [CCA*11, BCB16, OBL™17], logging schemes [HSQ14, WJ14, APP16], or on the
database architecture as a whole. These works can also be categorized based on their
initial assumptions and expectations regarding NVM. In this dimension, we observe that
two categories can be identified: a conservative approach and a more radical approach.

Conservative approaches simply treat NVM as a faster SSD by accessing it through regular
file system interfaces [GXH ™11, PWGB13, EGA*18]. These approaches are commonly seen
in industry, under the consideration that NVM is not well-established enough to justify
expensive re-architecting efforts. The main advantage is that NVM is used transparently
as a caching layer between DRAM and SSD, thus leveraging all devices in the modern
storage hierarchy and avoiding the previously mentioned challenge of directly writing to
NVM. Therefore, these systems are NVM-agnostic, as they behave exactly the same way,
from an architectural point of view, both in the presence and absence of NVM.

On the other hand, radical approaches are NVM-centric, in the sense that they propose
novel techniques with the goal of fully leveraging NVM characteristics to achieve higher
performance. Recent works in the research community proposing novel database architec-
tures fall in this category [Kim15, OBL*14, PAAT17]. Furthermore, an extreme assumption
is that NVM performance and cost will lead to the extinction of modern DRAM and storage
technologies, and drive the adoption of what is known as single-level systems. The notion
of single-level systems is not new [KELS62] and refers to the idea of having no separa-
tion between volatile data and persistent data. While this assumption is far-fetched, it is
made by many works [YWC™15, CJ15, WLL18, ALML18], as it opens interesting research
questions. However, both conservative and radical approaches have drawbacks.

Conservative approaches have two main disadvantages. First, the lower latency, one of
the major selling points of NVM, might not be observed, as access to persistent media
may be dominated by kernel and file system operations, which become relatively more
expensive when compared to I/0 costs on modern SSDs. Second, it does not leverage byte-
addressability and still imposes unnecessary data movement between DRAM and NVM. In
the case of radical approaches, the main disadvantage comes from the fact that they are
too optimistic regarding a quick and wide adoption of NVM and therefore the proposed
architectures are very different from traditional systems. As a consequence, there is no
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obvious way to migrate from a well-established traditional architecture to NVM-centric
approaches, since they do not consider the modern storage hierarchy comprised of DRAM,
SSD, HDD, and even tape. This becomes an issue since we consider that, as the time of
writing and for the near future, NVM will not replace either DRAM or SSD, and therefore
it must coexist harmonically with these other devices. Furthermore, the alternative of
developing a complete new system from scratch is often unfeasible in practice due to high
development costs. Therefore, we argue that moderate approaches are required.

Two principles should guide moderate approaches. First, they should focus on transforming
systems designed for traditional devices (DRAM, SSD, HDD) into systems that leverage all
aspects of NVM, mainly the byte-addressability and persistency. This is done to a certain
extend by hybrid data-structures [OLNT16, XJXS17], which integrate NVM into regular
memory data structures in order to make them persistent. While these data structures are
often used as containers and building blocks, it is important to also look at this principle
from the perspective of a more complete system. Second, the changes required should
not be so disruptive that the architectural behavior of the system is completely changed.
In other words, the architecture should not become dependant on the presence of NVM.

1.4 CONTRIBUTIONS AND OUTLINE

As mentioned in the beginning of this chapter, storage management in database systems
is likely to be the area most impacted by the advent of NVM. Following the previously
mentioned moderate approach, we investigate the impact of NVM in the three most
common modern architectures for storage management: LSM, B+Tree and index+log [IC20].
For each one of them, we take the current state-of-the-art architecture as a starting point
and explore potential use-cases, trade-offs, opportunities, and challenges in view of NVM.
The goal is to leverage NVM as more than simply faster storage, while avoiding the, at
times prohibitive, effort to design and implement a completely new architecture. In the
following, we provide an overview of the organization of this dissertation by giving an
overview of each chapter and their respective contributions?:

+ Chapter 2 lays the general technical background on NVM required for the understating
of the next chapters. We also cover related work and conclude with our case study
on persistent data structures [LHO™19], in which we revisit persistent tree structures
proposed by prior work. Since these persistent trees were originally evaluated on
emulation platforms, we re-implement and re-evaluate them on real NVM hardware as
a way of setting the expecations of its real performance and behavior. The required
background specific to each following chapter is introduced in the chapter itself.

« Chapter 3 explores the synergy between NVM and log-structured merge-tree (LSM)
systems [LOLS17, LOSL17]. We take LevelDB as a first case study and propose a
persistent memory environment, Pmemenv, that enables LevelDB to directly access
NVM. We also analyze the caching behavior and propose a 2Q Cache Policy for NVM
to better leverage the byte-addressability. Finally we complement with a more recent
case study on RocksDB (a more modern system) and on real DCPMM.

3Many of the contributions have been peer-reviewed and published in the referenced papers.
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+ Chapter 4 investigates opportunities in the context of B+Tree architectures. We pro-
pose an extended buffer pool with an optimistic consistency model [LLO19]. The
optimistic consistency model relies on a checksum algorithm and recovery infras-
tructure common to most database systems, therefore requiring minor architectural
modifications. This introduces a knob that enables the system to choose a trade-off
between more NVM (lower costs and faster recovery) or more DRAM (faster perfor-
mance). We present our algorithm and discuss all possible corner cases, as well as
empirically evaluate the overhead and discuss end-to-end performance expectations.

+ Chapter 5 presents RStore, a multicore key-value store with an index+log architec-
ture [LSOL20]. RStore focus on use-cases requiring low tail-latency, such as web
caching, real-time systems, and metadata management. We introduce the building
blocks of RStore and how to integrate NVM in order to enable high performance and
lower costs. We show results of isolated evaluations to back our design decisions,
as well as an end-to-end evaluation and comparison with similar modern systems.

+ Chapter 6 concludes our work by summarizing the key findings of each chapter and
providing directions for future work.

The author of this thesis is responsible for the conception, implementation, evaluation,
analysis, and the interpretation of the results for each of the contributions presented. The
author is also the main author of the works upon which this dissertation is based on.
Nevertheless, the author is thankful to all co-authors that contributed substantially to these
works. Many of the ideas proposed had constant feedback and input through discussions
with Wolfgang Lehner, Ivan Schreter, and Ismail Oukid. Xiangpeng Hao and Tianzheng
Wang contributed with the full implementation of BzTree and with partial implementation
of the framework used for the persistent trees evaluation discussed in Section 2.3. Thomas
Willhalm contributed with suggestions and analysis of the results collected through hard-
ware counters. Caetano Sauer contributed with clarifications about transactional recovery
in the context of the buffer pool with optimistic consistency model in Chapter 4. Thomas
Bach contributed with discussions about the probability of data loss due to checksum
collisions, on that same chapter. The RStore system in Chapter 5 was built by the author
on top of the Reflex project at SAP, idealized and implemented by Ivan Schreter. Reflex
provides the following building blocks: message-passing communication, cooperative
multitasking, memory management, and networking. The author contribution lies on the
design, implementation, and evaluation of NVM in that system.
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BACKGROUND

In this chapter, we cover the background on NVM required for the understanding of the
following chapters. We also survey related work that has explored opportunities to leverage
NVM in the context of database systems and storage management. Finally, we conclude
with an empirical analysis of persistent data structures in order to better exemplify the
challenges of NVM and solutions proposed, as well as to set realistic expectations of the
performance of NVM.

2.1 NON-VOLATILE MEMORY

Non-volatile memory (NVM)' is a novel class of technologies that has been regarded
as the next evolution step for persistent storage. The technologies in this class exhibit
characteristics of both storage and main memory. More precisely, they provide persistency
and high density while also being byte-addressable and offering a latency much closer to
that of modern DRAM (albeit often higher). While these characteristics are common to
most types of NVM technologies, they might vary slightly between them.

2.1.1 Types of NVM

There are two main groups of NVM technologies. The first group refers to technologies
based on flash memory, commonly known as NVDIMMSs. These devices are motivated
by the observation that the recent improvements in throughput and capacity of modern
NAND-flash SSDs have shifted the bottleneck from the storage device itself to the PCle
bus. Therefore, to avoid the high latency (tens of ps) and limited bandwidth (tens of GBps)
of PCle, these devices are interfaced via the same memory bus used for DRAM modules.
The Storage Networking Industry Association (SNIA) currently standardize two types of
NVDIMM. The NVDIMM-F type defines a flash-only DIMM, similar to regular PCle SSDs,
but connected to the memory bus. The access latency of devices of this type is lower

'Also referred to as non-volatile RAM (NVRAM), storage class memory (SCM), or persistent memory (PM).
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than that of PCle NAND-flash SSDs, but still much higher that that of DRAM. They also
present capacity and cost similar to those of modern SSDs. The main disadvantage is that
NVDIMM-F devices are block-addressable rather than byte-addressable, which is one of the
main advantages of other NVM devices. The second type is NVDIMM-N, which combines
both DRAM and flash storage in a single module. Only the DRAM can be accessed during
normal operation. With the aid of an on-chip battery or capacitor, the DRAM content is
written to flash during a power failure, and restored during restart. NVDIMM-N devices
have the advantage of achieving a performance similar to that of DRAM and of being
byte-addressable, but have small capacities (in the tens of GB range) and high costs.
Examples of these devices are the ones commercialized by Viking Technology [Tec18]
and Micron [Mic18]. In general, NVDIMMs today are considered niche accelerators when
compared to PCle NAND-flash SSDs.

The second group of NVM includes devices based on materials other than NAND-flash,
with the most prominent being phase-change memory (PCM) [LZY*10, PSUT70], spin-
torque transfer magnetic RAM (STT-MRAM) [DWS*08, HYY*05, H08], and resistive RAM
(ReRAM) [GKC™11, SSSW08, Chul11]. PCM has its roots in research conducted in the
1960s [Ovs68] and is based on the property of certain materials, such as germanium,
antimony and tellurium, to persist a phase change when the right current is applied to them.
In industry, PCM has been researched by IBM, HGST, Micron, and Intel. STT-MRAM makes
use of the spin property of electrons, as opposed to conventional semiconductor elec-
tronics that make use of the charge property. It relies on the magnetic retention property
of certain materials to store information. Reads rely on sensing the resistant difference
between two states of this material, while writes are based on the spin-torque transfer
effect to change the orientation of the magnetization. Companies like Samsung, Qual-
comm, Crocus Technology, Everspin, and Intel have demonstrated works on STT-MRAM
technologies. Finally, ReRAM relies on applying high enough voltage to materials that do
not conduct electric current. This will force a phenomen called dielectric breakdown, which
damages the material. In certain materials, this damage is reversible and the controlled
defects caused can be used to represent bits in a binary system. HP Labs is the main
company researching ReRAM. Table 2.1 compares the performance characteristics of
single-level cell flash, DRAM, and the NVM technologies discussed?.

Recent technological advancements lead by Intel and Micron resulted in the development
of 3D XPoint® [Mic20]. 3D XPoint is based on PCM [Cho17] and is currently considered
the NVM technology with the most potential to succeed and to be widely adopted. Intel
commercializes 3D XPoint under the market name of Optane. Two lines of Optane products
exist. First, Optane is sold in PCle SSD format, similar to the NAND-flash variant, but offer
latencies an order of magnitude lower. Second, Optane DC Persistent Memory Modules
(DCPMM) are dual in-line memory modules (DIMMs) like DRAM, and thus are connected
directly to the memory bus. While Optane SSDs offer a much lower latency than NAND-
flash SSDs, they are still interfaced with PCle and are block-addressable, while DCPMMs
are byte-addressable. Furthermore, DCPMM is the NVM technology more accessible in
the market and has received support both in Windows [Tob16] and Linux [Lin15] systems.
For these reasons, in this work we focus on DCPMM and often use the more general term
“NVM” to refer to it. Nevertheless, our findings are not specific to DCPMM and can be
applied to other NVM technologies that exhibit access modes.

2In the real world, certain reported numbers might vary due format-specific functionalities, such as wear-
leveling techniques employed in SSDs.
®Pronounced “three dee cross point”.
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Parameter SLC Flash DRAM PCM STT-MRAM ReRAM

Read Latency 25us 50ns 50ns 10ns 10ns
Write Latency 500 ps 50 ns 500ns 50 ns 50 ns
Byte-addressable No Yes Yes Yes Yes
Endurance 10%-10° >101° 108-10° >101° >101!
Density High Low Medium Low High
Cost $ SRS $S $8S $88$

Table 2.1: Comparison of flash, DRAM, and modern NVM technologies.

2.1.2 Access Modes

Enabling modern systems to access NVM requires changes at different levels. At the
hardware level, Intel introduced support for DCPMM in the Cascade Lake processor family.
The DCPMM can be exposed in two different modes. In the memory mode, DCPMM
is treated as volatile memory. This mode has the benefit of significantly increasing the
perceived amount of memory available, while being completely transparent to the operating
system and applications. To amortize memory accesses due to the higher latency of
DCPMM, the DRAM present in the system is used as a cache. Therefore, NVM is not
treated as byte-addressable media as its contents must always be cached in DRAM instead
of being directly accessed by the CPU. Furthermore, in memory mode, data on DCPMM
becomes inaccessible after a restart, thus not leveraging the persistency of NVM.

In the app direct mode, DCPMM is exposed as a device, similar to a HDD or SSD. It then
can be formatted and mounted with a file system. At the software level, applications
have two ways of interacting with this file system. First, as shown on the left-hand side of
Figure 2.1, applications can manage files through the regular file system interfaces, such
as read() and write(). In this case, DCPMM is treated as a very fast block device and
has the advantage that no modifications to the software are required. Like other storage
devices, operations to files on DCPMM are done at a page granularity (usually 4 kB) and
buffered in DRAM. The second way is shown on the right-hand side of Figure 2.1. If the file
system is mounted with the special DAX flag, the application might map the file to its virtual
memory address space with mmap (). The DAX flag indicates that the DCPMM is directly
accessed and prevents intermediate buffering, such as the operating system page cache.
As a consequence, load and store instructions done to the mapped address space are
reflected directly to the DCPMM device. This has the advantages of avoiding expensive
system calls, of reducing the transfer granularity from pages to cache lines (64 B), and
of requiring only a single copy of the data, since it is not buffered in DRAM. It is worth
noting that, while both DRAM and NVM share the same virtual memory address space, the
application can distinguish their respective memory regions, and therefore control where
to place data. Finally, while accessing persistent media through load and store instructions
introduce challenges that require the software to be properly adapted, we consider this to
be the only way to fully leverage NVM and achieve optimal performance. Therefore, in this
thesis we only assume the scenario in which DCPMM is configured in app direct mode and
files are mapped to the virtual memory address space of applications.
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Figure 2.1: NVM Access.

2.1.3 Byte-addressability and Persistency

As previously mentioned, when configuring the DCPMM in the app direct mode and man-
aging it through a file system with the DAX flag enabled, applications are able to directly
map files in NVM to the virtual memory address space and access them through load and
store operations. The DAX flag guarantees that the operating system or file system will
not employ any intermediate buffering, thus ensuring that operations are always persisted
in NVM. While the DAX flag removes the volatility from the access chain at the software
level, there is still volatility to be considered at the hardware level, as the path from CPU
registers to NVM is long and mostly volatile.

As shown in Figure 2.2, Intel CPUs employ store buffers and three levels of caches to
hide the latency of memory accesses. Each physical core has its own L1 and L2 caches,
while the L3 cache is shared between all the cores. Accessing NVM through load and
store operations implies that data in NVM is transferred to the CPU caches, just like DRAM.
This traffic happens in cache lines of 64 B. This leads to three problems. First, the CPU
caches are volatile and therefore store operations are not guaranteed to be persistent
after they were executed. Second, since most CPUs employ out-of-order execution, store
operations might be reordered. Third, from the software point of view, cache lines are
arbitrarily evicted and, therefore, persisted back to NVM. Traditionally the software has
little control over the CPU caches, and, in such scenario, it is impossible to enforce store
ordering and data durability, which are the main requirements to ensure consistency.

To aid software developers, Intel has introduced the hardware instructions CLFLUSHOPT
and CLWB, which, when combined with SFENCE, can provide memory ordering and durability.
While it is not possible to prevent a cache line from being evicted from the CPU cache, the
CLFLUSHOPT and CLWB instructions eagerly force cache lines to be flushed and, therefore,
persisted. While both instructions are used to flush cache lines, the only difference is
that CLFLUSHOPT will also evict it from the CPU cache and CLWB will retain the cache line
in the CPU cache. The SFENCE instruction is a memory barrier that serializes all pending
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Figure 2.2: The volatility chain from the CPU to NVM.

stores, thus preventing undesired reordering. Therefore, as seen in the left-hand side of
Figure 2.2, a typical pattern for persisting a store operation to NVM (represented by the MOV
instruction) is to explicitly follow it by three instructions: SFENCE, CLFLUSHOPT or CLWB, and
another SFENCE. The first SFENCE ensures that the stores completed, the CLFLUSHOPT or
CLwB will trigger a cache line flush to persist the store, and the last SFENCE will ensure the
previous CLFLUSHOPT or CLWB completed before resuming. In addition to these instructions,
non-temporal stores (MOVNT) can also be used to bypass the cache by writing to a special
buffer, which is evicted either when it is full, or when an SFENCE is issued. This is shown in
the right-hand side of Figure 2.2. Non-temporal stores are useful when the CPU is simply
writing to a new memory location without previously reading the data and loading its cache
lines, such as when streaming data in a log-structured manner.

Finally, it is worth noting that, while cache line transfers between CPU caches and NVM
happen in a granularity of 64 B and are atomic, current x86 CPUs only guarantee that 8 B
stores are atomic, i.e., complete within a single CPU cycle*. While it is unlikely that a cache
line will be evicted during a store operation larger than 8 B, algorithms and data structures
should take that into consideration to avoid partial writes and guarantee correctness. This
is usually achieved by atomically updating an 8 B variable to reflect larger stores, such as
a pointer (in the case of shadowing) or the tail of a log. In the context of NVM, this 8 B unit
is commonly referred to as p-atomic.

2.1.4 Performance

In order to give a good overview of the performance characteristics of DCPMM, we have
measured its latency and bandwidth using Intel Memory Latency Checker(v3.9) [VKW*13].
The hardware used for the measurements is shown in Table 2.2. We first compare the
latency of DCPMM to the latency of CPU caches and DRAM. The processor has 24 physical

“Not to be confused with atomic visibility, which can be achieved at larger sizes by the cache-coherency
protocol when using hardware instructions such as compare-and-swap(CMPXCHG16B).

2.1 Non-Volatile Memory 23



Processor Intel Xeon Platinum 8260L CPU @2.40 GHz

Main Memory 96 GiB DDR4 @2666 MHz (6 x 16 GiB modules)
NVM Intel Optane DCPMM 1.5 TiB (6 x 256 GiB modules)
Operating System Linux 5.3.4-3

Table 2.2: Hardware used for measuring DCPMM performance characteristics.

Level Sequential Access Random Access
L1 1ns Tns
L2 7ns 7ns
L3 20ns 20ns
DRAM 75ns 85ns
DCPMM 175ns 300ns

Table 2.3: Latency for accessing different levels of the memory hierarchy.

cores and 48 logical cores. The L1 caches are divided in instruction cache and data
cache, each one having a capacity of 32kB. Each L2 cache has a capacity of 1024 kB
and the shared L3 cache has a capacity of 36 608 kB. The access latencies are shown in
Table 2.3. The main observation is that DCPMM not only has higher latencies, but they
differ significantly between sequential and random accesses. This is explained by buffering
being employed internally in the DCPMM device, as reported by Intel [Int20d]. While traffic
between CPU caches and DCPMM happens in a 64 B granularity, just like DRAM, internally
the DCPMM employs buffering at a 256 B granularity. In other words, it is beneficial to
collocate data on DCPMM in units of 256 B to explore spatial locality. It is also worth
mentioning that the reported DCPMM latency refer to read operations. As previous studies
have also noted [IYZ119], precisely measuring the write latency of DCPMM is difficult. For
supporting DCPMM, Intel CPUs rely on a feature called asynchronous DRAM refresh (ADR).
The ADR triggers a hardware interrupt to the memory controller to flush write-protected
data buffers in the case of a power failure. While stores that linger in the ADR domain are
“safe”, currently there is no way to detect when they physically reach the DCPMM itself.

Figure 2.3 compares the bandwidth under two and six DCPMMs with a varying number
of threads. The CPU supports six channels, each of which has two slots, one for DRAM
and one for NVM. Therefore, the number of DCPMMs also indicates the number of mem-
ory channels. Similar to DRAM, adding more DCPMMs significantly increases the read
bandwidth, while the impact for write bandwidth is relatively smaller. It is worth noting
that in most cases using two threads is enough to saturate the DCPMM write bandwidth.
Nevertheless, having as many DCPMMs as possible is not always better, as the optimal
setup highly depends on the use-case. As an example, one might benefit from less DCP-
MMs in favor of more DRAM modules, since the amount of available memory slots is
limited per CPU. In such case, this would imply trading the lower costs and increase in
bandwidth of DCPMM for a more expensive setup and larger DRAM capacity, benefiting
from its lower latency access. DCPMM exhibits peak sequential read and write bandwidth
of 40 GB/s and 10 GB/s, respectively. These are respectively ~3x and ~11x times lower
than those of DRAM. This gap widens even more for random read and write bandwidth
to respectively ~8x (7.4 or 7.4 GB/s) and ~14x (5.3 GB/s) lower bandwidth than DRAM.
Given the performance gap between DRAM and DCPMM, it becomes more important to
leverage more memory channels (i.e., equip more DCPMMs) to reach the peak bandwidth.
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Figure 2.3: DRAM and Optane DCPMM bandwidth when a server is fully (x 6 modules)
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2.2 RELATED WORK

The advances in the recent years raised the interest in NVM technologies both in academia
and industry. Many interesting works proposed data structures, algorithms, and architec-
tures in different contexts. While most of the contributions and the concepts explored can
be used as building blocks for more complex systems, in this section, we limit to review
the related work of more complete storage management systems in the context of NVM.

Storage Management in the NVRAM Era

Pelley et al. [PWGB13] explore the impact of NVM (referred to as NVRAM) in traditional
database architecture. Rather than leveraging NVM in the context of the modern storage
hierarchy comprised of DRAM, SSD, HDD, and even tape, the work assume that NVM will
replace all existing persistent storage devices. Therefore, as a starting point, they use NVM
as a drop-in replacement for disk and analyze how it impacts the database architecture.
The first dimension considered refers to reading from NVM. Even if the performance
of NVM is higher than that of other storage media, the authors assume that caching is
still required due to its higher latency. Three alternatives are proposed: Software Buffer,
Hardware Buffer, and DRAM Replication. The Software Buffer approach relies on caching
hot pages in DRAM through a buffer manager, as in conventional databases. The Hardware
Buffer alternative involves removing the buffer manager and rely solely on CPU caches
to hide the higher latency of NVM. Finally, the DRAM Replication also relies on removing
buffer management by having a complete replica of the database in DRAM to serve read
requests. Like the authors, we consider that, while Hardware Buffer and DRAM Replication
strategies can simplify the software stack my removing buffer management, they are
impractical in most scenarios due to the limited capacity of CPU caches and to the large
DRAM requirements, respectively. Therefore, having a portion of DRAM managed by a
Software Buffer to cache hot pages is still the best strategy.
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Since a Software Buffer in DRAM is used to read and modify pages, the second dimen-
sion considered by the authors refers to writing the pages back to NVM. The strategies
considered are: Traditional WAL/ARIES, In-Place Updates, and NVRAM Group Commit. To
enable Traditional WAL/ARIES, the authors introduce two operations, persist_wal() and
persistent_page (), to enable atomic propagation of log records and pages to NVM, re-
spectively. The authors note that, while it is a simple approach, the software overhead of
logging and page flushing becomes the bottleneck if NVM is used as the main storage
device. As an alternative, the In-Place Update strategy is proposed. It eliminates redo
logging by employing a force strategy (i.e., flushing all updated pages at commit). Trans-
actions employ private undo log records, which are persisted to NVM until the transaction
commits, thus enabling the transaction to roll back after a failure. Finally, the authors
also propose the NVRAM Group Commit strategy, which extends the In-Place Update
by batching multiple transactions and applying their updates at once to a copy of the
whole database. The authors consider NVRAM Group Commit to be the best strategy, as
it amortizes the overhead associated with committing single transactions.

While we agree with the authors that Software Buffer is a good strategy, we make a few
observations regarding writing to NVM. In the Traditional WAL/ARIES approach, the authors
argue that logging and the asynchronous page flushing are the main source of overhead.
We point out that, while the authors assume that shadow paging is used to atomically flush
pages to NVM, this is not required, since the WAL suffices to guarantee the consistency of
the database and recover pages in case of partial writes. The overhead of WAL can also
be significantly reduced with better logging protocols, as discussed later in this section.
Furthermore, the In-Place Update and NVRAM Group Commit are proposed to eliminate
redo logging. However, both strategies employ shadow paging during commit time, which
was previously pointed out as a main overhead in the context of asynchronous page
flushing. Removing the redo log also implies lack of support for media recovery. Therefore,
we consider that a well-implemented Traditional WAL/ARIES approach can reduce the
mentioned overheads and perform better than the proposed alternatives.

Managing Non-Volatile Memory in Database Systems

Similar to the Software Buffer strategy discussed previously, van Renen et al. [VRLK*18]
propose a buffer manager to leverage the benefits of NVM. The authors point that DRAM is
still required to hide the higher latencies of NVM but that page-based DRAM caching leads
to unnecessary memory traffic. Therefore, unlike Pelley et al. [PWGB13], they propose to
leverage NVM in the context of a more complete storage hierarchy comprised of DRAM and
SSD, and to reduce the traffic between DRAM and NVM from pages to smaller granularities,
such as cache lines or “mini pages”. The authors also employ many state-of-the-art tech-
niques, such as pointer-swizziling [GVK*14], and further discuss replacement strategies.
The main advantages of the proposed buffer manager are its simplicity, which makes it
easy to be integrated into existing systems, and its capacity to leverage other storage
devices. Nevertheless, while the unnecessary traffic between DRAM and NVM is reduced,
it is not completely eliminated, as NVM is never directly accessed by the CPU.
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FOEDUS

The FOEDUS is a transactional system [Kim15] designed to leverage many-core servers and
NVM. Like Pelley et al. [PWGB13], the author assumes a scenario in which NVM completely
replaces other storage devices and coexists solely with DRAM. It proposes a B+Tree
variation called Master Tree and relies on the concept of dual pages. Each page has two
copies: a read-only state in NVM and a volatile state in DRAM. This technique resembles
shadow paging, but it stores the address of both versions of a page in the incoming page
pointers, rather than in a separate mapping data structure. FOEDUS employs a redo-only
distributed logging scheme [TZK*13, ZTKL14]. A “log gleaner” process propagates the
updates to the NVM pages by asynchronously replaying the log records. While FOEDUS
employs many state-of-the-art techniques, the author assumes that NVM is accessed
through the regular file system interface, thus not leveraging its byte-addressability and
being the main drawback of the proposed architecture.

Write-Behind Logging

Motivated by the observation that write-ahead logging becomes the main bottleneck in
many scenarios, Arulraj et al. propose an NVM-aware commit protocol called write-behind
logging (WBL) [APP16]. They assume a database system consisting of only DRAM and
NVM and multi-version concurrency control (MVCC) [LBD*11, KR79]. During transaction
execution, changes are written to a DRAM copy of the database. At commit, dirty records
are flushed individually to NVM, following a force strategy. Since MVCC is used, records
are always written to a new location in NVM. Nevertheless, uncommitted updates might
be propagated to NVM if a failure occurs during commit. To determine loser transactions,
a group-commit interval is defined by two timestamps (¢, ¢4), such that all transactions
with timestamp lower than ¢, have successfully committed, and no transactions with
timestamp higher than ¢, have executed yet. These timestamps are written to a log after
all the changes older than ¢, have been propagated to NVM, hence “write-behind”. The
recovery consists of reading the log to determine the (c,,c,) intervals that define the loser
transactions. Following MVCC, records modified by loser transactions are then ignored by
new transactions, later being removed by a garbage collection process.

The authors show benefits over write-ahead logging (WAL) in terms of memory consump-
tion and reduced traffic to NVM. However, we note that WAL is a protocol for update-in-place
strategies, which is not the case of MVCC. In other words, the multiple copies of a record
stored in a MVCC system already resemble the before- and after-images stored in log
records in WAL. Furthermore, while WAL can be eliminated in MVCC systems by using
WBL, we point that WAL is often leveraged to enable other functionalities, such as remote
replication, database auditing, and partial transaction rollback. Therefore, in addition to
being limited to MVCC, WBL makes the support of these functionalities more cumbersome.

2.2 Related Work 27



SAP HANA

SAP HANA [FML™12] is a modern database system that targets hybrid enterprise applica-
tions consisting of both transactional and analytical workloads. It follows an in-memory
column-store architecture and exploits modern hardware, such as multiple cores, SIMD
instructions, and large main memory and CPU caches. In order to store all database
contents in memory, SAP HANA relies heavily on data compression. To enable a high
compression rate, data has to be often coalesced and organized in efficient formats. There-
fore, SAP HANA employs a delta-main approach: a small delta component ingests new
records and updates and is periodically merged to a larger and read-only main component,
which stores data in a compressed format. Durability is guaranteed through command
logging [MWMS14] and transaction-oriented checkpoints [HR83]. SAP HANA can also
leverage NVM to extend the capacity of the main component [ALR*17]. This is a natural
fit, as the main component is read-only and, therefore, NVM can be accessed directly by
the CPU just like DRAM. Not only DCPMMs are larger than DRAM modules, but they are
also cheaper, leading to lower costs. While runtime performance is impacted by the higher
NVM latency, the startup is significantly faster, as the main component of NVM is persisted
across restarts, thus avoiding large load times from the storage device to memory.

Hyrise-NV

Hyrise-NV [SKD*16] is an NVM-aware version of the Hyrise in-memory database sys-
tem [GKP*10]. Similar to SAP HANA, Hyrise is tailored to hybrid transaction and analytical
workloads and employs the delta-main architecture. In addition to the main component,
Hyrise-NV also persists other data structures, such as the proposed nvBTree, used as
secondary indexes. Hyrise-NV relies on append-only strategies and multi-version storage
to update data transactionally and guarantee consistency. Furthermore, since write-ahead
logging is not employed, metadata of currently running transactions is persisted to enable
undo in case of failure.

SOFORT

SOFORT [0BL"14, Ouk18] is a database system developed from scratch to leverage a hybrid
DRAM-NVM environment. Similar to SAP HANA and Hyrise-NV, SOFORT is an in-memory
column-store targeting both transactional and analytical workloads, also following the
delta-main architecture. Differently than other systems that leverage traditional storage
devices, SOFORT relies purely on DRAM and NVM and, therefore, is able to employ a
single-level architecture. In other words, SOFORT only manages persistent objects in the
virtual memory address space, rather than files in a file system. Primary data is stored in
NVM and written/read directly by the CPU. Auxiliary data, such as secondary indexes, can
be placed either in DRAM or in NVM, thus allowing the system to be configured either for
high performance or for lower costs and faster restart.

SOFORT also supports ACID transactions through multi-version concurrency control
(MVCC) [LBD ™11, KR79]. Unlike other approaches that propose to eliminate logging but
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still employ it in a smaller granularity, SOFORT is able to achieve that goal by employing a
force strategy and storing the transaction table in a persistent data structure. Therefore,
“transaction objects” are persisted and are used to discard operations tagged with the
MVCC timestamps of transactions that were in-flight when the failure occurred.

The main limitation of SOFORT is the lack of support for other storage devices (HDD and
SSD) in a more complete storage hierarchy. While the proposed architecture may have
benefits in a future where NVM will replace other storage technologies, for the time being,
modern storage technologies, such as SSDs, still have to be considered for most use-cases.
Finally, as also noted by the authors, it is unpractical to adapt existing systems to follow
the same architecture, at it would require heavy software rewrite and architectural changes

Logging

Many of the works discussed so far make the observation that, when leveraging NVM
as the main storage device in a database, logging (typically WAL) becomes the main
bottleneck. Therefore, these works employ different flavors of force strategies with the
goal to completely eliminate logging from the critical path of transactions [PWGB13, APP16,
SKD*16, OBL*14, Ouk18]. Other works go in the different direction of leveraging NVM to
reduce the overhead of logging, rather than eliminating it [CKKS89, AJ89, FHH ™11, GXHT 11,
HSQ14, WJ14]. We focus on two of these works.

Huang et al. [HSQ14] make the observation that NVM is more expensive than other storage
devices (HDD and SSD) and, therefore, restricting the use of NVM to improve logging
performance yields a higher ratio of transactions per dollar than simply replacing all
storage with NVM. The authors propose NV-Logging to improve the traditional ARIES
logging protocol [MHL*92]. The main idea is to reduce the software overhead associated
with centralized log buffers by introducing decentralized transaction-private log buffers.
During transaction processing, log records are created in private DRAM buffers. Upon
commit, the transaction flushes the log records to arbitrary locations in NVM in the form
of “log objects”. To enforce the global LSN order, pointers to these “log objects” are then
appended to a “log entry index” implemented as a circular buffer. While the “log entry index”
still acts as a contention point, its critical-section is much shorter, since only fixed-length
pointers have to be appended, rather than arbitrarily large log records.

Unlike NV-Logging, Wang et al. [WJ14] propose fully-distributed logging for multi-core multi-
socket environments. They note that, while distributed logging reduces the overhead of
logging by spreading log records across multiple physical logs, they are prohibitive due to
the overhead introduced by dependency tracking and additional I/0 required to guarantee
global order of log records. Fortunately, NVM can be leveraged to significantly reduce these
I/0 costs and enable distributed logging. The authors investigate both page-level and
transaction-level log space partitioning and employ a global sequence number based on a
logical clock [Lam78] to uniquely identify log records. The empirical evaluation shows that
transaction-level partitioning is more favorable, as it avoids cross-socket communications.

We agree that leveraging NVM to improve the logging infrastructure will be mandatory for
database systems, and that completely replacing all storage by NVM is currently unfeasible
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in most scenarios due to its higher cost when compared to SSD and HDD. We also note
that, this approach not only is more cost effective, but it also limits the changes in the
code base to the log manager, thus not requiring drastic changes in the whole database
architecture. Nevertheless, we consider that there are other opportunities to leverage NVM
in database systems, such as NVM-aware buffer management policies.

NOVA

While the works previously discussed were mostly in the context of database systems,
NOVA [XS16] explores NVM in the context of file systems. The goal of NOVA is to enable
efficient access to NVM through the abstraction of regular file system interfaces. The
main motivation is to enable applications to leverage NVM without any changes, rather
than specifically tailoring them to manage NVM through the virtual memory space. NOVA
is a file system in the user-space that follows a hybrid DRAM-NVM architecture and relies
on log-structured writes to provide strong consistency guarantees. The authors claim that
it is able to achieve 22% to 216 x throughput improvement compared to state-of-the-art file
systems, and 3.1x to 13.5x improvement compared to file systems that provide equally
strong data consistency guarantees. We consider that, while specialized applications such
as database systems can benefit more from directly managing NVM, other applications
that do not require high performance can easily leverage some of the performance benefits
of NVM through file systems like NOVA.

2.3 CASE STUDY: PERSISTENT TREE STRUCTURES

Perhaps one of the most prolific categories of works in the context of NVM is comprised
of persistent data structures, such as persistent hash tables [LHWL20, DHK*15, NCC*19,
NIK*17, SDUP15, ZH18, ZHW18] and persistent trees [ALML18, CGN11, CJ15, HKWN18,
LLS™17, OLNT16, VTRC11, YWC™'15, LXCW19]. Works in this category take as a starting
point volatile memory data structures common in existing programming languages (such
as std: :map in C++). NVM is leveraged to make these data structures persistent, but still
maintaining a similar behavior to their volatile counterparts. Therefore, persistent data
structures are simpler when compared to the architecture of storage management system
that employs concepts such as buffer management, ACID transactions, and garbage col-
lection. While they may be inappropriate as a standalone storage manager, they are still
relevant as building blocks for more complex systems. As an example, one could use a
persistent hash table to implement a persistent version of a lock manager in a relational
database system. The techniques employed by these persistent data structures can be
generalized and applied in other scenarios. Therefore, we consider that looking at their
design decisions can aid the reader in better understanding the challenges of NVM.
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Architecture Node structure Concurrency

wBTree NVM-only Unsorted Single-threaded
NVM-only Unsorted leaf nodes; .
NV-Tree (optionally hybrid) inconsistent inner nodes Locking
Partially unsorted leaf; Lock-free
BzTree NVM-only sorted inner nodes (PMwCAS [WLL18])
DRAM (inner nodes) Selective
FPTree + NVM (leaf nodes) Unsorted leaf nodes (HTM + locking)

Table 2.4: Comparison of key design decisions of the persistent tree structures analyzed.

2.3.1 Persistent Trees

We limit the scope of persistent data structures to persistent tree variants, since these
are the most commonly used ones in database systems. We pick four candidates con-
sidered to cover a good portion of the design space: wBTree [CJ15], NV-Tree [YWC'15],
BzTree [ALML18], and FPTree [OLN"16]. In the following, we give an overview of each one
of these persistent tree data structures. Table 2.4 summarizes their key design decisions.

Write-Atomic B+Tree (wBTree)

wBTree [CJ15] is a persistent, single-threaded B+Tree that achieves high performance by
reducing cache line flushes and writes to NVM. Traditional B+Tree nodes are sorted for
faster binary search. However, as Figure 2.4a shows, keeping a node sorted requires a shift
of data to make place for the new key, which might leave the node in an inconsistent state
upon crashes, and incurs more (expensive) NVM writes. wBTree solves this problem with
unsorted nodes proposed in prior work [CGN11]. Figure 2.4b illustrates the idea. A bitmap
is used to indicate if each slot contains a valid (green box in the figure) record or not (red
box). The new record is inserted into a free slot (out-of-place), and the bitmap is atomically
modified using 8 B writes to set the validity of the inserted record. Using unsorted nodes
reduces the number of NVM writes and eases implementation, but requires linear search
for lookups, which might be more expensive than a binary search. Nevertheless, as we will
see later, the use of unsorted nodes is a common and effective design in NVM trees.

To enable binary search (thus reducing NVM accesses), wBTree uses an indirection slot
array in each node, as shown in Figure 2.4c. Each entry of the array records the index
position of the corresponding key in sorted order, i.e., the n-th array element will “point” to
the n-th smallest key by recording the key'’s index into the key-value slots. In the example,
after inserting key 5, in step 3 the bitmap needs to be modified so that the third element
records the position of key 7, which is stored as the second element (index 1) in the
key-value storage area. One bit (left-most box in the figure) in the bitmap is reserved to
indicate the validity of the array. wBTree relies on the atomic update of the bitmap to
achieve consistency, and on logging for more complex operations such as node splits.
After inserting the record out-of-place in a free slot, the indirection slot array is flagged as
invalid and updated, as shown in step 3 of Figure 2.4c. In case of a failure, the indirection
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Figure 2.4: Comparison of inserting key 5 with value d. Unsorted node reduces writes but
requires linear search for lookup, which can be avoided by using an indirection slot array.

slot array will be detected as invalid and reconstructed upon recovery. Finally, the bitmap
is atomically updated to set both the indirection slot array and the new record as valid.
This last step imposes that the bitmap is not larger than 8 B, the p-atomic unit. When the
indirection slot array is smaller than 8 B, the bitmap could be removed as the indirection
slot array can be atomically updated and serve as the validity flag.

NV-Tree

NV-Tree [YWCT15] proposes the concept of selective consistency, which, as shown in
Figure 2.5, enforces the consistency of leaf nodes and relaxes that of inner nodes. This
design simplifies implementation and reduces consistency costs by avoiding cache line
flushes. Inner nodes, however, have to be rebuilt upon restart, since the copy in NVM might
be inconsistent and unable to guide lookups correctly. We note that inner nodes could
also be placed in DRAM since their consistency is not enforced. Similar to the wBTree, NV-
Tree also uses unsorted leaf nodes with an append-only strategy to achieve fail-atomicity.
Figure 2.6 shows an example of an insertion in an NV-Tree leaf node. The record is directly
appended with a positive flag (or a negative flag in case of a deletion) regardless of
whether the key exists or not. Then, the leaf counter is atomically incremented to reflect
the insertion. To lookup a key, the leaf node is scanned backwards to find the latest
version of the key: if its flag is positive, then the key exists and is visible; otherwise, the
key has been deleted. The inner nodes are stored contiguously to abstract away pointers
and improve cache efficiency. However, this implies the need for costly rebuilds when a
parent-to-leaf node needs to be split. To avoid frequent rebuilds, inner nodes are rebuilt in
a sparse way, which may lead to high memory footprint. As inner nodes are immutable
(except parent-to-leaf nodes) once they are built, threads can access them without locking
and only need to take locks at the leaf and their parents level when traversing the tree.

32 Chapter 2 Background



Consistency of T T T T T T T T T TTTTTTTTTTT S TTTTTTTTT TS

i

inner nodes —>= Contiguous :

relaxed ' [ N1 ] N2 [N3]N4|[N5] Inner |

- I

Selective ! i
consistency Emmmm e ————

Append-only | —a
leaves

Figure 2.5: NV-Tree overview.

Record > (flag[+/-],key)
Bl+5)|[¢7) (-,5)|Fr:e| = BIeseneH 5]  BIEHEDEH 5]

Append new record with + flag Atomically increment counter

Insert 5

Figure 2.6: Insertion of a record in an NV-Tree node.

BzTree

BzTree [ALML18] is a lock-free B+Tree for NVM that uses persistent multi-word compare-
and-swap (PMwCAS) [WLL18] to handle concurrency and ease implementation. PMwCAS
is a general-purpose primitive that allows atomically changing multiple arbitrary 8 B NVM
words in a lock-free manner with crash consistency. To achieve this, PMwWCAS uses a
two-phase approach. In Phase 1, it uses a descriptor d to collect the “expected” and “new”
values for each target word, persist the descriptor, and atomically installs (using single-
word CAS) a pointer to the descriptor on each word. If Phase 1 succeeded, Phase 2 will
install the new values; otherwise the operation is aborted with all changes rolled back.

BzTree uses PMwCAS for insert, delete, search, scan, and structural modification opera-
tions which may need to change multiple NVM words. Because of the use of PMwCAS,
while being lock-free, BzTree implementation is easier to understand than typical lock-free
code. PMwCAS ensures that any multi-word changes are done atomically and recovery is
transparent to BzTree, removing the need for customized logic for logging and recovery.

As Figure 2.7a shows, BzTree stores both inner and leaf nodes in NVM. Inner nodes are
immutable (copy-on-write) except for updates to existing child pointers; leaf nodes can
accommodate inserts and updates. Figure 2.7b shows the situation in which a node L
splits and a new pointer must be inserted in the parent node P. Inserting to a parent node
causes it to be replaced with a new one that contains the new key (P’). Then, an update
in the grandparent node G is conducted to point to the new parent node P’. Splits can
propagate up to the root and grow the tree. Records in inner nodes are always sorted,
while records in leaf nodes are not. Initially, records are inserted to the free space serially.
Periodically leaf nodes get consolidated (sorted) and subsequent inserts may continue to
insert into the free space serially. After searching the sorted area (using binary search),
the tree must linearly search the unsorted area to get a correct result. The design rationale
is that inner nodes are not updated as often as leaf nodes and should be search-optimized;
leaf nodes, however, need to be write-optimized.
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Fingerprinting Persistent Tree (FPTree)

Unlike the other trees being evaluated, FPTree [OLN*16] uses both DRAM and NVM to
achieve near-DRAM performance. As Figure 2.8 shows, it stores inner nodes in DRAM, and
leaf nodes in NVM. This way, FPTree accelerates lookup performance while maintaining
persistence of primary data (leaf nodes), as only leaf accesses are more expensive during
a tree traversal compared to a fully transient counterpart. The rationale behind is that
while losing leaf nodes leads to an irreversible loss of data, inner nodes can always be
rebuilt from leaf nodes. Since the inner nodes must be rebuilt upon recovery, FPTree trades
recovery time for higher runtime performance.

FPTree uses fingerprints to accelerate search. They are one-byte hashes of in-leaf keys,
placed contiguously in the first cache line of the leaf node. FPTree also uses unsorted
leaf nodes with in-leaf bitmaps [CGN11], such that a search iterates linearly over all valid
keys in a leaf. A search will scan the fingerprints first, limiting the number of in-leaf key
probes to one on average, which significantly improves performance. FPTree applies
different concurrency control methods for the tree’s transient and persistent parts. It uses
hardware transactional-memory (HTM) and node-grained latches for inner and leaf nodes,
respectively. Such selective concurrency design solves the apparent incompatibility of
HTM and persistence primitives required by NVM such as cache line flushing instructions
which always cause HTM transactions to abort directly.

2.3.2 Evaluation

To complement this case study, we look at the impact of different design decisions on the
final performance. It is worth noting that all these data structures were proposed before
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NVM was available, and, therefore, they were originally evaluated on different emulation
platforms. While a qualitative comparison was possible, a quantitative comparison was
unpractical. Therefore, as our first contribution, we evaluate the tree structures discussed
on real NVM hardware (DCPMM). We consider that this performance evaluation can serve
to lay down the performance expectations of DCPMM. Furthermore, since the persistent
trees discussed previously were proposed by several authors, they made different assump-
tions about NVM and its programming model, such as how persistent memory is allocated.
As our second contribution and to to enable a fair comparison, we have re-implemented
all of them according to their original design, while assuming the programming model
for memory allocation defined by the PMDK library [Int14]. The environment used for the
benchmarks is the same as previously shown in Table 2.2. Finally, as our third contribution,
we devised a benchmark framework, PiBench, targeted at the specific use-case of per-
sistent data structures. As a contribution to the community and to enable future work to
achieve a fair comparison and reproducible results, we made PiBench available both as an
open-source project® and as a web application®. Further details are shown in Appendix A.

Index Implementations

We highlight important details for implementing the evaluated trees, especially changes
we made either to make them compatible with PMDK’s programming model such that they
can be performed on real NVM, or due to necessary details not covered by the original
works.

wBTree. wBTree originally uses undo-redo logs for failure atomicity [CJ15]. We improved
it with more efficient micro-logs used by FPTree [OLN*16] and implemented it using the
same code template as FPTree's to reduce the impact of different implementations. We
also changed wBTree to use PMDK persistent pointers instead of volatile pointers.

NV-Tree. The original paper [YWC™15] did not cover concurrency, so we implemented latch
coupling. We changed NV-Tree to use PMDK persistent pointers and align records in leaf
nodes to 8 B boundaries; for 8 B keys and values, the size of a record is 24 B with the validity
flag. This is 7 B more than necessary, but gives better performance. Since the consistency
of inner nodes is not enforced, we placed them in DRAM to improve performance.

BzTree. Splits in BzTree may propagate to upper levels, replacing all the nodes along the
path (copy-on-write inner nodes). We prepared all the nodes on the split path and issued a
final PMwCAS at the highest level to atomically swap in the new nodes. For this to work,
we increased the size of PMwCAS descriptor size from 4 to 12 to accommodate enough
memory word changes and new allocations.’

FPTree. The original paper [OLN*16] proposed two versions: a single-threaded version
and a concurrent version. We focus on the concurrent version since we are most interested
in multi-threaded experiments. However, we note that optimizations in the single-threaded
version, such as allocating leaf nodes in groups, could be applied to all trees.

Shttps://github.com/sfu-dis/pibench

®https://pibench.org/

"These strategies were not presented in the original work [ALML18], but has been confirmed by one of the
original authors in private communications.
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Workloads

We evaluate the indexes with individual operations (lookup, insert, update, delete, scan).
All experiments are run under a uniform key distribution. Scans are performed by selecting
a random initial key and then reading the following 100 records in ascending sorted order.
Each run starts with a new tree loaded with 100 million records with 8 B keys and 8 B values.
We then measure and report the tree performance during the run phase, in which 100 million
operations are executed by a specified number of threads. The numbers reported here refer
only to the run phase, excluding the load phase. We use the list of operations completed in
every time window (100 ms) of a single run to calculate the average throughput (depicted
as the bars and points) as well as the standard deviation (depicted as the error bars).

Single-threaded Throughput

Figure 2.9 shows the single-threaded performance under workloads consisting of a single
type of operation. We analyze and discuss the performance of each operation individually.

Lookup. The first important observation is that the persistent trees that place inner nodes
in DRAM (FPTree and NV-Tree) have higher throughput due to the lower latency of DRAM.
FPTree 's fingerprints further reduce cache line accesses in leaf nodes to two in most
cases: one for the fingerprints and bitmap, the other for the potentially matched record.
This contrasts with NV-Tree which uses append-only leaves and requires scanning on
average half of the leaf entries to determine if a record exists and is valid. BzTree employs
a hybrid of sorted and unsorted leaf node format, so it needs to search the unsorted area
linearly if the key is not found in the sorted area. It is worth noting that the performance
benefits of lookup operations are transported to the other operations as well, as they must
perform a lookup prior to additional work.

For insert, update, and delete, we note that all trees enforce the consistency and durability
of single operations using out-of-place writes (possibly within a node) and atomically
flipping a validity bit to “commit” the operation (for BzTree, this is delegated to PMwCAS).
Therefore, these operations must always force the changes to NVM using CLWB, making it
impossible for the CPU caches to amortize the high write latency of NVM. This explains
the lower throughput and the increased standard deviation of these operations when
compared with their lookup counterparts.

Insert. We observe insert performance is directly affected by (1) the amount of flushes per
insert, (2) the needed maintenance work per insert, and (3) the overhead of node splits.
Table 2.5 summarizes the amount of flushes needed by each operation. For all trees,
each insert entails at least one flush for the record being inserted. FPTree and wBTree
keep an 8 B bitmap per node to indicate which records are valid and enable the slot of
invalid records to be reused. FPTree also requires flushing the fingerprints, leading to a
total of three flushes per insert. In addition to the bitmap, wBTree keeps a slotted array
per node to keep the order of records and a single validity bit to indicate the validity of
this slotted array. Therefore, three additional flushes are required by the wBTree (slotted
array, validity bit, validity bitmap), to a total of four flushes per insert. NV-Tree requires
one additional flush to update the size of the node, to a total of two flushes. BzTree uses
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Tree/Operation Insert Update Delete

FPTree 3 3 1
NV-Tree 2 2 2
wBTree 4 3 1
BzTree 15 10 7

Table 2.5: Number of cache line flushes per operation.

two double-word PMwCAS operations per insert to reserve space in the leaf node and
make the new insertion visible to other threads, respectively. Each PMwCAS incurs at least
three flushes [WLL18]. In total, BzTree incurs 15 flushes per insert. If the current PMwCAS
conflicts with another on-going PMwCAS, it might incur more flushes as it helps finish
the other operation first. We attribute BzTree’s low insert performance mainly to the high
number of flushes. Finally, in BzTree, FPTree and wBTree, a node split might propagate
all the way up to the root level. However, for NV-Tree the inner nodes must always be
completely rebuilt whenever a split happens in the parent-to-leaf level. When splitting
a leaf node, two new nodes are allocated to split the records of the node that became
full, causing the higher amount of NVM writes. This operation becomes expensive in
comparison to other trees, which has also an impact in the throughput standard deviation.

Update. As opposed to inserts, an update only operates on an existing key. Overall,
the standard deviation for updates is lower than that of inserts, due to the absence of
allocations and splits. NV-Tree performs updates slower than inserts, as it handles updates
as a deletion followed by an insertion. wBTree updates are faster than inserts since each
update requires one fewer flush (3 vs. 4 in Table 2.5), as record order in the node does not
change (the key is not updated). Thus, the slotted array can be updated atomically without
flushing its validity bit, as only the offset of the updated record changes, while the others
remain the same. BzTree's update is faster than its insert operation, due to the absence of
allocation and splits, but it still needs many flushes, leading to lower throughput.

Delete. The throughput of delete operations follows a similar trend to those of lookups.
The reason is that deletion for FPTree and wBTree is basically a lookup followed by flushing
the validity bitmap to invalidate the record deleted. There is no deallocation or merging of
nodes implemented, as data structures are more likely to grow rather than shrink. This
is also the approach taken by implementations of the C++ Sandard Template Library.
In contrast to FPTree and wBTree, NV-Tree requires two flushes per deletion, one for
a tombstone and one for the node size. For BzTree, the process is similar, but it uses
a PMwCAS to mark records invisible which requires multiple flushes, leading to lower
performance.

Scan. Range scans start at a random initial key and read the following 100 records. wBTree
is the only one that directly returns records in sorted order using its indirection slotted
arrays. All the other trees must perform an additional sorting and filtering step to return
the requested records. We can conclude that reading less from NVM (e.g., FPTree) does
not compensate the overhead of sorting and filtering.
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Figure 2.9: Single-thread throughput under uniform distribution. Placing inner nodes in
DRAM helps much in traversal performance for FPTree and NV-Tree; wBTree performs the
best in range scan as it does not require an extra sorting step.

Multi-threaded Throughput

We now evaluate the performance under multiple threads. We include wBTree’s single-
thread performance for reference as it does not support concurrency. Since we dedicate
one thread to collect the statistics, we scale the number of worker threads until 23 out of
the 24 physical cores available in the CPU. Furthermore, we experiment with 32 and 47
threads to show the behavior of the trees under hyperthreading.

Figure 2.10 depicts the throughput of individual operations under multiple threads and
uniform distribution. It shows a similar trend to the single-threaded experiments. All the
evaluated trees scale as expected for lookup, insert, update, delete and scan operations
using 1-23 threads (no hyperthreading). With hyperthreading (shaded areas in Figure 2.10),
all trees maintain or slightly improve the throughput compared to using 23 threads. In
particular, FPTree is able to leverage hyperthreading significantly better than other trees in
lookup operation.

Figure 2.11 shows the throughput of individual operations under the skewed distribution
(skew factor 0.2). Since a skewed workload accesses a small subset of keys multiple
times, only the first insert/delete for a given key would succeed and all the subsequent
insert/delete operations for the same key would simply be a lookup. Therefore, we omit
these operations under skewed workloads. The results here showed similar pattern to
the ones with the uniform workload: all trees exhibit higher throughput and largely scale
under all operations, except BzTree and FPTree's update operation, which respectively
scales up to 8 and 16 threads and performs worse as we add more threads. There are two
main reasons for BzTree’s behavior. First, because of the use of PMwCAS, a memory word
may store a pointer or actual value. Each NVM read is instrumented to check the type of
the word value, adding additional overhead. Second (and more importantly), the update
operation employs an optimistic approach that retries a PMwCAS until success; it is well
known that optimistic approaches are vulnerable to high contention. FPTree does not
scale beyond 16 threads for a similar reason: it uses HTM (Intel TSX, which is an optimistic
approach) for traversing the inner nodes and acquiring leaf latches. A skewed workload
will incur more conflicts at the leaf level, hence more HTM aborts and lower throughput.

For lookup operations, as we vary the skew factor from 0.1to 0.5 in Figure 2.12a, we see
the throughput dropping for FPTree and BzTree, as lower contention (e.g., skew factor 0.5)
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Figure 2.10: Throughput under uniform distribution. FPTree and NV-Tree leverage DRAM
and perform generally better than pure NVM trees (BzTree and wBTree). All the trees
maintain their throughput with hyper-threading (beyond 23 threads). wBTree s single-
thread throughput is shown for reference as it does not support concurrency.

leads to accesses to more keys and therefore more cache misses and NVM accesses.
NV-Tree does not show obvious changes when we ease the contention. We attribute
this behavior to the fact that it needs to acquire node locks even for read-only workloads,
causing extra inter-core communications and traffic on the memory bus which is often
unscalable for read-only workloads on multiple cores [TZK*13, WK16]. Update operations
exhibit a different trend in Figure 2.12b, as we ease the contention, the throughput increases,
although lower contention leads to larger NVM footprint in general. These results highlight
two factors that affect performance under skewed workloads: (1) the amount of NVM
accesses and (2) contention level. Both factors impact performance, and as we add more
concurrent threads, contention takes over to become the major factor, contrasting with
the single-threaded case where NVM footprint is the dominating factor.

Impact of Programming Model

Persistent data structures face challenges in handling persistence, recovery and con-
currency, which can be resolved using a sound programming model enforced by NVM
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programming libraries, such as PMDK. Specifically, this boils down to the use of persistent
pointers, memory alignment, and an NVM-aware allocator, which, as we show next, incur
space amplification and performance overheads.

Space amplification. Similar to in-memory data structures [ZAP*16], persistent data struc-
tures may occupy a significant amount of memory (NVM and/or DRAM), due to various
design decisions to optimize performance (e.g., alignment) and conform to the required
NVM programming paradigm, in particular the use of 16 B persistent pointers [Int14]. We
quantify this effect in Figure 2.13 by plotting the amount of memory consumed by each
tree. We insert 100 million records of 8 B keys and 8 B values; this corresponds to ~1.5 GB
of raw data. Any consumption beyond this amount would be the metadata, extra alignment
or other allocations (e.g., during a split) needed by the tree. We use statistics from jemalloc
for DRAM (stats.allocated), and the pmempool tool for NVM. The NVM consumption is
precise, and DRAM consumption is an upper bound of the real consumption, as jemalloc
also records other allocations made by our benchmark framework.

As shown in Figure 2.13, all the trees in fact use more than 50% of the space needed for the
raw data; NV-Tree/BzTree use respectively ~2x/10x the raw data size. This is partially due
to the relatively small key/value sizes used (8 B) and the alignment requirement (typically
8 B) in all the trees. Although both FPTree and NV-Tree place inner nodes in DRAM, NV-Tree
requires more DRAM because inner nodes are rebuilt sparsely to amortize rebuild costs.
This means that it will have a different DRAM-NVM ratio depending on the fill ratio of its
inner nodes. BzTree and wBTree consume a negligible amount of DRAM as they are pure
NVM-based. BzTree’s memory consumption is cumulative (of all nodes ever created) and
the highest, due to its use of copy-on-write for inner nodes. We note, however, that this is
the worst case for BzTree, and in realistic workloads with fewer inserts, inner nodes will
not change as often, which should result in lower NVM consumption.

NVM allocation overhead. Compared to their DRAM counterparts, persistent allocators
need to issue cache-line flush instructions, handle recovery and run on slower NVM. To
understand their behavior, we run an experiment using jemalloc on DRAM and PMDK allo-
cator (which is based on jemalloc) on DRAM and NVM. Each thread issues 1024 allocation
requests, each of which allocates 1kB of memory. Figure 2.14 shows the time needed to
finish the test. As we increase the number of threads, no allocator scales, and due to the
extra complexity associated with PMDK allocator (e.g., the use of cache-line flush instruc-
tions and fences), PMDK allocator is 2.9-4.4x slower than jemalloc on DRAM. On NVM,
the PMDK allocator can be up to ~8x slower than itself running on DRAM. These results
signify the high cost of NVM allocations and indicate that persistent data structures should
carefully handle their interactions with NVM allocators. The insert operation interacts with
allocators the most, and we observed non-trivial allocation overhead in all the evaluated
trees. In particular, we found that BzTree spends more than ~41% of CPU cycles on NVM
allocation in insert operations. Compared to other trees, its use of copy-on-write adds
more burden on the NVM allocator because an inner node cannot be updated in-place
when a new key is added to it. We observed similar trends in the other trees.
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Recovery Time

An important aspect of persistent data structures is their ability to recover consistently
and (near) instantly after a failure or clean shutdown. We test recovery time by loading in
each tree a fixed number of records and then killing the process. Table 2.6 shows the time
in seconds for each tree to recover from a crash after loading 50 million and 100 million
records. wBTree, FPTree and NV-Tree enforce consistency of each single operation, so
recovery consists basically of rebuilding transient data. Both FPTree and NV-Tree place
inner nodes in DRAM and thus these must be rebuilt upon recovery. As expected, the time
for rebuilding inner nodes after inserting 100 million records is about 2 x the time with 50
million records (recovery time scales linearly as all leaf nodes must be read). wBTree and
BzTree reside fully in NVM. Therefore, upon recovery they simply need to open an existing
NVM pool and retrieve the root object. From the root object, all the remaining objects
allocated in the pool can be discovered and reached. BzTree relies on PMwCAS to always
transform the tree from one consistent state to another, without needing a customized
recovery procedure. After opening the existing pool, BzTree delegates its recovery process
to PMwCAS, which completes its own recovery phase by rolling forward or backward
PMwCAS operations that were in-progress when the crash happened. This translates
into scanning the PMwCAS descriptor pool [WLL18] which is fixed-sized (100 kB in our
experiments). Moreover, the amount of in-progress PMwCAS operations at any point in
time is bounded by the number of concurrent threads. Therefore, we see a very small
difference in recovery time under different initial sizes.

These result show that NVM-only trees are able to recovery near instantly (sub-second
recovery time), at the price of lower runtime performance; placing more components in
DRAM may improve runtime performance at the cost of longer recovery time. Neverthe-
less, we note that the recovery time of hybrid trees could be improved, in case of clean
shutdowns, by spilling inner nodes to NVM and copying them back to DRAM upon recovery.

Future of NVM

To conclude our case study, we note that NVM is still at an early stage and yet to become
mainstream. Nevertheless, our experience in this evaluation enabled us to identify two
areas where improvements of the current NVM technologies could have a major impact.
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Initial Size (# of records) FPTree NV-Tree wBTree BzTree

50 million 1.77s 415s 0.036s 0.153s
100 million 3.56s 8.45s 0.037s 0.186s

Table 2.6: Recovery time. NVM-only trees (BzTree/wBTree) achieve sub-second recovery
time. DRAM-NVM hybrid trees (FPTree/NV-Tree) trade recovery time for performance.
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Figure 2.15: Impact of persistent caches and DRAM-like performance on NVM in a sin-
gle thread workload with 50% reads, 25% inserts, and 25% updates with uniform key
distribution.

Persistent CPU caches. Modern CPUs rely on sophisticated, fast volatile caches for good
performance. This introduces the main challenge of carefully flushing cache lines to
NVM while trying to reduce the amount of flushes and NVM accesses. We consider that
enabling CPU caches to become persistent (e.g., by protecting them against power failures
with a capacitor) is the natural next step to simplify software development and increase
performance [WJ14, IKK16]. In such scenario, applications could completely relinquish the
use of instructions such as CLFLUSHOPT and CLWB. However, guaranteeing the ordering of
writes using SFENCE may still be required.

DRAM-like NVM devices. A second advancement would be approaching the performance
characteristics of DRAM. The NVDIMM-N devices discussed in Section 2.1.1 already offer
DRAM performance, but its high cost and DRAM's scalability issues make it prohibitive in
large scale. Devices based on new materials are much cheaper but still lag behind DRAM in
terms of performance. This gap might be closed either by reducing the cost of flash-based
NVM or by enhancing the performance of cheaper alternatives (e.g., via innovations in
materials or more sophisticated caching mechanisms).

Figure 2.15 shows the potential impact of these advancements on the tree structures
considered. We emulate persistent CPU caches (+Persistent Cache) by removing all cache
line flushes from the code path, and emulate fast NVM (+DRAM-1ike) by placing the NVM
memory pool in a DRAM-backed file system (tmpfs). While persistent CPU caches improve
throughput by 1.32/1.27/1.17/1.94 x for FPTree/NV-Tree/wBTree/BzTree respectively, the
main benefit is probably in terms of simplifying the programming model which will also
lead to fewer bugs and savings in development and code maintenance costs. The biggest
gains are achieved by increasing the raw device performance, which further improves
the throughput by a factor of 2.05/1.72/2.17/2.00 for FPTree/NV-Tree/wBTree/BzTree
respectively. This shows that indexes are highly sensitive to device latency and bandwidth.
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LOG-STRUCTURED MERGE-TREES

One of the main challenges of NVM is the lack of control developers have over when
records are persisted, making it hard to ensure consistency when records are updated
in-place. On the other hand, in log-structured architectures, records are always written to a
new location and never overwritten. This property significantly alleviates the challenge
of guaranteeing atomic and consistent writes to NVM. Therefore, log-structured systems
are a very attractive first candidate for exploring opportunities to leverage NVM. This
chapter explores use-cases of NVM in log-structured merge-trees, a storage management
architecture implemented by many modern systems, such as LevelDB, RocksDB, SQLite,
Cassandra, and Bigtable. More precisely, in this chapter we investigate two main questions:

+ What is the impact on LSMs if we replace all persistent storage by NVM?
+ Do LSMs still benefit from DRAM caches when NVM is used as persistent storage?

3.1 LSM AND NVM

The log-structured merge-tree (LSM) [0CG096] was originally proposed in the context of
HDDs with the goal of leveraging the faster sequential writes. The write-optimized nature
of LSMs make them appealing to systems that experience high write and data injection
rates. Systems that must ingest an event log and query the ingested data with acceptable
response time are common examples.

In the context of SSDs, while sequential writes are still usually faster than random writes,
the performance gap is smaller. Nevertheless, LSMs gained a new notoriety due to the
reduced write amplification to persistent media, a major concern due to the limited erase
cycles of SSDs. This has a direct impact in lowering the performance degradation and
increasing the device lifetime. While NVM reduces the gap between random and sequential
accesses even further and it has a longer endurance and lifetime, it can still benefit from
sequential writes and reduced write amplification, even if to a smaller extent. However,
LSMs have an important characteristic that makes them particularly appealing in the
context of NVM: it is easy to guarantee atomicity and durability of arbitrarily large writes.
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As previously introduced, when directly accessing NVM through load/store operations, the
developer cannot prevent a cache line from being arbitrarily evicted by the CPU. Further-
more, store operations can also be re-ordered by the compiler or the CPU. Under these
circumstances, it becomes challenging for database systems to guarantee a certain level
of consistency, since that requires a careful control of when data is written to persistent
storage. In contrast to update-in-place systems, maintaining consistency and atomicity
in an LSM is easier, as records are always written to a new location in a log-structured
manner, only requiring a small atomic update to reflect the update (such as updating the
tail of the log or a catalog entry pointing to the new location). Log-structured writes also
enable non-temporal stores to be employed to directly stream data from the CPU to NVM,
bypassing the CPU cache. Furthermore, the synergy between NVM and LSM is made even
more explicit by the observation that reading from NVM is faster than writing, while writing
to LSM is faster than reading. In other words, they complement each other nicely.

3.2 LSM ARCHITECTURE

Figure 3.1 illustrates the general architecture of an LSM. Writes in an LSM are made to an
in-memory data structure (Cg) and made durable by logging. When Cq reaches a certain
threshold size, it is merged with a lower level persistent component C; (which can be, for
instance, a tree data structure) and newer writes are made to a brand new Cg instance. This
can be generalized to a hierarchy of multiple persistent components C;..Cy, in such a way
that the size of components grows exponentially in relation to the preceding component
in the hierarchy. The persistent components are immutable. The lookup operation has
to search each component, from the most recent to the oldest, until the record with a
given key is found. A read-only cache holds frequently accessed blocks of the persistent
components in memory, thus reducing the amount of 1/0 required. It is also common
to employ Bloom filters at each component to minimize the amount of 1/0 by avoiding
searching a component that does not contain a given record. Delete operations are done
by inserting a special tombstone record to indicate the absence of a record with a given
key. Range scans are usually more expensive than in a B+Tree, as all components must be
searched, since records in the range can be present in any of them.

In order to prevent slowdown when a merge is triggered during normal processing, an
eager rolling-merge process between components usually runs in the background. Merging
components is required to reclaim space and keep a predictable performance by alleviating
the read penalty introduced by multiple components. The merge process picks blocks of
adjacent components that have overlapping records, eliminates duplicates by removing
older versions of records, and sequentially write the results to a new location, following the
log-structured nature of the LSM. There are many approaches for merging components,
such as leveling and tiering, and picking the right one, as well as tuning the scheduling policy
of merge processes (which portions of which components to merge), is a critical aspect of
LSMs. To summarize, LSMs achieve a better write performance when compared to update-
in-place strategies, since random writes are converted into sequential ones and the amount
of data written to persistent storage is reduced (i.e., decreasing write-amplification).
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Figure 3.2: LevelDB architecture represented with the first 4 levels for simplicity.

3.2.1 LevelDB

LevelDB is an open-source, embeddable, persistent key-value store originally developed by
Google. Keys and values are stored as byte arrays and sorted by key. It defines a basic
interface including Put(key,value), Get(key), and Delete(key) operations. While LevelDB
implements the conceptual architecture of an LSM, relevant implementations details and
specific nomenclature is defined for the sake of better understanding of the upcoming
sections. Figure 3.2 shows LevelDB specific architecture.

LevelDB uses a skip-list as its in-memory data structure, called MemTable. The persistent
components are organized as levels starting from Level 0 (most recent) with an increasing
number to older levels. Each level is composed of files called Sorted String Tables (SST).
The layout of an SST is represented in Figure 3.3. An SST has a fixed size of 2 MB and
consists of four types of blocks. A data block, usually 4 kB, contains keys and values in
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Figure 3.3: Sorted String Table layout.

sorted order (possibly compressed). Additionally, an SST has a single index block used
to locate the data block of a given key (conceptually similar to a B+Tree of height 2).
Optionally, there can be meta blocks to store information such as Bloom filters, in which
case there will also be a meta index block to locate them. Finally, each SST has a small
footer containing information such as checksum, unique identifier, total size and relative
offset of blocks. Therefore, the footer is always read prior to searching a record in an SST.

Whenever the MemTable reaches a threshold size (4 MB by default), it is compressed and
converted into one or more SSTs of Level 0. With the exception of Level 0, SSTs of the
same level do not have overlapping key ranges, meaning that at most one SST per level
has to be read (as shown by the key range covered by each SST in Figure 3.2). When the
number of SSTs in Level n reaches its threshold, they are merged with the SSTs of Level
n+1 that have overlapping key ranges to generate new SSTs. As an example, in Figure 3.2,
the SST in Level 1 marked in green will be merged with the two SSTs in Level 2 marked in
green, since they have overlapping key ranges.

Finally, LevelDB has 7 levels by default, with Level 0 containing a maximum of 4 SSTs, Level
1 containing 10 SSTs, and each level after containing a maximum of factor 10 the number
of SSTs in the previous level. A system catalog keeps track of information on all levels,
e.g., current SSTs and their key ranges. The system catalog is atomically updated to reflect
changes, such as removing and adding SSTs after a merge operation.

Block Cache

By default, LevelDB uses memory-mapped files and the page cache of the operating system
for improved performance. These features are orthogonal and we have ignored them to
better isolate the behavior of LevelDB’s own caching component, since most database
systems also rely solely on their own caching.

In addition to the MemTable, LevelDB implements two DRAM read-only caches: table
cache and block cache. The table cache is used to hold entries containing metadata about
SSTs and index blocks (possibly meta blocks) of SSTs recently accessed. The block cache
holds exclusively the data blocks from SSTs. In order to improve concurrency, both caches
are composed of 32 shards (default), and each shard implements least recently used (LRU)
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Figure 3.4: LevelDB environments for accessing storage.

as the default block replacement policy. A read operation must first check if the given key
is present in the MemTable. If not, then it will locate the candidate SST in the next level
based on the SST key ranges contained in the system catalog. Once the relevant SST is
found, the table cache and block cache are searched for the corresponding index block
and data block, respectively. If any of these blocks is not found, they are read from storage
into the cache before resuming the operation.

3.3 PERSISTENT MEMORY ENVIRONMENT

In the context of NVM, the first question to be answered is: what is the impact on LSMs
if we replace all persistent storage (usually SSD) by NVM? Our first contribution is the
investigation of this impact. To that aim we extend LevelDB to provide direct access to
NVM. As shown in Figure 3.4, LevelDB originally accesses storage by issuing file operations
(open, create, rename, delete, read bytes, write bytes) to an abstract environment. The
goal of this abstract interface is to provide easy portability to different operating systems
by only implementing the required file operations, as well as allowing custom behaviors
on file operations (such as monitoring). We rely on this interface to implement a custom
environment to directly access NVM: Pmemenv.

Pmemenv is implemented with the aid of the Intel's Persistent Memory Development Kit
(PMDK) [Int14] and it acts as a lightweight file system in the user space. It is tailored
specifically for accessing and managing LevelDB's files directly in NVM. This contrasts
with usual interface, where the application has to go through the kernel space to access
persistent storage. Pmemenv has two main advantages over general purpose file systems.
First, it enables zero-copy reads, meaning that data can be read directly from NVM without
loading it to DRAM. Second, it enables read and write operations to NVM at a cache-line
granularity (64 B) instead of whole block (usually 4 kB).

PMDK enables users to create a persistent memory pool by creating a file an NVM-aware
file system and mapping the file to the application virtual memory, allowing direct access
to the underlying storage. The application can then manage objects in the persistent
memory pool through the PMDK allocator interface, which hides the complexity required
to properly enforce the order of write operations. PMDK also uses a lightweight logging
scheme to guarantee the fail-safe atomicity of persistent allocations. A persistent pointer
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Figure 3.5: Pmemenv architecture.

for each allocated object is stored in a collection (implemented as a data structure, such
as a linked list) located in a fixed memory region of the pool. The user is able to iterate
over this collection and retrieve every allocated object in the persistent memory pool, thus
preventing persistent memory leaks. PMDK also offers transactional support to enable
more complex atomic memory operations than simple allocation and deallocation of
blocks of memory. These memory transactions, however, are not used by Pmemenv.

Figure 3.5 illustrates the general architecture of Pmemenv. It comprises two main parts:
an in-memory hash table and a persistent memory pool. Every SST is composed of a
transient part and a persistent part. The hash table is used to map the unique identifier of
an SST to its transient part. The transient part of an SST includes non-critical metadata
that is only required during runtime, such as reference counters, mutexes, and status flags.
The transient part also contains a pointer indicating the location of the persistent part
in the persistent memory pool’. The persistent part contains critical data required by
basic operations and to rebuild the hash table during restart. In our implementation, the
persistent part of an SST is composed of the unique identifier, the current append offset,
and the remaining data and index blocks shown in Figure 3.3. The PMDK library already
stores the size of allocated persistent memory blocks, therefore, even if this is critical data,
we do not store it and rely on the library to provide this information. In case of a system
failure, the hash table can be rebuilt by iterating over the collection of pointers pointing to
the allocated SSTs and retrieving the SST identifiers. The metadata in the transient SST
part is set to default values and the pointer is set to the corresponding address in the
persistent memory pool.

The separation of SSTs into transient and persistent parts allows metadata to be moved
between them, enabling the system to possibly slide a persistence bar to choose which
parts to make persistent [OBL*14]. In one extreme scenario, all data, metadata, and data
structures are allocated in the persistent memory pool. This would reduce the recovery

"Note that both DRAM and NVM share the same virtual memory space.
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time to a minimum at a possible performance cost and additional complexity. While an
interesting direction to be explored by future work, we omit more detailed discussions to
focus on the challenges discussed in the following sections.

Finally, since all writes to SSTs are log-structured (i.e., append-only), they can use non-
temporal stores to bypass the processor cache. Writes of an arbitrary number of bytes to
an SST are protected from partial writes by updating the current write offset of the SST
(8 B), which is guaranteed to be an atomic operation. The MemTable log and other auxiliary
files, such as the catalog of SSTs, are also managed by Pmemenv the same way as SSTs.

3.4 2Q CACHE POLICY FOR NVM

LevelDB implements LRU as the default replacement policy for each shard of the table
cache and block cache. In other words, whenever the cache is full and a miss occurs, the
least-recently accessed block is evicted to make space for the requested one. However,
when the SSTs are in NVM, the processor is able to directly read these blocks without
copying them to DRAM. On one hand, DRAM has lower latency and enables faster access.
On the other hand, not only the caching components introduce additional complexity, but
there is also an overhead for copying data from NVM to DRAM when a miss occurs. This
overhead might not be worthwhile when compared to the cost of simply accessing the
data directly in NVM. Therefore, the second question we investigate is: can LSMs still
benefit from DRAM caches when byte-addressable NVM is used as persistent storage?

Ideally, we would like the cache replacement policy to keep track of accesses not only to
cached blocks, but also to un-cached ones. This would enable the policy to make a better
decision whether it is advantageous to copy a given block to DRAM, avoiding a hotter block
to be evicted as a consequence of a miss to a colder one. As an example, this behavior
would prevent a table scan from trashing the cache by evicting all of its contents.

The 2Q replacement policy [JS94] considers similar goals. While the original 2Q was
proposed in the context of main memory and hard disks, we have adapted the concept
to NVM in order to enable zero-copy reads from NVM. In other words, we use 2Q as a
cache admission policy, or placement policy, rather than as a replacement policy. Similar
to the original proposal, our 2Q policy has two components: AM and A71. AM holds cached
blocks and is managed by some replacement policy (LRU in our case). A1 does not hold
any blocks, but only keeps track of accesses to un-cached blocks (i.e., blocks read directly
from NVM). Since only references to blocks are kept, the space consumption of A1 is
minimal. The size of A1is tunable and references are kept in a FIFO queue.

Algorithm 3.1 shows the pseudo-code for the two main functions of the replacement policy.
The function Fix is called to request access to a block. If the block is already cached, it is
directly returned (line 3). Otherwise, if it is not going to cause another block to be evicted
or if there was another reference to it in the recent past (line 5), the block is transferred
to DRAM (line 6). If the block was accessed recently, it means that it is probably hot and
is a good candidate to be copied to DRAM. If both conditions are false, the block is read
directly from NVM and a reference to it is added to A1 (line 9-10). A hash table is used for
efficiently looking up blocks on AM and A1. The function Victim is called when the cache
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Algorithm 3.1: 2Q policy for NVM pseudo-code.

1 function Fix (block_id)
if AM.contains(block_id) then

| return AM.get(block_id)
else
if /AM.full() OR A1.contains(block_id) then
AM.load(block_id)
return AM.get(block_id)
else
Al.add(block_id)
return NVM.get(block_id)
end if
end if
end
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function PickVictim()
block_id < AM.remove_lru()
17 | Al.add(block_id)

18 end
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is full and we need to pick a block for eviction. The block picked is the least-recently used
one (line 16), but a reference to it is additionally added to A1 (line 17). Since A1is a FIFO
with a limited size, it discards its oldest reference when a new one is inserted.

Figure 3.6 shows the runtime of a binary search over a block of 4 kB of integers in three
scenarios: DRAM, NVM (latency approximately 4 x that of DRAM), and simulating a miss
of LRU in a DRAM cache over NVM storage. In the breakdown of the cost of an LRU miss,
it is possible to see the constant overhead introduced by the cache component (fix, unfix,
eviction, etc), as well as the huge cost of copying data from NVM to DRAM. The binary
search represented in the breakdown is faster than the one in DRAM, because the data
was already cached by the CPU caches during the transfer (i.e., the cost is amortized). The
cache miss in the LRU policy has a constant cost comprised of lookup, eviction, and copy
of a block to DRAM. The additional cost required by the policy exceeds by far the cost of
simply doing the binary search in NVM. The 2Q policy introduces two different scenarios
for a cache miss: the first scenario has a lower cost as it simply adds a reference to the
FIFO and reads directly from NVM, while the second scenario is similar to LRU and has a
higher cost. In an NVM context, a well-tuned 2Q policy should prefer to pay the lower miss
cost for blocks not frequently accessed and the higher miss cost for blocks expected to
be frequently accessed in the near future. While most proposed replacement strategies
(LRU, LFU, CLOCK, etc) focus on improving the hit ratio, the idea of being able to choose
between two different miss costs adds a new dimension. Assuming that the hit ratio is
determined by the replacement strategy and the cache size, a smaller 2Q cache is likely
to have more misses than a larger LRU cache. However, if most of the 2Q misses pay
the lower cost, similar or even better performance than LRU can be achieved with a lower
DRAM consumption. This introduces the non-intuitive idea that a higher hit ratio does not
necessarily translate to better performance, as the costs for misses might differ.
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Figure 3.6: Average runtime of binary search over 4kB of integers.

3.5 EVALUATION

We use the Intel NVM Emulation platform that emulates an NVM device by accessing a
dedicated area of DRAM with a higher, tunable latency. The higher access latency to DRAM
is achieved through a special BIOS. A full description of this system can be found in [Dul16].
The system is equipped with two Intel Xeon E5 processors. Each one has 8 cores, running
at 2.6 GHz, and featuring 32 kB L1 data and 32 kB L1 instruction cache as well as 256 kB
L2 cache. The 8 cores of one processor share a 20 MB last-level cache. The system has
64 GB of DRAM and 192 GB of emulated NVM. The emulated NVM device is mounted with
the ext4 file system with DAX support. In the experiments, we set the latency of NVM to
360 ns, approximately 4 times the latency of DRAM (90 ns). Considering HDD/SSD is out
of the scope of this work, since all experiments are based on the assumption that the
storage device can be directly accessed through the CPU caches. The system runs Linux
with kernel version 4.4.21. We use PMDK (v1.2)2 and LevelDB (v1.19). All the source code
was compiled using GCC 4.8.5. We disabled the memory mappings of SSTs and operating
system caching in LevelDB. Compression and filtering of SSTs (bloom filters) are also not
used. The MemTable is set to its default size of 4 MB. All requests to LevelDB are made
from a single thread.

3.5.1 Write Performance

We first analyze runtime and latency of two approaches for writing to NVM: through the
ext4 file system with Direct Access (DAX) support (as a drop-in replacement for HDD/SSD)
and through Pmemenv. As mentioned in Section 3.3, the file system manages these
operations at a block granularity (usually 4 kB), while Pmemenv allows finer control over
written data. This implies that, in a scenario where durability of single operations must
be guaranteed, Pmemenv is able to write only the changed cache lines. However, most
systems implement some sort of group commit to hide write latencies. LevelDB enables
this by batching many Put operations in a WriteBatch that is accumulated in DRAM and is
later made durable as a single Put. We consider scenarios with different WriteBach sizes.
Additionally, we investigate if batching writes in DRAM still offers benefits for Pmemenv.

20riginally named NVML, the name change to PMDK was announced on December 11, 2017.
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Figure 3.7: Insertion of 100 million key-value records with varying WriteBatch size.

FileSystem 1 10 100 1000 10000
ext4 + DAX 23 56 161 586 4750
Pmemenv 12 39 125 517 4749

Table 3.1: Standard deviation of average latency in Figure 3.7b in microseconds.

We run a write-only workload of the Yahoo! Cloud Serving Benchmark (YCSB) [CST*10]
with 100 million key-value records, where each key is 16 B and each value is 112 B, giving a
total of 128 B per record. The results are depicted in Figure 3.7.

First, for a group size of one, the ext4+DAX configuration has to persist data at the gran-
ularity of pages via fsync, which incurs a high cost if single operations are to be made
durable. Pmemenv is able to avoid the kernel path and to persist data at a much smaller
granularity, which reduces the overhead related to write operations. Increasing the group
size drastically improves the performance of ext4+DAX (16 times faster when increasing
group size from 1to 100), as the cost of fsync is amortized across many insertions. For
Pmemenv, an improvement of approximately 50% in runtime is observed when increasing
the group size from 1to 10. For larger group sizes the difference is not significant.

Grouping insert operations in batches introduces a trade-off between throughput (runtime)
and latency, as the first requests to arrive in a group are delayed. Figure 3.7b shows the
average latency of single insert requests for different group sizes. The standard deviation
can be observed in Table 3.1. For smaller group sizes (1to 100) in ext4+DAX, the increased
latency is justified by the large gains in runtime, making the batching of operations an
obvious choice for most applications. However, for Pmemenv, this trade-off is not so
clear and the decision of sacrificing latency for better runtime might become a matter
of service level agreements, like response time required by applications. Finally, not only
Pmemenv presents lower runtime and lower average latency than ext4+DAX, but also a
lower standard deviation for group sizes 1to 100, which translates to a more predictable
performance over time.

3.5.2 Read Performance

We also analyze if better performance can be achieved by dedicating a portion of DRAM
for caching hot data. Since writes in LevelDB are made in a separate data structure,
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Figure 3.8: Distribution of accesses to blocks.

the remaining caching components benefit mainly read operations. Therefore, we have
considered read-only YCSB workloads to better outline the performance impact. Each
workload issues 50 million lookups over 10 million key-value pairs. Before each workload
is executed, the caches are warmed up by executing read requests until they become
completely full. The warmup time is not considered. We analyze two different scenarios:
uniform and skewed distribution (80% of requests to 20% of the records) of key requests.
It is worth noting that each Get request for a key translates into two block requests, one
for the index block and one for the data block. Hence, even a uniform distribution of keys
presents a skewed distribution of block accesses. Figure 3.8 illustrates the number of
accesses of each block sorted from the most to the last accessed.

Figure 3.9 presents the runtime of both read-only workloads for different system config-
urations. The X axis represents which portions of SSTs are cached in DRAM. We start
with a No Cache approach, where the caching components were completely removed and
all SSTs are read directly from NVM through pmemenv. Later, we gradually increase the
DRAM consumption by statically placing portions of every SSTs in DRAM. The Footers
scenario has the footers of all SSTs in DRAM. The footer of an SST contains pointers
to the index blocks, as well as checksums and additional status flags. Footers are fre-
quently accessed (it is where each read in an SST starts) and, since they are relatively
small (around 64 B), keeping all of them in DRAM improves performance at a minimal
cost of memory consumption. Next, IndexBlocks considers holding the index blocks of
all SSTs in DRAM. For our workloads, every index block is approximately 18 kB and there
are around 500 SSTs, giving a total of about 10 MB additional DRAM consumption (less
than 1% of the total size). The observed performance gains are significant and justify the
additional memory consumption. At this point, we can conclude that a careful placement
of frequently accessed data in DRAM is beneficial despite the low latency of NVM.

However, so far we have only statically placed data in DRAM or NVM, there is no caching
component involved. In addition to keeping all index blocks in DRAM, we introduce a
caching component for the data blocks, which enables the system to dynamically adapt
by keeping frequently accessed data blocks in DRAM. The scenarios 7% Blocks and 710%
Blocks cache the indicated amount of data blocks. The interesting observation for LRU
(default cache policy in LevelDB) is that dedicating additional DRAM harms the system’s
performance initially. While the performance improves with more DRAM (70% Blocks),
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Figure 3.9: Runtime of read-only workload.

larger amounts of DRAM would be required to achieve the same performance of caching
only index blocks. This is explained by the cost of cache misses in LRU: lookup, eviction,
and transfer of block from NVM to DRAM. If cached data is not accessed enough times,
this cost is high compared to the alternative of directly accessing data in NVM and avoiding
the overhead caching. As discussed in Section 3.4, the cost of transferring data to DRAM
is only worthwhile if the policy can predict that this block will be accessed frequently in
the near future.

To alleviate the high cost of misses, we have implemented 2Q to enable a more lightweight
policy. We have set the A1 size to 5% of the AM size. Our initial goal with 2Q is to avoid
the observed behavior where the system gets slower when more DRAM is dedicated for
caching. In contrast to LRU, there is always some performance improvement with larger
caches for data blocks. This comes from the fact that 2Q avoids evicting a cached block
and moving a new block to DRAM when a miss occurs. Finally, the All scenario represents
the runtime with the whole dataset cached in DRAM. It is possible to see in Figure 3.9b
that the 2Q cache with enough DRAM to hold 10% of the data blocks can achieve similar
performance of holding all blocks in DRAM.

3.5.3 Mixed Workloads

Based on the observations from the previous experiments, we analyze the overall behavior
of the system in workloads containing both updates and lookups. Two mixed workloads
with skewed access are considered: 25% and 50% of updates. We also run the experiments
with varying NVM latencies to show that the behavior is the same regardless of the
slowdown/speedup incurred by higher/lower latencies.

Similar to previous results, we start with a NoCache approach and gradually dedicate
more DRAM for caching purposes. The Group Size 10 has enough DRAM for holding 10
update operations and persist them as a single WriteBatch. Later, in addition to that, we
reserve enough DRAM to hold All Indexes. Finally, we hold up to 10% of the data blocks
in a 2Q cache. Figure 3.10 presents the gradual performance gains achieved in each of
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Figure 3.10: Runtime of skewed mixed workload.

these steps. The biggest improvement happens when keeping all index blocks in DRAM.
Not only index blocks are frequently accessed, but their additional DRAM consumption
is minimal, making it realistic to hold all of them in DRAM and avoiding any replacement
policy overhead. Regarding data blocks, while a block cache with 2Q replacement policy
offers some benefits in terms of performance, it is up to the user to decide if the cost
of additional DRAM justify these gains when compared to eliminating the block cache
completely and always accessing data blocks directly in NVM. We consider that enabling
the system to manage hot and cold data is important and better caching policies can
probably achieve this behavior with even better performance.

3.6 ADDITIONAL CASE STUDY: ROCKSDB

The techniques proposed in the previous sections were evaluated in 2016. By the time,
real NVM hardware was not available, and therefore we followed the approach of most
works of basing our evaluation in emulation platforms. Since then, much has changed.
Not only NVM hardware became available and accessible in the form of Intel Optane
DC Persistent Memory Modules, but libraries and kernel modules for managing NVM
also evolved and improved significantly. Nevertheless, the assumptions upon which the
proposed techniques were based still hold, such as the NVM latency being higher but within
the same order of magnitude of DRAM. Therefore, to prove that the concepts introduced
are still applicable, we have implemented and evaluated them in a more modern use-case
and more recent hardware environment.

Instead of LevelDB, we take RocksDB as a new case study. RocksDB is developed by
Facebook and was originally forked from the LevelDB project. In the past few years,
RocksDB performance has improved significantly on top of LevelDB, while still following the
same LSM architecture. Furthermore, new functionalities and options were added, which
enabled RocksDB to be used as the storage engine for more complex SQL systems, such
as MySQL (under the name of MyRocks) and MongoDB (under the name of MongoRocks).

Like LevelDB, RocksDB assumes that the main storage media is SSD (potentially HDD)

and does not leverage NVM. Rather than leveraging NVM for the main storage, as in our
initial approach with LevelDB, we opted for a more moderate approach on RocksDB by

3.6 Additional Case Study: RocksDB 57



Evict

memtable Block Cache| (FRY) - -a- v LRU J
(DRAM) (DRAM) > [ ST
memtable Block Cache |l Persistent Block Cache I
. (DRAM) (DRAM) |1 (NVM)
° I_____T____IEwct - ___ 1
2 | Persi (LRU) o ® Evict
9] ersistent Block Cache N 2Q vic
= I (SLC SSD) & (LRU)
i| - ' : i
3 1 =
= 5
" Storage L - Storage
1 (TLC SSD) i (TLC SSD)
(a) Regular persistent block cache. (b) Persistent block cache with Pmemenv and 2Q.

Figure 3.11: Overview of the main components of the RocksDB architecture.

leveraging NVM in the persistent block cache component. The persistent block cache is an
optional component of RocksDB and, like the block cache, it holds frequently accessed
blocks from the main storage and serves as an intermediate caching layer3, as shown in
Figure 3.11a. While the block cache is implemented in DRAM, one of the intended uses of
the persistent block cache is to leverage SLC SSDs, which are faster and more expensive,
to cache frequently accessed blocks from the main storage, which is usually stored in
regular TLC SSDs. Therefore, blocks in the persistent block cache are stored in files and
managed through the regular file system interface.

In order to leverage NVM instead of SLC SSD, we implemented an NVM-aware persistent
block cache by employing both the Pmemenv and the 2Q placement policy introduced in
the previous sections, as seen in Figure 3.11b. This not only avoids the overhead of file
system interfaces and allows blocks in the persistent block cache to be accessed directly,
but it also guarantees that only hot blocks are migrated to the DRAM block cache through
2Q, while blocks accessed less frequently are accessed directly in NVM. Differently than
the Pmemenv on LevelDB, we re-implemented the Pmemenv in the persistent block cache
of RocksDB without the aid of PMDK, since cache operations are not complex enough to
justify a more sophisticated library. Still, we access NVM through the same way: mapping
a file on a DAX file system to the virtual memory space of our application (RocksDB).

3.6.1 Evaluation

We use the environment shown in Table 3.2 to evaluate the impact of Pmemenv and the
2Q placement policy in the persistent block cache of RocksDB. We initially load RocksDB
with 1 billion records with keys of 8 B and values of 100 B. The total size of the dataset is
110 GB and stored on SSD. Since both the block cache and the persistent block cache serve
only read requests, we run a workload consisting only of Get operations to stress these
components. We focus on two cache configurations. In the first scenario, no persistent

3Unlike LevelDB, we configure RocksDB to make no distinction between index blocks and data blocks.
Therefore index blocks are also cached by the same block cache and persistent block cache, rather than by a
dedicated table cache.
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Processor Intel Xeon Platinum 8260L CPU (35.75MB Cache, 2.40 GHz)

Main Memory 96 GiB DDR4 2666 MHz (6 x 16 GiB modules)

NVM Intel Optane DCPMM 1.5 TiB (6 x 256 GiB modules)
SSD Intel SSD DC P3700 Series 1.6 TiB (PCle 3.0 x4, NVMe)
RocksDB 6.2.2

Operating System  Linux 5.3.4-3

Compiler gce-8.2.1

Table 3.2: Server used for RocksDB benchmarks.
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Figure 3.12: Throughput achieved by a single thread in a read-only workload.

block cache is used, only the regular DRAM block cache with a size of 10 GB. In the second
scenario, we reduce the size of block cache from 10 GB to 2 GB, and redirect the costs to a
persistent block cache in NVM. For that, we assume a DRAM price of 11,70 USS/GB and
an NVM price of 5,40 US$/GB#, which leads to a persistent block cache with capacity of
17 GB. The goal is to have the same cost in both scenarios, so we can focus on comparing
the performance achieved in each case.

Figure 3.12 shows the throughput achieved by a single thread in three scenarios. The
DRAM-only represents the scenario previously described with a block cache of 10 GB and no
persistent block cache. DRAM+NVM represents the scenario in which a block cache of 2 GB
is used together with a persistent block cache of 17 GB, but the persistent block cache is the
one provided by RocksDB, i.e., it is not NVM-aware and accesses NVM through the regular
file system interfaces, just like a regular SSD. Finally, the DRAM+NVM (Pmemenv+2Q)
represents the same memory distribution, but with our custom implementation of the
persistent block cache, which uses Pmemenv and the 2Q placement policy. We see in
the DRAM+NVM case that, while simply employing NVM in the regular persistent blocks
cache already yields improvements, those are rather small. On the other hand, making the
persistent block cache NVM-aware through the Pmemenv and 2Q significantly improves the
throughput in comparison to the DRAM-only approach. Figure 3.13 extends this evaluation
to a scenario with multiple threads, showing that the throughput improvements still hold.

Finally, we evaluate the benefits of NVM in terms of a warm startup. Whenever RocksDB is
started (either after a normal shutdown or a failure), requests are issued and the block

4A single DRAM module of 128 GB costs approximately 1500 US$, while an Intel Optane DCPMM with the
same capacity is estimated to cost 695 USS [Aco19].
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Figure 3.14: Time elapsed to warm up the block cache and reach the peak performance.

cache is slowly warmed up until it is completely populated, at which point the system
achieves its peak performance. However, the blocks in the persistent block cache survive
across shutdowns and can be accessed immediately, enabling a faster peak-performance
startup. Figure 3.14 shows this scenario, with the throughput in the Y axis and the elapsed
time in the X axis. The two scenarios depicted are the DRAM-only with a block cache of
10 GB of DRAM and the Pmemenv+2Q with a block cache of 2 GB of DRAM and persistent
block cache of 17 GB of NVM. Initially we see the peak performance of both systems for
the read-only workload with a single thread. We then shutdown and restart both systems
at the 30 s mark. The filled areas below the curves indicate the time elapsed from the
startup until the peak performance is reached. The Pmemenv+2Q takes only 15 s, since
only the 2 GB of the block cache have to be populated and most requests can be served
immediately from the persistent block cache. Meanwhile, even if the throughput reaches
acceptable levels in the first few seconds after startup, the DRAM-only requires 280 s to
finally reach its peak throughput. Therefore, the conclusion is that the concepts introduced
by Pmemenv and 2Q can be directly applied to the persistent block cache of RocksDB,
allowing not only a higher throughput for the same cost, but also enabling the system to
achieve its peak throughput much sooner after a restart.
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B+TREES

The B+Tree is one of the most traditional storage management architectures. In com-
parison to an LSM, a B+Tree does not require regular garbage collection or other sorts
of internal reorganization, since records are commonly update in place. This leads not
only to better a performance of point lookup and range scan operations, but also to a
more robust behavior, as the system does not slowdown because of merge processes
lacking behind. These are some of the characteristics that make B+Tree architectures
attractive in the context of relational databases. However, the update-in-place nature of
B+Trees makes it impractical to leverage NVM as the main persistent storage, since data
can easily be corrupted. Previous attempts to leverage NVM on B+Trees give up at least
one of three aspects: NVM byte-addressability, NVM persistency, or B+Tree update-in-place
strategy. Therefore, in this chapter we investigate how all three of them can be achieved
by proposing a buffer pool architecture, discussing implementation details, empirically
evaluating the overhead, and elaborating on the performance expectations of the proposed
approach. The goal of this chapter is to answer the following questions:

+ How can B+Trees leverage both persistency and byte-addressability of NVM?
« How to handle corruptions of update-in-place strategies?

4.1 B+TREE AND NVM

Due to its ubiquity in database systems [Com79], previous works have investigated oppor-
tunities to leverage NVM in the context of B+Trees. The main challenge stems from two
B+Tree properties: records are updated in-place and records are stored in sorted order
within each node (or “page”). Updating records in B+Tree nodes in NVM while respecting
these properties can lead to data being corrupted and lost. This is a similar scenario to
the example in Figure 1.1 in Section 1.2, in which the sorted array can be seen as a B+Tree
node. We classify the works that address this challenge in three categories illustrated in
Figure 4.1 and discuss them in the following.
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Figure 4.1: The three categories of B+Tree architectures proposed by previous works.

4.1.1 Category #1: Buffer Extension

Systems organize their records in a B+Tree format on persistent media (traditionally HDD
and SSD), with each node being represented by a page. Since pages need to be read from
storage to memory to be accessed, a portion of DRAM is used as a buffer pool to hold these
pages. In this scenario, previous works proposes to leverage the lower costs and higher
density of NVM to extend the buffer pool capacity [CJY15, OCXH14, LUJW'19], as shown
in Figure 4.1a. The observation is that a larger buffer pool enables more pages to be on
byte-addressable media and, therefore, avoid expensive 1/0 to traditional storage devices.
While not often discussed, this scenario can also benefit from NVM-aware buffer pool
policies to properly place pages either in DRAM or NVM, such as the 2Q policy presented
in Section 3.4. Furthermore, some of the works in this category also focus on wear leveling
and reducing write amplification, which are concerns similar to the ones in the early days
of flash memory, but not often considered in the context of NVM [OCXH14, LJWT19].

Since the buffer pool (or a part of it) resides in NVM, buffered pages are preserved across
system restarts and, therefore, could be accessed instantly. However, as previously dis-
cussed, the pages in NVM can be corrupted if a failure occurs during an update. Therefore,
a pessimistic assumption is made by discarding all contents in NVM during restart and
treating it as a fresh buffer pool by reading the original pages from the main storage
device after recovery procedures. In other words, the persistency of NVM is not leveraged
(represented by the stripped lines of NVM in Figure 4.1a). This is the main weakness of
these approaches. The main advantages are the reduced costs (by employing cheaper
NVM instead of DRAM) and low implementation effort (since NVM is treated like DRAM).

Finally, we note that a similar behavior to the works in this category can be achieved at the
hardware level, by configuring the DCPMM in memory mode, as discussed in Section 2.1.2.
However, in such case, NVM is not exposed to the application, thus preventing the buffer
manager from applying custom replacement and migration policies.
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4.1.2 Category #2: DRAM Buffered Access

As shown in Figure 4.1b, rather than extending the buffer pool, works in this category
assume that the buffer pool resides solely in DRAM and NVM is used either as the main
storage device (left-hand side of Figure 4.1b) [Kim15, PWGB13] or as a caching layer be-
tween DRAM and the main storage on HDD or SSD (right-hand side of Figure 4.1b) [VRLK™18].
The common point between these two approaches is that the system never accesses
NVM directly, but it copies pages to the DRAM buffer pool before operating on them. As
a result, the system has full control over page propagation to NVM, since they are only
done explicitly by copying a page from DRAM to NVM, similar to the regular interaction
between memory and storage. This control over writes to NVM enables the system to take
measures, such as copy-on-write, to prevent pages from being corrupted by partial writes
from DRAM to NVM, as in the case where not all the affected cache lines are correctly
persisted. If NVM is used as a caching layer (right-hand side of Figure 4.1b), keeping the
pages consistent enables the system to directly read them from NVM after a restart, thus
avoiding the 1/0 to the main storage and enabling a warmer restart.

Leveraging the persistency of NVM is the main advantage of the approaches in this
category. On the other hand, the main disadvantage is the unnecessary data movement
between DRAM and NVM, since pages in NVM could be directly accessed by the CPU.
An alternative employed by van Renen et al. [VRLK™18] is to leverage the fine-granularity
access of NVM rather than page-based access. These fine-grained accesses can be either
the size of a single cache-line (typically 64 B) or multiple cache-lines (also referred to as
“mini-pages”). While this reduces the unnecessary movement of data, it does not eliminate
it completely and further complicates memory management in the buffer pool, since it
must manage pages of multiple sizes. In other words, the byte-addressability of NVM is not
fully leveraged, according to our definition of byte-addressability discussed in Section 1.1.

4.1.3 Category #3: Persistent Trees

We have previously discussed works in this category in Section 2.3. As shown in Figure 4.1c,
some variants of persistent B+Trees place all nodes in NVM [CJ15, YWC 15, ALML18],
while hybrid variants place only leaf nodes in NVM and inner nodes in DRAM, under the
observation that inner nodes can be rebuilt from leaf nodes during restart [OLN*16]. Nev-
ertheless, in both cases nodes in NVM are updated directly, since these B+Trees are plain
data structures with no buffer management or more traditional recovery procedures. Con-
sequently, simple operations, such as the insertion or update of a record, might cause data
corruption. To prevent that, the typical approach taken is to ensure that the data structure
is consistent at all times by carefully enforcing the order of writes through hardware in-
structions such as SFENCE, CLFLUSHOPT and CLWB. These hardware instructions introduce
not only overhead, but also additional complexity on the implementation, compared to
classical textbook implementations of data structures. Furthermore, persistent B+Trees
still have to prevent records from being updated in-place, as there is no way to protect
against partial writes. Therefore, copy-on-write strategies, such as shadow paging [Lor77],
are used when updating the B+Tree nodes. An alternative is to leverage the fine-granular
access of NVM and keep records within nodes unsorted, in such a way that they are always
written to a new position within the same node. A validity bitmap in the header of the node
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Category Persistency Byte-Addressability Update-In-Place

Buffer Extension No Yes Yes
DRAM Buffered Access Yes No Yes
Persistent Trees Yes Yes No

Persistent Buffer Pool with

Optimistic Consistency ves ves ves

Table 4.1: Categories of B+Tree architectures that leverage NVM.

can then be atomically updated to indicate which records are valid. Even if this avoids the
overhead of making a complete copy of the page (as it is the case in shadow paging), it
still breaks the update-in-place property, even if in a smaller granularity. One could argue
that, as contradicting as it may sound, these alternatives employ shadown “paging” on the
record-level, rather than on the page-level. Therefore, while persistent B+Trees leverage
both the persistency and byte-addressability of NVM, they introduce additional complexity
and negatively impact operations that rely on the sorted order of records, such as tree
traversals and sorted range-scans.

4.2 PERSISTENT BUFFER POOL WITH OPTIMISTIC CONSISTENCY

While the categories previously discussed have advantages, they do no provide three im-
portant properties at once: persistency, byte-addressability, and update-in-place. Table 4.1
summarizes the approaches and their characteristics. We propose a new approach to
achieve all these properties: Persistent Buffer Pool with Optimistic Consistency.

Our approach is motivated by the following observations. First, like Category #1 and
Category #2, we consider that a buffer pool is the perfect abstraction for managing the
interaction between all devices in the storage hierarchy. Category #3 does not consider
other devices (such as SSD and HDD) and does not enable dynamic placement of data (such
as migrating hot nodes to DRAM when the workload changes). Second, like Category #1
and Category #3, directly accessing NVM is required to fully leverage its byte-addressability
and treat it as more than faster storage. Therefore, the unnecessary data movement
introduced by Category #2 is not optimal. Third, like Category #2 and Category #3, data
persisted on NVM should be leveraged during system restart. Ignoring persisted data and
starting from a clean state, as in Category #1, is simply using NVM as cheap memory.

We consider that NVM is not only cheap memory and not only faster storage, it is actually
both and should be treated accordingly. On a high level, we propose to use NVM to extend
the buffer pool (similar to Category #1) but still directly accessing it (like Category #3) and
leveraging persisted pages upon restart (like Category #2). Rather than preventing data
corruption by obsessively enforcing a fine-grained consistency for every write to NVM, we
just “hope” that corruption will not happen’, but still put in place mechanisms to detect and
recover them during restart. As a result, NVM is treated as both memory (during runtime)
and storage (during recovery).

"Hence “optimistic consistency”.
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4.2.1 Architecture and Assumptions

Figure 4.2 shows an overview of the architecture we propose for implementing the Persis-
tent Buffer Pool with Optimistic Consistency. The main assumption is that the B+Tree is
used in a transactional environment and accessed through a buffer pool. We also assume
a no-force/no-steal strategy [HR83]. The no-force implies that pages in the buffer pool
are not flushed to the main storage at commit time. Therefore, durability is guaranteed
by physiological write-ahead logging (WAL), as defined by the ARIES protocol [MHL92].
The no-steal entails that pages in the main storage will not contain updates made by loser
transactions. This is possible under the observation that the buffer pool capacity can be sig-
nificantly increased with NVM, up to the point where the complete working set of pages fits
in the buffer pool and no pages need to be evicted to the main storage mid-transaction. This
simplifies recovery, as undo log records are only required during normal processing (in case
of transaction abort) and can be discarded afterwards, without the need of being written
to the WAL. Many systems implement the no-force/no-steal strategy, usually by employing
transaction-private redo/undo log buffers [DKO*84, MWMS14, TZK*13, SGH18]. Finally,
we assume modern transactional recovery techniques based on WAL [GGS16, Sau17], such
as instant recovery and instant restart, with single-page recovery being the main require-
ment [GK12]. Further buffer management techniques, such as pointer swizzling [GVK*14]
and low overhead replacement policies [LHKN18] are desired, but not required. The focus
of our approach is handling corruption that might occur when a failure happens while
updating pages directly in the NVM portion of the buffer pool.

As Figure 4.2 shows, the buffer pool is extended with NVM. The ratio between DRAM and
NVM can be configured by the user, with one extreme being DRAM-only (faster runtime,
higher price, slower recovery) and the other extreme being NVM-only (slower runtime,
lower price, faster recovery). The WAL is optionally stored in NVM for better performance,
following approaches proposed by related work [CKKS89, AJ89, FHH ™11, GXH* 11, HSQ14,
WJ14]. For simplicity, we do not elaborate on which alternative is used, as this is orthogonal
to the rest of the architecture. We also note that for reducing costs, the system should
periodically migrate log records from the WAL in NVM to a log archive on cheaper devices,
such as SSD, HDD, and tape. For better performance, SSD is also used for the main storage.

During normal processing, a page to be updated will be either on the main storage (SSD)
or in the buffer pool (NVM or DRAM). Figure 4.3 shows the life cycle of a page. In case the
page is on SSD, it is loaded to the NVM portion of the buffer pool. In case the page is in
DRAM, there is a hit and the page is updated normally. If the page is in NVM, one of two
actions can occur. First, the page can be identified as “hot” by a placement policy, such as
the 2Q discussed in Section 3.4, in which case it is copied to DRAM and updated there.
Second, the page can be simply “warm”, in which case the update is done directly to NVM.
More elaborated policies can be explored to further improve page placement, such as
deciding if a page on SSD should be read to NVM or directly to DRAM, or if a page evicted
from DRAM should be discarded or copied to NVM. To focus on a simple presentation,
we do not discuss these policies in detail, however they have been discussed by related
work [APM19, VRLK 18] and are an interesting direction for future work.

A solution to avoid corruption when updating the page directly in NVM is to employ similar

techniques to Persistent Trees by combining copy-on-write techniques with the hardware
instructions SFENCE, CLFLUSHOPT and CLWB, as discussed in Section 4.1.3. This has two
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Figure 4.2: Architecture overview of our proposed persistent buffer pool. The user can
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the buffer pool are done practically in the same way, not mattering if the page resides on
the DRAM portion or the NVM portion. Furthermore, pages persisted in the NVM portion
are leveraged for a warm restart, thus enabling a faster peak-performance recovery.
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Figure 4.3: Typical life cycle of a page that migrates through different devices.
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Figure 4.4: A single record the size of a cache line (64 B) of each page is updated. The
updated records are lost if there is a failure. Pages in the NVM portion of the buffer pool
are corrupted even if the transactions committed.

major drawbacks. First, it does not only break the update-in-place property of pages
in NVM (as previously discussed), it also potentially requires pages in NVM to have a
different format and be treated differently than pages in DRAM. For example, regular pages
in DRAM can keep records sorted, while pages in NVM are log-structured and have an
additional atomic bitmap to validate updates. This complicates buffer management and
introduces additional overhead, as pages must be converted from one format to another
whenever they are moved between devices. While the overhead of converting between
page formats might be negligible when compared to the cost of SSD I/0, this overhead
becomes relatively higher when compared to the cost of copying a page between NVM
and DRAM. The second drawback is that writes to NVM cannot be amortized by the CPU
caches, since updated cache lines must be eagerly flushed with CLFLUSHOPT and CLWB. This
exposes writes to the higher latency of NVM and incurs an even higher runtime overhead.
These drawbacks arrive as a consequence of protecting the system from corruption at all
costs. We propose to go in an opposite direction by acknowledging that corruptions are
inevitable and embrace them as part of our buffer pool design.

4.2.2 Embracing Corruption

Updating pages directly in NVM without enforcing any kind of consistency will lead to
pages being corrupted eventually. Allowing these corruptions to happen might sound
unfeasible in the real world. However, this approach is motivated by three observations.

First, failures are rare. This is important, considering that corruptions can only occur if a
partial-write happens as a consequence of a failure, such as a power outage or an abrupt
system crash due to software errors. If systems fail too often, the issue must be addressed
at a different level, such as replacing the hardware. Therefore, the overhead of neurotically
enforcing the consistency of each small update to a page in NVM is undesirable.

Second, the number of pages that can be corrupted is bound. This claim is backed by a

thought experiment. A corruption happens if we update a record in a page in NVM and this
update is lost after a failure because it was not evicted (partially or completely) from the
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volatile CPU cache. In other words, the update was never persisted to NVM. Assume the
B+Tree nodes are 4 kB and that a single record the size of a cache line (64 B and also the
transfer unit between CPU cache and NVM) is updated on each node in NVM. Figure 4.4
illustrates this scenario. Considering the cache size of a modern CPU is approximately
40 MB?, the maximum number of updated records that the cache can hold is given by:

40MB

——— = 655 360 d
64 B /record records (pages)

Since we assumed that each updated record belongs to a different page, that is also the
maximum number of pages that were corrupted by lost updates after the failure. Note that
CPU caches are multi-way set associative and holding a single cache line for each page is
unlikely. In reality, cache lines are evicted much sooner by the CPU and persisted back to
NVM due to associativity conflicts, leading to fewer pages being corrupted. Nevertheless,
we make a pessimistic and conservative assumption to strengthen our argument. Consid-
ering that the smallest DCPMM commercialized by Intel is 128 GB, if it is completely used
by the buffer pool, the total number of 4 kB pages it can hold is given by:

128 GB

4kB/page = 33 554 432 pages

In such a scenario, a maximum of 2% of the pages in the buffer pool can be corrupted in the
worst case (655360 of 33554432). This is generalized by Equation (4.1), which states that
the percentage of corrupted pages in the worst case is proportional to the ratio between
the size of the CPU cache and the size of NVM used by the buffer pool. Since the size of
CPU caches is much smaller and more constant? than the size of NVM, in most scenarios
the maximum number of corrupted pages will be a small fraction of all the pages in the
buffer pool. Figure 4.5 further aids in visualizing this relation by showing the percentage
of pages that can be corrupted in the worst case (Y axis) when increasing the size of NVM
dedicated to the buffer pool (X axis). As in the previous thought experiment, we assume a
CPU cache of 40 MB and pages of 4 kB.

Size of CPU Cache
P ~ 4.1
# Corrupted Pages ~ oo N Buf fer Pool (4.1)

As seen, the relative number of pages that can be corrupted in the worst case drastically
drops for large NVM capacities. Such large buffer pools are common, even in the context of
DRAM, given the ever-increasing demands of data processing. However, it is worth noting
that, even if the number of pages that can be corrupted is low, it can still be much higher
than acceptable industry standards®. Finally, this leads to our third and most important
motivation: corrupted pages can still be detected and recovered. The main insight is
that the corrupted pages are in the buffer pool, not in the main database storage. In a
transactional environment, the atomicity and durability are already guaranteed by WAL,
therefore issuing CLFLUSHOPT or CLWB after each update to a page in the buffer pool is not
necessary, as the log serves as the single source of truth. In the following we elaborate on
the techniques used for detecting and recovering corruptions.

2For example, the Intel Xeon Platinum 8260L CPU has 35.75 MB of last-level cache (L3).

3The capacity of DRAM and NVM can be increased by acquiring more and/or larger modules. Meanwhile,
expanding the capacity of the CPU caches requires acquiring a completely new CPU.

4As an example, Amazon S3 is designed for 99.999999999% (11 9's) of data durability.
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Figure 4.5: Percentage of pages in the buffer pool that can be corrupted in the worst case.

4.3 DETECTING CORRUPTIONS

We saw that pages in the NVM portion of the buffer pool can be corrupted because updates
might not have been properly persisted. Consequently, during restart after a failure, these
pages will still be in the buffer pool, but their state is unknown. They can either be consistent
and ready to be accessed, or corrupted. Since we want to leverage the persistency of NVM,
we must identify the state of a page prior to accessing it. Fortunately, this can be done by
leveraging the existing checksum that many database systems store in the header of each
page, thus not requiring radical changes to the system architecture.

Traditionally, the checksum of a page is calculated and updated when the page is written
from volatile memory (DRAM) to persistent storage (SSD/HDD). When a page is fetched
from persistent storage to the buffer pool, its checksum is calculated again and compared
to the checksum stored within the page. The goal is to detect page corruptions caused
by media failures, such as a bad HDD sector. In the case of NVM, the insight is that the
corruption that may happen due to non-persisted cache lines can be generalized to a media
failure, just like in the case of SSD and HDD. Therefore, we rely on the checksum already
present in the page headers when updating pages in NVM.

During runtime, whenever a page in the NVM portion of the buffer pool is updated, the
system calculates the new checksum for the whole page and updates it. This is the
only difference to pages in the DRAM portion, which have their checksum calculated and
updated only when they are flushed to persistent media, rather than for every update. This
difference is also shown in Figure 4.2. In addition to the checksum, other fields in the page
header are the unique page identifier (PID) and the page log sequence number (pLSN), as
in the ARIES algorithm [MHL"92]. For every update to the page, the LSN is updated to
correlate the state of the page with respect to the logged update. It is worth noting that
neither the updated record, the new LSN, or the new checksum are eagerly flushed from
the CPU cache back to the page in NVM. Eventually the CPU will naturally evict the affected
cache lines and they will be persisted. This is an important advantage, as it allows these
updates to be amortized by the CPU cache and not be exposed to the higher NVM latency.

During restart after a failure, recovery routines take place, starting by log analysis. During
the log analysis phase, the WAL is scanned starting from the last checkpoint towards its
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(a) Update to a page in NVM (b) Possible states after a failure

Figure 4.6: The states a page may be found in the NVM portion of the buffer pool during
restart. The dark gray area indicates the header of the page, which contains the checksum,
PID, and pLSN, among other fields.

end. At the end of log analysis we know what was the state of the database right before
the crash, such as dirty pages and active transactions. In the context of our proposed
buffer pool architecture, the most important information retrieved during log analysis is
the eLSN (expected LSN) of each page, which is the LSN of the last committed updated.
After log analysis, we assume modern instant recovery takes place [GGS16]. The system
starts to accept requests right after log analysis and pages are recovered on-demand the
first time they are accessed. If a page being accessed was on the DRAM portion of the
buffer pool, it was completely lost and it must be recovered by retrieving an older version
of the page from the main storage and replaying the relevant log records to it. However,
in the case a page accessed is discovered in the NVM portion of the buffer pool, it might
be in a consistent state and it could be accessed right away, without requiring any further
recovery. In order to decide the state of such page, the checksum of the page is calculated
and compared to the checksum stored in the page header. The result of this comparison,
together with the LSN stored in the page header, defines the state of the page.

4.3.1 Possible States

Figure 4.6 shows a simple scenario with all the possible states a page in NVM may be
found during restart. Figure 4.6a shows a single record of a page in NVM being updated
from “Harry” to “Kevin”. As previously mentioned, the system increments the pLSN and
calculates and updates the new checksum. Since there are no guarantees of which cache
lines were persisted, a failure might happen at any point and the page can be found in the
states shown in Figure 4.6b during restart. Figure 4.7 shows the decision tree to determine
the state of the page. In the following, we elaborate on each one of these states

State #1: Corrupted Page

In this case, not all updated cache lines were evicted from the CPU cache. Figure 4.6b
shows two possible scenarios. First (top), only the updated record and the new pLSN were
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Figure 4.7: Decision tree to determine the state of a page in NVM during restart.

evicted. Second (bottom), only the new checksum and the pLSN were evicted. While other
situations are possible, the relevant part is that the calculated checksum of the page will
not match with the checksum stored within the page, therefore the page is corrupted.

State #2: Outdated Page & Dirty Updates

In this case, the calculated checksum and stored checksum match. However, while this
guarantees that the page is not corrupted, it does not guarantee the correct version of
the page. Therefore, the pLSN stored in the page must be compared to the eLSN retrieved
during log analysis. They will not match in two situations. First (top), the pLSN is lower than
the eL3sN, since none of the updated cache lines were evicted from the CPU cache, meaning
that the page is in a physically consistent, but outdated state. Second (bottom), the pLSN
is higher than the eLSN, since all updated portions of the page were evicted from the CPU
cache, but the transaction that made these updates did not commit before the failure,
therefore the page is physically consistent but contains dirty updates. This distinction is
relevant because, while in both cases the page cannot be accessed and must be recovered,
their recovery procedure is slightly different, as discussed later in Section 4.4.

State #3: Silent Corruption

In this case, not all updates were evicted from the CPU cache, represented by only the
first two characters of the updated record being evicted, leading to “Kerry”, which is a
corrupted state. However, it could be that the calculated checksum of this corrupted
state matches the checksum stored in the page due to hash collisions in the checksum
algorithm. This is known as a silent corruption, as the checksum cannot detect it. Thisis a
worst-case scenario, as data loss will be unnoticed. However, this is a common trade-off
for checksum-based approaches that are utilized at many levels of the hardware and
software stack. The critical point is the probability of the worst-case occurring. As we will
show in the following, the probability is lower than the probability for silent data loss in
other scenarios that are accepted in practice. Even considering the low probability, one
could, in pedantic scenarios, analyze the whole WAL to detect silent corruptions. However,
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the probability that reading the WAL leads to an error might be higher than having a silent
corruption in the NVM portion of the buffer pool.

We note that the calculated checksum of the page is only compared to the checksum
currently stored in the page header (stored checksum). This means that if the calculated
checksum collides with any checksum that the page had in the past, this will not be a
problem, as long as it is different from the current stored checksum. A checksum of 64 bit
has 264 distinct values. Assuming a hash function that uniformly distributes the results
across the domain, the probability of the calculated checksum being the same as the stored
checksum in a single page is given by:

1
P(collision for a single page) = 561 ™ 5.4 x 10720

Therefore, the inverse of that is the probability of having no collision in a single page, which
is given by:

1
P(no collision for a single page) = 1 — 564
As previously mentioned in Section 4.2.2, the number of pages that can be corrupted is

bound and a CPU cache of 40 MB can corrupt up to 655360 pages per failure. Therefore,
the probability of having no collision in any of these pages is given by:

1 655360
P(no collision in any page) = <1 — 264)

This leads to the inverse probability, which is the probability of having a collision in at least
one page:

1 655360
P(collision in at least one page) = 1 — (1 — 264> ~ 3.5x 1071

Considering industry standards that typically require 11 9’s of durability (i.e., 10! probabil-
ity of data loss) [Ama06], the probability of a silent corruption for each crash is acceptable.
To further strengthen the argument, the probability of at least one page being corrupted in
n pages is given by:

1 n
P(collision in at least one page in n pages) = 1 — (1 - 264>

We can now calculate how many pages need to be considered as events to have a 50%
chance of a corruption. The following equation shows how many pages have to be cor-
rupted:
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n
05 =1 — (1— 2;) . n = 1.28 x 10" pages

Based on the assumption that 655360 is the number of pages that can be corrupted
per failure in the worst case, the number of failures that need to happen to reach a 0.5
probability of at least one page being corrupted is:

19
% ~ 1.95 x 10'3 failures
It is worth noting that hash collisions are only a problem if they happen exactly before
a failure, not during normal runtime. If we assume that 10 failures happen in a year, it
takes 10!? years for a single server to be exposed to a 50% chance of a silent corruption.
Considering estimations that modern cloud providers have fleets of approximately 1 million
servers, it would still take 10° years. Finally, these probabilities are a pessimistic and
hypothetical worst-case scenario. In practice, the assumed events will not happen, such as
the CPU cache holding a single cache line of each page. Therefore, since the probability of
silent corruption is smaller than in other cases that are accepted in practice, we transitively
conclude that our case is acceptable.

State #4: Valid Page

Finally, in this case all the updated cache lines were evicted from the CPU cache and
persisted to NVM. When the page is requested for the first time and discovered in the
NVM portion of the buffer pool, the calculated checksum will match the stored checksum
and the pLsSN will match the eLSN retrieved during log analysis. Therefore, the page can be
accessed without further recovery procedures. For buffer pools with large NVM capacities,
most pages are expected to be in this state.

4.4 REPAIRING CORRUPTIONS

This section describes the recovery algorithm of the Persistent Buffer Pool with Optimistic
Consistency. As previously mentioned, after a failure the log analysis phase takes place and
once it completes, pages can be requested and are recovered on-demand. Algorithm 4.1
shows the pseudo-code of the two main functions: Fix and RecoverPage. The Fix function
is called whenever a page is requested by its page_id. In case this is the first access to
the page after the failure, the recovery procedure is triggered (line 2-4). Otherwise, the Get
function (line 7) executes regular buffer management procedures, such as fetching the
page from main storage and pinning it to memory to prevent early eviction.

The RecoverPage function starts by identifying if the page being requested was in the

NVM portion of the buffer pool at the time of the failure. This is done by querying an
allocation table which is stored in a fixed position in the beginning of the NVM space (line
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11). The allocation table maps page identifiers to the location offset of the respective pages
within the pool. In the case the page is not found in NVM, it was potentially in DRAM, thus
requiring regular recovery procedures by fetching it from main storage and replaying the
relevant log records (line 28-30). Otherwise, a pointer to the page is retrieved from the
allocation table (line 12) and the page checksum is calculated (line 13) and compared to
the checksum stored within the page in order to identify its state (line 14).

As previously discussed, State #3 is unlikely and therefore ignored. In case the checksums
do not match, the page is corrupted and must be recovered (State #7). Since we cannot
make further assumptions about its state, the algorithm discards the page, fetches an
older version from main storage, replays the relevant redo log records, and finally returns
the page (line 15-16). If the checksums match, the pLSN is compared to the eLsN. If they are
equal, the page is in the correct version (State #4) and can be returned immediately (line 25).
If the pLSN is higher than the eLsSN, then the page contains updates made by uncommitted
transactions. Given the no-steal/no-force strategy of the buffer pool, rolling back changes
is not possible since UNDO information is never persisted to the WAL, therefore the page
must be discarded, an older version is fetched from the main storage, and the log records
are replayed to “roll forward” the page to its most recent and consistent state (line 15-23),
like in State # 1. If the pLSN is lower than the eLSN, the page is in an old state and missing
updates made by committed transactions, thus only requiring the log records generated
by those transactions to be replayed directly on it (line 23). This case has the advantage
of saving an additional I/0 operation by leveraging the page found in NVM rather than
fetching an older version from the main storage, thus being potentially faster. Finally, the
recovered page is returned (line 25).

The original single-page recovery [GK12] was proposed in the context of traditional databases
with volatile memory buffer pool (DRAM), persistent main storage (HDD/SSD), and regular

database backups. The original proposal consists of repairing corrupted pages on the

main storage by fetching an older version of the page from a backup location and replaying

the log records. The advantage of the proposed Persistent Buffer Pool with Optimistic

Consistency is that it relies on an existing and effective recovery technique rather than

re-inventing the wheel. Single-page recovery is generalized by applying the same concept

in a different context: the main storage is to the persistent buffer pool the same thing that

the backup is to the main storage.

4.5 PERFORMANCE EVALUATION AND EXPECTATIONS

This section empirically evaluates the main overhead introduced by the Persistent Buffer
Pool with Optimistic Consistency: calculating checksums. We also discuss and propose
alternatives to reduce this overhead. Finally, we elaborate on the end-to-end performance
expectations of the the overall system.
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Algorithm 4.1: Pseudo-code for the Fix and RecoverPage functions.

1 function Fix (page_id)

2 if IsFirstAccess (page_id) then

3 | return RecoverPage (page_id)

4 | endif

5 // Return a pointer to the page in the buffer pool, potentially

6 // fetching it from the main storage if a page miss occurs

7 return Get (page_id)

8 end

9

10 function RecoverPage (page_id)

1 if IsOnNVM (page_id) then

12 page + Get (page_id)

13 checksum < CRC64 (page)

14 if checksum != page.getChecksum() then // State #1
15 page < Fetch (page_id) // Fetch page from main storage
16 ReplayLog (page) // Apply log records
17 return page

18 else

19 if page. LSN != GetExpectedLSN (page_id) then // State #2
20 if page. LSN > GetExpectedLSN (page_id) then // Dirty update
21 ‘ page < Fetch (page_id)

22 end if

23 ReplayLog (page) // Dirty update or outdated
24 end if

25 return page // State #2 or State #4
26 end if

27 else // Page was in DRAM and was lost
28 page < Fetch (page_id) // Fetch page from main storage
29 ReplayLog (page) // Apply log records
30 return page

31 end if

32 end
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Processor Intel Xeon Platinum 8260L CPU (35.75MB Cache, 2.40 GHz)

Main Memory 96 GiB DDR4 2666 MHz (6 x 16 GiB modules)

NVM Intel Optane DCPMM 1.5 TiB (6 x 256 GiB modules)
Operating System  Linux 5.3.4-3

Compiler gce-8.2.1

Table 4.2: Server used for micro benchmark.

4.5.1 Checksum Overhead

To achieve the three characteristics discussed in the beginning of this chapter (persistency,
byte-addressability, and update-in-place), we propose calculating the checksum for the
whole page for each record inserted, updated, or deleted. This creates an overhead which
might not be negligible and has a direct impact in the final performance of the system.
The overhead depends on the size of the record being updated. If the record is large
and spans a significant portion of the page, the overhead is proportionally lower. In
the case of insertions, the sorted order of records in a B+Tree node must be kept, and
therefore, in average, half of the page will be accessed anyway for moving other records
to accommodate the new one. A similar situation happens with deletions. On the other
hand, updating a record does not require other records to be moved, and, therefore, the
overhead of calculating the checksum becomes relatively higher. To provide a strong
argument, we look at the worst-case scenario of updating a small record. We evaluate and
compare different strategies through a micro-benchmark. The micro benchmark consists
of measuring the time required for updating a random record in a random page stored
in a persistent buffer pool of 10 GB of NVM using a single thread. We calculate the CRC
checksum through fast vectorized hardware instructions provided by Intel SSE 4.2 [Int20a].
Table 4.2 shows the configuration of the server used for the micro benchmark.

Three strategies are initially considered. First, “No Checksum” simply updates the record in
the NVM page. Since consistency is not enforced and there is no way to detect corrupted
pages, this implies that all pages in NVM must be discarded after a failure, thus not
leveraging the NVM persistency at all. This serves as our baseline, as pages are updated
like in DRAM, not requiring any additional work, thus being the fastest way to update a
record. Second, “Copy To DRAM” consists of copying the whole page from NVM to a DRAM
buffer prior to the update. The record is then updated in DRAM, thus avoiding corruption in
NVM. We note that “No Checksum” and “Copy To DRAM” are equivalent to the way pages
in NVM are updated in the Category #1 and Category #2 discussed in Section 4.1. The
Category #3 is not considered, as the page format and update method are significantly
different, requiring out-of-place updates and explicit cache-line flushes. Finally, “Checksum”
represents our proposed technique and consists of updating the record in NVM, calculating
the checksum for the whole page, and writing the new checksum to the header of the
page. Figure 4.8 shows the runtime of each approach (Y axis) while varying the size of the
record updated (X axis). Different page sizes are also considered (Figures 4.8a to 4.8d).
For further clarity, the slowdown of each approach relative to “No Cache” is also calculated
and shown in Table 4.3.

We make three observations. First, as expected, the “No Cache” approach has the same
performance in all scenarios, since larger records are likely to still be buffered by the
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Figure 4.8: Runtime of updating a record in NVM for each approach considered.

Slowdown Factor
Page Size Update Size | Copy To DRAM Checksum Partitioned Checksum
8B 2.7 4.0 1.3
4kB 64B 2.5 3.7 1.3
512B 2.0 4.0 1.6
8B 4.5 6.5 2.0
8 kB 64B 4.2 5.7 1.9
512B 3.3 5.5 1.7
8B 8.3 10.9 2.6
16 kB 64B 7.8 9.5 2.4
512B 6.0 8.4 2.0
8B 31.3 36.8 4.9
64 kB 64B 28.4 33.4 4.1
512B 21.8 26.6 4.4

Table 4.3: Slowdown of each approach calculated by dividing their respective runtime in
Figure 4.8 by the runtime of updating the record in NVM (“No Checksum”). Lower is better.
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Figure 4.9: Partitioned checksum.

DCPMM. This aligns with previous works that reported that DCPMM employ its own on-
chip caches to buffer accesses to the underlying media in units of 256 B [VRVL"19, IYZ119].
Furthermore, the size of the page in this case plays no role. Second, both “Copy To DRAM”
and “Checksum” become slower for large page sizes, since they require accessing the
whole page (either while copying to DRAM or while calculating the checksum). Third and
most important, “Checksum” performs worse than “Copy To DRAM” in all cases. This shows
that, computing the checksum for the whole page is more expensive than simply copying
the page to DRAM. Even if the difference is small, one could argue that the high runtime
overhead defeats the purpose of the Persistent Buffer Pool with Optimistic Consistency.
Therefore, we propose a simple alternative: partitioned checksums.

Calculating the checksum for a whole 4 kB page is too expensive if only 8 B are updated.
Therefore, the motivation of partitioned checksums is reducing the amount of data that has
to be read for calculating the checksum. As Figure 4.9 shows, instead of a single checksum
for the whole page (left-hand side), the page is logically divided in smaller partitions and
each partition has its own checksum (right-hand side). In the scenario in fig. 4.9, if the
record “Kevin” is updated, only two checksums (green and red) need to be calculated. This
significantly reduces the overhead, as shown by the “Partitioned Checksum” results in
Figure 4.8 and Table 4.3, in which 8 checksums per page are used. It is worth noting that,
while multiple checksums are used, the unit of recovery, repair, and corruption detection is
still a page. Therefore, if one of the checksums of a page does not match the checksum
calculated for its respective partition, the whole page is considered corrupted.

The number of checksums used for each page can be set as a system parameter. The trade-
off introduced in this case is between additional space requirement (more checksums)
and higher overhead for updating pages directly in the NVM portion of the buffer pool
(less checksums and larger partitions). Table 4.4 shows the space overhead introduced
by having 32 checksums of 8 B each ® in the different page sizes previously discussed.

Finally, it is worth remembering that the overhead shown in our evaluation is the worst-case
scenario of small updates to a page. Furthermore, this overhead only refers to updating a
single record in a page in NVM. This situation is expected to happen sporadically, since a
good placement policy, such as the 2Q discussed in Section 3.4, should migrate frequently
modified pages to DRAM. Such pages not only avoid the checksum overhead, but also
benefit from the lower latency of DRAM. In addition to partitioned checksums, future work

5This would fit exactly in the reported 256 B buffer unit of DCPMM.
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Page Size Space Overhead Partition Size

4kB 6.2% 128 B
8kB 3.1% 256B
16 kB 1.5% 512B
64 kB 0.3% 2048B

Table 4.4: Trade-off between space overhead and partition size (higher runtime overhead)
for multiple page sizes with 8 B and 32 checksums per page.

might as well explore alternatives to reduce the checksum overhead, such as increasing the
optimism by calculating the checksum of a page after a certain number of changes. This
would introduce a new trade-off between a higher number of corrupted pages (checksums
calculated less often) and higher runtime overhead (checksums calculated more often).

4.5.2 Runtime and Recovery

This section discusses the expected end-to-end behavior of the Persistent Buffer Pool with
Optimistic Consistency. We compare this to traditional ARIES recovery [MHL"92], as well
as to modern Instant Recovery [GGS16]. We note that Instant Recovery is not orthogonal to
ARIES, but rather it builds on top of it to improve the recovery time by enabling on-demand
recovery. Similarly, the Persistent Buffer Pool with Optimistic Consistency also extends
the techniques introduced by ARIES and Instant Recovery. Therefore, the approaches
discussed here are not competitors per se, but improvements on top of each other.

Figure 4.10 shows the expected behavior when recovering from a failure. The ARIES system
starts by executing transactions until a failure happens, at which point the system is offline
and the throughput drops to zero. The three recovery phases take place, indicated by the
gray areas. Log analysis starts by scanning the recovery log from the last checkpoint until
its end. It collects information about the state of the system right before the failure, such
as dirty pages and active transactions, which is used as input for the next phases. The
redo phase replays log records of updates to pages that might have not been properly
flushed from the buffer pool. Finally, the undo phase rolls back changes made by loser
transactions. Once the undo phase is completed, the system starts to accept requests
and the buffer pool is slowly warmed up until the throughput reaches its original state. If
the buffer pool employs a no-steal strategy, undo is not necessary during recovery.

In the case of Instant Recovery, the main difference of the log analysis phase is that
exclusive locks of loser transactions are reacquired. After log analysis, the system starts
to accept requests immediately. The redo and undo phases are triggered on-demand,
and therefore they do not necessarily correspond to the gray areas in Figure 4.10. The
on-demand redo is triggered when a page is requested by a post-failure transaction. The
page-by-page redo is enabled by keeping log records linked through a per-page logical
chain. Similarly, undo is triggered when a post-failure transaction tries to acquire a lock
previously held by a loser transaction. In this case, the loser transactions is rolled back.
Instant Recovery increases the availability of the system by starting to process transactions
much sooner, reaching its peak performance when the buffer pool is warmed up, the hot
pages are recovered, and transactions holding high-contented locks are rolled back.
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Finally, we discuss the proposed Persistent Buffer Pool with Optimistic Consistency (shown
simply as Persistent Buffer in Figure 4.10). We assume the same memory budget for all
systems. In other words, if ARIES and Instant Recovery have a buffer pool of 100 GB of
DRAM, we assume that the sum of the DRAM and NVM portions in the Persistent Buffer is
also 100 GB, with the NVM portion being larger (e.g., 20 GB of DRAM and 80 GB of NVM).

The first expectation is that the peak performance will be reached much sooner after log
analysis. This is a consequence of pages lingering in the NVM portion of the buffer pool
across failures. All pages in DRAM and a few of the pages in NVM will require recovery
(as previously discussed). However, since the DRAM portion is smaller, less pages are
lost. Furthermore, most of the pages in NVM will be accessible immediately. Therefore,
faster “peak-performance” recovery is enabled by two factors: less work to be done during
recovery and the buffer pool is kept warm across failures.

The second expectation is that the initial performance of Persistent Buffer will be lower
than that of the two other approaches. Assuming the same memory budget, the lower per-
formance is a result of the higher NVM latency and the overhead introduced by calculating
the checksums. In this case, the performance can be improved by increasing the amount
of DRAM and decreasing the amount of NVM in the buffer pool. This ratio between DRAM
and NVM dedicated to the buffer pool should be implemented as a system parameter
to enable a tunable behavior. Figure 4.11 shows the effects of varying this proportion.
Increasing the amount of DRAM will lead to a higher throughput during normal processing,
but also will increase the recovery time. On the other hand, dedicating more NVM to the
buffer pool will lead to lower throughput but faster recovery. One might argue that failures
are rare, and therefore lowering the throughput to the detriment of faster recovery is not a
good trade-off. However, there is an additional hidden factor: cost. Since NVM is cheaper
than DRAM, one could keep the same buffer pool capacity for lower costs, or increase
the buffer capacity for the same price (thus reducing “page misses” and expensive /0 to
the main storage). Enabling such a customizable behavior to trade between performance
and costs is attractive in cloud scenarios, in which customers require higher performance
during peak hours, but also want to reduce costs at low-demand periods®.

4.6 DISCUSSION

In this chapter, we explored how to leverage NVM in the context of B+Trees. The first
contribution is the classification of existing approaches into 3 categories. We observed that
all the approaches fail at achieving three characteristics: persistency, byte-addressability,
and update-in-place. The second contribution is the proposal of our approach, a Persistent
Buffer Pool with Optimistic Consistency, to achieve all these goals, thus answering the
guestions raised in the beginning of the chapter. Like Category #1 and Category #2, we
extend the traditional buffer pool infrastructure to manage NVM. Like Category #3, we
write directly to pages in NVM in a consistent, but optimistic, manner.

The persistent B+Trees in Category #3 are stand-alone data structures and rely on a “force”
strategy by eagerly flushing cache lines from the CPU cache to NVM, thus pessimistically

6 Anecdotally, industry professionals have communicated in private conversations that certain customers
are happy to accept trade-offs such as “80% of the performance for 50% of the cost”.
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Figure 4.10: Expected behavior during system restart and recovery after a failure.
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Figure 4.11: Effects of varying the ratio between DRAM and NVM in the proposed Persistent
Buffer Pool with Optimistic Consistency.

protecting the data from corruption at all times and guaranteeing the consistency of single
operations. Our main insight is that B+Trees are more commonly used in a transactional
environment in which a group of operations must be atomically executed, rather than
only single operations. The usual technique for achieving this transactional semantics is
through logging, or more precisely write-ahead logging (WAL). Therefore, we argue that
leveraging WAL makes more sense than simply getting rid of it. We make the observation
that WAL is enough to guarantee the consistency of the system, and, therefore, a “force”
strategy is not required neither between the buffer pool and the main database storage,
nor between the CPU cache and the NVM portion of the buffer pool. In other words, as
long as WAL is intact, the system can always be recovered.

Alternative approaches propose to leverage NVM to get rid of WAL, based on a common
misconception that logging is the bottleneck of database systems. However, we argue that,
in addition to B+Trees, WAL also became ubiquitous in the context of modern database
systems. Not only WAL guarantees atomicity and durability, it also also enables important
business features such as partial rollbacks and database auditing. In cloud environments,
WAL is also used for replication and consensus between distributed servers. Therefore, all
these issues would have to be properly addressed in order to completely get rid of the log.
This would require a significant effort and changes in modern architectures, going against
the general proposal of this work to gradually evolve modern systems to leverage NVM
rather than completely rewrite them.
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INDEX+LOG KEY-VALUE STORES

Many applications employ key-value stores (KVS) in at least some point of their software
stack. These KVS are typically non-transactional and one of the most common use-cases
is as intermediate caching service in web environments, so clients can avoid expensive
network round-trips to a distant data center or server. This is seen in many scenarios, such
as caching query results of a database, or caching popular web contents in a content distri-
bution network (CDN). Therefore, the data cached is often unstructured and heterogeneous,
possibly comprising objects such as relational tuples, a YouTube video, or a web page.
Since no assumption about the data can be made, these KVS often employ what is known
as an index+log architecture. In this architecture, records are organized in a log-structured
area to facilitates space management of arbitrarily large records and of structural record
changes, such as adding a new attribute to a tuple. A separate index data structure is used
to efficiently locate records in the log-structured area. Furthermore, since caching systems
require short response times, they are often a single-level system completely in-memory
(DRAM). This leads to increased costs and limited capacity. While employing storage
devices such as HDD and SSD would address these issues, they would not only require
software changes to the single-level architecture employed by these systems, but also
incur high performance penalties. The high latencies of HDD and SSD become particularly
prohibitive, as enabling short and predictable response times is a main requirement. In
this chapter, we present the design of RStore, an index+log KVS designed to address these
issues. RStore employs NVM to enable large capacity and lower costs, when compared to
DRAM-only KVSs. RStore also focuses on achieving short and predictable response times,
which are measured in terms of low tail latency. Therefore, in addition to leveraging the
lower latency of NVM, we also discuss all of the design decisions that enable RStore to
achieve its goals. The two high-level questions being investigated in this chapter are:

* How to extend the capacity and lower the costs of index+log KVSs?
* How to achieve short and predictable response times in the form of low tail latency?

In comparison to the proposals in Chapters 3 and 4, implementing a new system from
scratch, as is the case of RStore, might seem to go against the overall principles of this
thesis of transforming existing systems to leverage NVM without requiring disruptive
changes. However, we note that none of the techniques employed by RStore are novel or
disruptive per se. Message-passing communication, cooperative multitasking, and log-
structured storage are all well-known and established concepts, employed to some extent
by other systems. The contribution of RStore lies in the combination of these techniques.
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5.1 THE CASE FOR TAIL LATENCY

Key-value stores (KVS) comprise a class of systems that cover a wide range of use-
cases. They are more often used for caching and storage management in applications like
websites, mobile apps, real-time systems, distributed trust, etc. Many of these applications
share characteristics that differ from those of more traditional OLTP and OLAP systems:

+ Unstructured and heterogeneous records.

« Many small requests issued by a large number of clients.

+ Write requests constitute most of the overall workloads.

+ Low and predictable latency requirements for single-record requests.

+ High load changes over time requiring scalable behavior and elasticity.

In particular, latency becomes critical in many of these scenarios. As an example, search
engines require extremely low latency to interactively predict results while the user is still
typing a search term. Other examples include real-time communication between devices
in the context of IoT and a fluid interaction with the user in the context of augmented
reality. For such cases, having a low average latency is often not enough and therefore tail
latency plays a major role in the performance analysis of a system. To make the case for
tail latency, assume that 100 HTTP requests are required to load a website and there is
service-level agreement (SLA) for the website to be loaded in less than 1sin 99% of the
cases. However, even if the server has a 99%-ile latency of 100 ms but at least 10 of these
requests must happen sequentially, the amount of times the 1s SLA is achieved drops
from 99% to 90%(0.99'°). The importance of tail latency has already been discussed in
previous works and acknowledged multiple times in industry [DB13, DHJ 07, Gre13].

Unfortunately, most modern KVS are throughput-oriented, in the sense that their design
decisions mainly focus on increasing the amount of requests processed over time, at
times by sacrificing the latency, as is the usual case of techniques like batching and
group-commit. Furthermore, many other components of a system have a negative impact
on the tail latency. The operating system scheduler might arbitrarily preempt threads at
undesirable points, introducing additional overhead for context switches. The traditional
network stack often implies unnecessary movement of data and coarse-grained locks.
Storage devices, such as SSDs, require periodical internal reorganization to enable wear-
leveling. Garbage collection and defragmentation is also employed in memory allocators
and compaction and merging in log-structured systems like LSMs. As a consequence, it is
challenging to adapt traditional KVS to become latency-oriented, since the overall latency
is affected by the latency of each individual component and usually there is not a single
culprit for being the bottleneck. Therefore, to design a latency-oriented system from the
ground up, it is required to reduce the latency at each individual component by employing
design decisions different than most traditional systems.
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5.2 GOALS AND OVERVIEW

The design decisions of RStore are guided by two main goals. First, enable low and
predictable latency. In this context, the focus is on low tail latency of single requests, as
these become critical for many use-cases. Second, RStore should enable efficient use of
hardware resources such as CPU, memory, and storage. An efficient use of CPU requires
not only achieving a high throughput, but also a scalable throughput to the number of
cores in the system. In terms of memory and storage, the goal is to achieve a good ratio
that enables lower costs while not harming the tail latency. The main design points that
enable RStore to achieve these goals can be summarized as:

+ Asynchronous execution enables cores to be always doing “useful” work, leading to
efficient usage of CPU resources. This is achieved through asynchronous message-
passing communication and cooperative multitasking, avoiding preemptive schedul-
ing and enabling RStore to scale with an increasing number of cores.

*+ Hybrid DRAM+NVM architecture allows a good balance between cost and perfor-
mance. Most of the primary data is stored in NVM, while a small portion of DRAM is
used to hide the higher latency of NVM.

* Log-structured storage enables efficient space utilization for arbitrary large records
and robust performance even under high memory utilization.

+ User-space networking eliminates the typical bottlenecks of the operating systems
network stack and allows zero-copy semantics by directly copying data between
network card buffers and non-volatile memory.

5.3 EXECUTION MODEL

The execution model of RStore is motivated by the principles of reactive systems and the
actor model. To that aim, two main execution techniques are employed: message-passing
communication and cooperative multitasking.

5.3.1 Reactive Systems and Actor Model

RStore aims at the principles of reactive systems [BFKT14]: message-driven, resilient,
responsive, elastic. These principles were already identified by early work of Joel Barlett,
Jim Gray, and Bob Horst at Tandem Computers [BGH87] and Joe Armstrong on the Erlang
programming language [Arm03], but it was not until the recent need for large-scale systems
that they gained more attention, also in database systems [BBG*14, BDKM17].

One of the ways to achieve such characteristics is enabling concurrency through the

actor model [HBS73]. An actor (or a “partition” in RStore) is an independent and isolated
logical entity treated as the universal primitive for concurrent computation. Since actors are
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isolated, the only way of communication is by message passing (see more in Section 5.3.2).
This level of isolation also provides resilience by means of fault containment and localized
repair, i.e., the failure of an actor is not propagated through the whole system. When
combined with replication techniques, the system can achieve higher availability and
responsiveness. Furthermore, the isolation and independence provide a higher degree of
system-wide elasticity by allowing actors to be easily distributed and relocated across
cores, NUMA nodes, or potentially different machines through the network. Finally, an
important consequence of all these aspects is the simplification of development and
maintenance of large and complex systems. As an example, one of the best practices
of good programming is eliminating special cases. The actor model achieves that by
eliminating any differences between local and remote communication (or between scale-
up and scale-out) at the programming level, i.e., no matter where actors reside, they
communicate in the exact same way (message passing).

5.3.2 Message-Passing Communication

While many fundamental concepts of concurrent and parallel programming were introduced
inthe 1960's in the context of time sharing in multi-user single-core environments, it was not
until early 2000’s that true parallelism became widespread thanks to the advent of multicore
CPUs. As a consequence, system architectures and algorithms had to be revisited to fully
exploit the potential of multiple cores.

The many programming models that emerged from this time were classified by Silberschatz
et. al. [SGG14] into two dimensions: interprocess communication (message passing vs.
shared memory) and problem decomposition (task parallelism vs. data parallelism). Most
modern systems employ shared memory for communication between processes (which
we will refer from now on as threads) and task parallelism, i.e., distinguished tasks are
executed on the same data.

In shared-memory communication, threads must carefully coordinate by means of mutual
exclusion implemented through mechanisms such as locks (a.k.a. latches), semaphores,
and lock-free algorithms. To enable algorithms to scale with many cores, the mutually-
exclusive critical sections must be as small as possible to avoid contention. To achieve
that, these algorithms have to be re-architectured, which often leads to more complex and
less general approaches. On top of that, the ever increasing number of cores and degrees
of parallelism of modern hardware requires these algorithms to be constantly revised and
optimized. As a consequence, the programming of large systems becomes significantly
more complex and expensive if one is to leverage this increasing level of parallelism. In
terms of performance, previous work has shown poor scalability [HAMS08] and a high
number of wasted CPU cycles [STPA16] in the context of database systems. Finally, the
additional complexity may introduce subtle bugs that are difficult to find as it is harder to
reason about execution order in the presence of arbitrarily interwoven threads.

In contrast to shared memory, RStore employs asynchronous message-passing for inter-
process communication and data parallelism for problem decomposition. In other words,
similar to systems like HStore [SMA*07], each core runs a single worker thread that only
accesses a partition of the complete dataset. Each worker thread has an associated
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Figure 5.1: Comparison of shared-memory (mutex) and message-passing synchronization
over multiple cores.

message queue, to which it can receive requests sent by other threads. If a given thread
requires data residing on another partition, it must send a message to request the data
from the thread owning that partition. Since communication is asynchronous, the first
thread is free to execute further requests while it waits for the response of the message.

While message passing may sound heavyweight compared to shared memory, it allows
for a more efficient usage of CPU resources. To prove this point empirically, Figure 5.1
compares both shared memory and message passing approaches when incrementing a
single counter for an increasing number of cores. For the shared memory scenario, each
thread acquires a mutex, increments the counter and then releases the mutex. For the
message passing case, a single thread owns the counter and is responsible for incre-
menting it, while the other threads send messages to it with a request to increment the
counter on their behalf. It is worth noting that, while incrementing a counter can be done
more efficiently than with a mutex, we use this example to simulate a high contention
scenario. This scenario is realistic as avoiding contention becomes harder considering an
ever growing number of cores on future CPUs.

In Figure 5.1a, although message passing presents a higher throughput for a small number
of cores (due to reduced cache-coherency events), the throughput drops significantly with
more cores, while the shared memory scenario remains constant. However, in Figure 5.1b,
shared memory consumes an increasing amount of cycles while providing no additional
performance benefits, i.e., these cycles are wasted while message passing maintains a
constant CPU consumption.

5.3.3 Cooperative Multitasking

Section 5.3.2 stated that RStore relies on data parallelism on a system-wide level. In other
words, data is partitioned (by hash or range) and each core runs a single thread, acting as
an independent KVS instance. However, it is inevitable that a task (such as processing
a client request) will be hindered of making progress when waiting for blocking events
such as a message reply, storage 1/0, or a network request. Therefore, task parallelism
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Figure 5.2: A single thread executes multiple tasks through cooperative multitasking in
an event-loop. Each task is executed to completion and dependencies between tasks are
expressed by a chain of future and continuation objects.

within a single-threaded partition is also desired to make efficient use of CPU resources.
Nonetheless, allowing many threads on the same core does not only lead to expensive
context switches, but also to unpredictable behavior, as we have little control over the
preemptive task scheduling employed by the kernel. Alternatively, RStore employs task
parallelism within a partition through a light weight user-space cooperative multitasking.

The left-hand side of Figure 5.2 shows the single-threaded multitasking model of RStore.
Each thread has a scheduler and a task queue. The scheduler runs an event loop that
picks a task from the queue and then executes it to completion (i.e., non-preemptive).
Tasks are expressed by means of futures, promises, and continuations. These concepts
are common to programming languages, such as Scala [HPM*13], and to frameworks for
building distributed systems, such as Seastar [Scy15b]. A more detailed definition can be
found in the work by Miller et al. [PPM16]. We quote the Scala manual which describes:

“A future is a placeholder object for a result that does not yet exist. A promise is
a writable, single-assignment container, which completes a future. Promises can
complete the future with a result to indicate success, or with an exception to
indicate failure.” [HPM*13]

The right-hand side of Figure 5.2 shows a small example: read two integers from filel
(4 B each), sum their values, write the sum to file2, and finally increment a counter. Since
file operations are blocking events, the read () and write () functions delegate thel/Oto a
helper thread and immediately return a future object as a result. A continuation Cont7 can
be chained to this object through the then() method and the code passed as argument
will only be executed once the 1/0 result becomes available. Meanwhile, the single-thread
is free to execute the next task in the queue (T2). Once the read result is available, the
scheduler can execute Cont7. Writing to the file will return another future object to which
the Cont2 is chained. Therefore, continuations are used to express dependency between
tasks that are executed asynchronously. This model enables full control of the execution
flow, as context switches can only happen at well-defined parts of the code (i.e., between
tasks and continuations), resulting in a more predictable behavior of the overall system.
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5.4 LOG-STRUCTURED STORAGE

The concept of log-structuring was first proposed by Mendel Rosenblum and John Ouster-
hout in the context of file systems [R092]. The original motivation was to mitigate the
bottleneck of HDDs by exploiting their faster sequential write bandwidth, while serving
most reads from main memory, based on the increasing memory capacities by the time.

Flash SSDs reduced the performance gap between sequential and random 1/0, albeit
sequential I/0 requests may still be faster as they better exploit the SDD’s inner parallelism.
Nevertheless, writing a block to flash requires erasing it first, which can only be done at a
larger granularity than writing. This created a new motivation for log-structuring, as new
writes can be directed to fresh blocks and space can be reclaimed at a later point in time,
thereby reducing the amount of erase cycles required. Most flash translation layers (FTL)
of modern SSDs rely on some sort of log-structuring. At a system scale, the log-structured
design offers additional benefits that are exploited by a wide range of modern systems, as
discussed in the following.

First, systems like RocksDB [Fac12] and SILT [LFAK11] use a log-structured merge-tree
(LSM) [0CGO96] to reduce the write amplification by batching writes in memory and writing
them in a log-structured manner to persistent storage. The reduced write amplification
leads to a longer life-time of SSDs, as these can endure a limited amount of erase cycles.
Other systems like LogBase [VWAT12], Hyder [BRD11], and LLAMA [LLS13] also use log-
structured storage in the context of SSDs.

Second, in the context of DRAM and NVM, gains in write performance might be relatively
smaller and one might be tempted to employ update-in-place strategies. However, log-
structuring enables better memory management in terms of lower fragmentation and
predictable performance in high utilization scenarios. RAMCloud [0GG'15] adopted a
log-structured memory allocator [RKO14] to leverage these benefits and allow robust
performance even in face of application changes (e.g., expand records of a table from
100 B to 130 B). A similar concept was applied in the context of NVM [HRB17].

Third, log-structuring makes it trivial to perform atomic writes, as only the head of the
log must be updated to reflect an arbitrarily large group of operations. This becomes
even more convenient in an NVM scenario, as the programmer has little control over CPU
caches, which makes it cumbersome to efficiently implement update-in-place strategies
while keeping data consistent at all times.

Benefits also entail drawbacks following the no-free-lunch conjecture. Unlike update-in-
place, a log-structured strategy organizes records by creation time and allows multiple
versions of a record to co-exist. This causes three general problems. First, since records
are appended to the end of the log, there is low locality for operations such as a sorted
range queries, requiring multiple random accesses. Second, point lookup operations
become more expensive as they may inspect multiple locations until the most recent
version of a record is found, as it is the case in LSMs. Third, garbage collection is needed
to delete older entries and reclaim space. However, these problems are less critical in the
context of NVM. The low latency reduces the cost of many random accesses required
by read operations, while the high bandwidth allows efficient garbage collection, as large
portions of live data must be moved to a new location.
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To summarize, not only there is goodness in log-structured designs, but as already noted
by David Lomet [Lom93]:

“Log structured file system has wonderful potential as the underpinning of a
database system, solving a number of problems that are known to be quite
vexing, and providing some additional important benefits.”

5.5 NETWORKING

In many KVS scenarios, multiple parallel requests are received from clients through the
network and many messages are exchanged between remote machines. Therefore, the
network plays a major role and is a critical point of optimization. Saturating the network
bandwidth becomes challenging while offering low and predictable latencies. While better
bandwidth usage could be achieved by classical techniques for trading-off latency for
higher throughput, they should be avoided at the network level if one is to offer a system
with robust performance. In common scenarios where the vast majority of requests have
less than 320 B [AXF*12], the processing overhead per package becomes relatively higher.

Operating system kernels offer applications a general-purpose networking stack. While
convenient, kernel networking has issues such as expensive context switches, unnecessary
copy of data between NIC, system cache, and application buffers, and poor scalability
due to large lock granularities. To circumvent this issues, libraries such as DPDK [Lin10]
enable access to the NIC in the user-space. As a consequence, systems are able to tailor
the network stack to their use-cases such as zero-copy usage and avoid context switches.

Figure 5.3 compares the performance between kernel networking and DPDK in a mi-
crobenchmark. To isolate the impact of DPDK we implemented an HTTP echo-server
within our system. The server receives parallel HTTP packages of 100 B from multiple
remote clients and send them back, without further complex processing. Figure 5.3a
shows how DPDK enables the throughput to scale with an increasing number of cores.
Figure 5.3b shows the tail latency of a server with 4 threads using both kernel and DPDK
networking while increasing the number of packages sent by clients. At 400 thousand
packages per second, the 99%-ile of kernel networking increases abruptly, which reflects
the throughput achieved with 4 threads in Figure 5.3a. Meanwhile, DPDK not only enables
a predictable latency behavior (no abrupt spikes) but even the worst latency (99.99%-ile)
is lower than the 99%-ile of kernel networking. Additional percentiles of kernel networking
are much higher and are omitted to enable a better visualization of absolute numbers.

For the reasons mentioned above, we opted for using DPDK on RStore for the client and
server communication. While a simple client-server communication does not leverage
DPDK to its full potential, it is an important building block for extending the communication
to many servers in a future distributed context. In such scenario, multiple messages are
exchanged between servers and efficient networking becomes even more critical.
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Figure 5.3: HTTP echo server processing 100 B packages using kernel networking and
DPDK. Not only DPDK enables a more scalable throughput, but also lower tail latency.
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Figure 5.4: RStore architectural overview. The system is partitioned on a per-core basis
and each partition runs its own instance of a single-threaded KVS. Each instance follows
an index+log architecture and the communication between partitions happens through
message passing.

5.6 IMPLEMENTATION DETAILS

In this section, we describe details of the overall RStore architecture. Figure 5.4 gives a
complete overview of the whole system. In this case, the server spans the whole key range
[a..z] of a dataset. Further to the center of the figure we have the internal organization
of the server. The server is a 4-core system equipped with DRAM and NVM. The whole
system is internally partitioned on a per-core basis and communication between cores is
done by message-passing, as previously explained in Section 5.3.2.

5.6.1 NVM Allocation on RStore

The log-structured approach significantly facilitates space management, as arbitrarily sized
records are accommodated naturally by appending to the end of a block without the need of
moving other records for creating space. NVM physical devices are segmented into 2 MB
chunks, which is the unity of physical allocation. RStore implements an allocation table
that maps each physical segment to a logical segment within a logical device. Figure 5.5
illustrates such organization.
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Figure 5.5: NVM device allocation.

Information of which segments are free and used are stored in the first physical segment
of the device in the form of an allocation table. Physical segments currently used are
mapped to a single logical segment in a logical device. Since keeping the consistency
of allocation mapping is critical, the allocation table is implemented as a persistent data
structure in which updates are guaranteed to be atomically persisted.

While the overhead of an additional indirection from logical to physical segments can be
avoided, it allows each partition of RStore to be fully independent by accessing an isolated
logical device. It also eases load balancing and reorganization across physical devices, as
segments can be moved simply by updating the mapping in the allocation table.

Finally, RStore handles logical segments of three different types: log, data, map. Log
segments are used for storing log records, which are used for durability and recovery. Data
segments can be further divided into smaller blocks of pre-defined sizes (2 kB, 16 kB, 64 kB,
2 MB). These blocks are used for the log-structured storage of records and for overflow
blocks in case of large values (more in Section 5.6.4). Map segments contain entries that
are used to track information of blocks currently allocated in data segments.

5.6.2 Log-Structured Storage and Indexing

The architecture of RStore is commonly referred as index+log architecture, and employed
by many systems both in academia [RKO14, HRBT17, VWA'12] as well as in industry, such
as Bitcast at Riak [SS10], Sparkey at Spotify [Spo14], and FASTER at Microsoft [CPK*18].
The main idea is to separate the concerns of data access and space management by
decoupling them. This contrasts with approaches such as clustered B+Trees and LSMs, in
which primary and indexing data are managed within the same data structure.

RStore employs a log-structured NVM area comprised of fixed-size blocks (64 kB). Even if
NVM is byte-addressable and differs from traditional block devices, it is still desirable to
organize data in blocks (or “pages”), as it represents a unit of space allocation, garbage
collection (see Section 5.6.3), fault containment/detection, and possibly localized re-
pair [GK12]. Records are appended to a block until the block becomes full and is then
marked as immutable. Once a record is appended to this log-structured area, a pointer
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Figure 5.6: Average time for scanning records in a sorted array (sequential memory access)
vs. in index+log (random memory access).

to it is inserted into a tree index residing completely in DRAM, enabling a more efficient
access than simply scanning the existing records.

This separation of concerns offers important advantages. First, there is more flexibility
regarding the representation of persistent and runtime data. For example, any data struc-
ture can easily be integrated to index the records in NVM. Second, the index structure
contains only fixed-size entries with pointers to the actual data, which simplifies memory
management within the data structure. Third, the index structure consumes only a small
amount of additional memory. A workload analysis at Facebook [AXF12] shows that
the vast majority of keys are no larger than 20 B, while the majority of values are at least
300B. If the index structure stores whole keys and a pointer to the record in NVM, its
space consumption is less than 10%. Fourth, handling records in a log-structured manner
enables efficient usage of NVM space by reducing fragmentation and avoiding large over
provisioning (B+Tree nodes are usually kept 75% full to accommodate future records).
This becomes important since RStore does not make any assumptions about data format,
origin, or schema. While a well-defined schema enables performance optimizations by the
underlying system, RStore trades these gains for enough flexibility to be used either as a
NoSQL KVS and cache, or as the storage engine for a more complex relational engine.

Despite its advantages, the mentioned architecture introduces drawbacks that must be
properly addressed. First, the separation between primary and indexing data is not optimal
in terms of spatial locality. Systems designed for HDDs had to exploit at maximum the
spatial locality since sequential accesses were significantly faster than random accesses.
This assumption still holds for modern SSDs and DRAM and exploiting cache-oblivious
data structures are relevant [BDF05, GLO1], but the performance gap between random and
sequential access is much smaller. This gap can be further reduced by exploiting DRAM
prefetching techniques [CAGMO04, KFG15, PLMA17] that can be directly applied to NVM.

Figure 5.6 shows the scan performance of a log-structured storage and of a sorted array
through a microbenchmark. We isolated other components to better understand the trade-
offs. Figure 5.6a shows the average time (Y axis) for scanning 100 records with varying
size (X axis) and copying them to the network buffer with a single thread. As previously
mentioned, we show how we can reduce the gap between Index+Log and Sorted Array by
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firing an asynchronous memory prefetch for the next record while the current record is
being copied to the network buffer. Figure 5.6b shows another case in which a scan of
100 records has a predicate to evaluate, which introduces additional CPU time, allowing a
better overlapping between execution and prefetching. We argue that, while we trade-off
scan performance for other benefits (such as easy memory management and garbage
collection), we can still improve the worst case, albeit still being slower than a scan in
sorted storage. Nevertheless, in the context of a system accessed through a modern
network, the performance benefits are mostly blurred by higher network latency.

The second disadvantage is that, while the space management of primary data is made in
a log-structured manner, the space management of indexing data still has to be handled.
Fortunately, index space management is significantly simplified by using fixed-size index
entries, as previously mentioned. At one extreme, only 8 B pointers to the actual records
can be used as index entries. In such case, index operations are more costly, as every
key comparison must go out-of-node to fetch the actual key in NVM. In the context of a
tree index, we employ techniques such as prefix truncation and poor man’s normalized
keys [GLO1] to keep a copy of a small portion of the key within the node. In most cases, this
small portion of the key is enough to resolve comparisons without accessing out-of-node
data. By changing the amount of bytes dedicated to store the in-node portion of keys,
we can trade between memory consumption and access performance, while keeping
fixed-size index entries.

Third, while the index can exploit the lower latency of DRAM, it must be rebuilt in case of
failures. We rebuild the index during startup from the key-value records in the log-structured
storage. Since RStore is composed of independent partitions, the index for each one of
these partitions can be recovered on-demand, i.e., accessing data during restart does not
require a complete rebuild of all indexes. A similar approach is used by hybrid NVM-DRAM
data structures [OLNT16, XJXS17]. To limit speedup recovery, regular snapshots of the
index can be taken by flushing the whole data structure to NVM.

5.6.3 Garbage Collection

Traditional LSM implementations employ a merge operation to reclaim space of obsolete
records and consequently reduce the number of persistent components (also called SSTs)
that must be inspected during reads. RStore relies on a global index to access records,
therefore, a read operation does not have to consider multiple copies of a record, as only
the most recent one is indexed. Nevertheless, the cost of index operations increases with
the size of the index.

LSMs can reduce the cost of inspecting multiple SSTs by employing Bloom filters. However,
in the context of NVM, two points must be considered. First, memory consumption of
Bloom filters is not negligible for large data, even if the memory budget is optimally
distributed across levels [DAI17]. Second, Bloom filters are used to avoid expensive disk
I/0 which incurs high latency. On NVM, accesses incur a much lower latency and therefore
the performance gains of avoiding these accesses relative to the additional overhead
introduced by Bloom filters are smaller. In other words, probing the Bloom filter already
incurs a memory access, which is a similar cost to directly searching the key in NVM.
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Figure 5.7: False overlap leads to inefficient space reclamation and unnecessary write
amplification in merges of LSMs.

Figure 5.7 shows the merge process of an LSM. The merge starts by selecting a range
of records from Level n for merging with records from Level n+1 that have an overlapping
key range. The problem of relying on overlapping key ranges for garbage collection is
that there is no guarantee of how much space will be reclaimed. In other words, the
key ranges defined by min and max keys may overlap but the records themselves might
not. As shown in Figure 5.7, in the worst case there is no overlap of records and the
merge process is superfluous, thus increasing the write amplification. The phenomenon is
referred to as false overlap and has been discussed in previous work [LAK16). Alternatives
such as logical merging through pointer manipulation may help in reducing the amount of
duplicated records and consequently in improving lookup performance, but it does not
help with reclaiming space, which is critical when a device is mostly full. Furthermore, the
merge operation is hard to parallelize, as it depends on the key distribution of the workload.
A uniform distribution allows an easier parallelization of the merge operation, as disjunct
ranges can be merged, while a skewed distribution causes only a subset of the whole key
range to be merged frequently.

The garbage collection of RStore was designed to be oblivious to the aforementioned
effects caused by using key ranges as victim-picking strategy. The core idea is to keep live
information about free space and valid records in each NVM block. In a way, it resembles
the trim command in early SSDs, in which the user actively provide information about
unused space to facilitate garbage collection by the flash translation layer(FTL). Tracking
this information on a record granularity introduces overhead during runtime, as blind
inserts/updates/deletes are not possible anymore. Nevertheless, it facilitates garbage
collection, which is the main source of unpredictable performance in many systems. In
other words, RStore takes a small, but predictable, performance penalty during normal
processing in order to reduce the unpredictability of garbage collection.

Figure 5.8 gives an overview of the algorithm. A block initially has 100% of free space,
which is reduced as the block is filled. When the block is full, it becomes immutable.
Whenever a record is deleted or a new version is inserted, the free space information of
the corresponding block is updated. The free space heap tracks the free space of each
block, which allows identifying the block that will yield the largest amount of space when
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Figure 5.8: Garbage collection algorithm of RStore.

reclaimed. Since free space of blocks changes frequently, maintaining the heap structure
is expensive. Therefore, whenever the free space of a block is changed for the first time, a
reference to this block is added to the free space queue. By doing so, the heap is updated
only when garbage collection is required, thereby alleviating the heap overhead during
runtime. When garbage collection is triggered, step 1 is to update the free space heap
with blocks in the free space queue, i.e., blocks in which the free space changed since last
garbage collection. With the free space heap updated, step 2 is to pick block with largest
amount of free space (in this case Block 2), referred as victim. Next, valid records from
the victim block are moved to a dedicated garbage collection block in step 3. Finally, in
step 4 and step 5, the garbage collection block becomes a new block at the end of the list
and the victim block becomes the new dedicated block to be used by the next iteration of
garbage collection, respectively.

Figure 5.9 compares our algorithm and traditional LSM merge (RocksDB). We limit the
available space to 16 GB and load it until little space is left in order to force garbage
collection. Both systems run on top of NVM described in Section 5.8 and we use leveled
compaction in RocksDB. To isolate the algorithm impact, in Figure 5.9a we run an update-
only workload for 5 minutes with a single-thread serving requests sent at a rate of 25000
requests per second (a rate that both systems can easily sustain). Not only RStore has lower
tail latency, but it is constant and unaffected by skew. Figure 5.9b shows the throughput
over time including the load phase (gray area) using 16 threads. In addition to leveled
compaction, we run RocksDB with universal compaction. Universal compaction trades
higher read and space amplification for lower write amplification and is more cumbersome
(as noted in the first drop during the load phase). It also requires double the amount
of space, which explains the throughput drop to zero after the load phase: the system
becomes unresponsive since not enough space is available for compaction. Finally, the
absolute throughput number is not important, instead the focus is on the drop when the
device is full and garbage collection becomes critical. The average throughput of RocksDB
drops by 38% and RStore by only 7%.
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Figure 5.9: Impact of garbage collection in the performance when storage device is full.
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5.6.4 Logging and Recovery

In addition to the log-structured storage, each partition of RStore has a local recovery
log. Since operations to the log-structured storage are easily made atomic, one may
consider that it obviates the need for separated logging. However, the log acts as a central
component which can be used by third-party systems for state machine replication through
protocols such as RAFT [0014]. In this case, log records are send to remote replicas and the
network bandwidth becomes the bottleneck. Therefore, we use redo-only logical logging,
which has smaller log records compared to traditional physiological logging, thus better
leveraging network bandwidth.

An initial concern is that the recovery log doubles the write amplification. However, decou-
pling logging from storage facilitates replication of higher-level operations. As an example,
while the log-structured storage only operates through basic single record operations such
as insert, delete, and update, the recovery log allows multi-record operations, such as
deletion of multiple keys based on a given prefix, to be transmitted as a single log record.
Furthermore, to alleviate the write-amplification introduced by logging, large keys and
values are stored only once in an overflow block which is then referred by both log record
and key-value record. Figure 5.10 illustrates this case in which a value larger than 2 kB is
inserted. The larger part of the value is stored in the overflow block which is referred by
both the respective log record and key-value record.
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Another concern is that latency of writes is doubled, since every write must be flushed
twice to NVM: one to the log, another one to storage. However, only writes to the log must
be eagerly persisted. Writes to storage do not have to be explicitly flushed and can be
amortized by CPU caches. Since storage is log-structured, data is not overwritten. In case
of a crash before a record is evicted from the CPU cache, it can be recovered by replaying
the recovery log.

After a system failure, recovery starts by rebuilding the in-memory index and free space
information from the records present in the log-structured storage. The recovery log is
then analyzed and any missed operations are replayed. Since each partition of RStore is
independent, this process is completely parallelizable and a partition can start to serve
client requests without waiting for a complete system recovery.

5.7 SYSTEM OPERATIONS

In this section, we describe the steps of basic operations. Unlike other systems, RStore does
not support blind operations, since free space information must be tracked for garbage
collection. Each operation is initially assigned to the partition spanning the range that
covers the given key.

An insertion of a record starts by searching the index for the given key. If the key already
exists the operation fails. Otherwise a log record corresponding to the operation is written
to the log, and the record itself is written to the log-structured storage. An entry containing
the key and pointer to the record is then inserted in the index structure.

The update of a record is similar to an insertion, with two main differences. First, the
operation fails if the key does not exist. Second, the update is done by inserting a new
version of the record which invalidates the old one. Therefore, the corresponding pointer in
the index must be updated to point to the new record and the old record must be invalidated
by resetting a validity bit. Validity bits of records are kept in-memory and must be rebuilt
during restart, since immutable blocks of the log-structured storage cannot be updated
in-place. Additionally, the size of the old record is added to the free space information
of the block containing it. A deletion works like an update in which a special tombstone
record with no value is inserted and the corresponding entry in the index is deleted rather
than updated.

The point lookup of a record traverses the indexing structure to find the record for the
given key. If the full key is stored in the index, the lookup makes a single access to NVM
to retrieve the full record (if it exists). If fixed-size partial keys are used for indexing, the
lookup might require additional accesses to records in NVM to compare the full keys in
case the partial key is not enough to resolve a comparison when traversing inner nodes.

Range lookups may span multiple partitions. Therefore, a partition is chosen to coordinate
the operation. It then forwards the range lookup operation by sending a message to all
other partitions that span key ranges overlapping with the one specified by the operation.
Each partition then independently executes the range lookup locally by traversing the
index data structure. Even if the records are not sorted on the log-structured storage, their
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corresponding index entries are, enabling the records to be retrieved in sorted order. Once
a local range lookup is completed, the partition replies the results to the coordinating
partition, which is responsible for collecting the multiple results and issuing the final reply
of the operation.

5.8 EVALUATION

In this section, we present performance results of an end-to-end evaluation of systems.
The metrics we are most interested in are throughput scalability and low tail latency.

5.8.1 Methodology

We run all systems on a single machine and use a second client machine sending a high
number of parallel requests. The indicated number of threads is the same for both server
and client. To overload the server, each client thread opens 8 connections to the server and
issues asynchronous requests (at any point in time a client thread has 8 in-flight requests).

We measure throughput and latency on the client side. For throughput, we collect the
amount of operations completed every 1 second. At the end of the execution, we use
the list of operations completed per second for calculating the average throughput as
well as the standard deviation. For tail latency, measuring each individual request would
introduce too much compute and memory overhead, therefore we randomly sample up to
500 thousand requests every 1 second and use the total amount of samples to plot the
latency percentiles.

5.8.2 Environment

The server has an Intel Xeon Platinum 8260L CPU, 96 GB of DRAM (6 x 16 GB DIMMS),
and 1.5 TiB of Intel Optane DC Persistent Memory (6 x 256 GB modules). The client has an
Intel Xeon CPU E5-2699 v4 and 128 GB of DRAM (8 x 16 GB DIMMS). Both client and server
use a 10 GbE Intel Ethernet Controller X540-AT2. The network cards are accessed through
DPDK(v17.02). The Linux version is 5.3 on both machines The NVM modules are combined
into a single namespace in fsdax mode and accessed through an ext4 file system with
the DAX option enabled. All the systems benchmarked rely on Intel Optane DC Persistent
memory for storage. It is either accessed as an SSD replacement through the regular
file system API, or accessed directly as persistent memory (in the case of NVM-aware
systems, like RStore).
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5.8.3 Other Systems

In addition to RStore, we also benchmark three popular KVS systems: memcached (v1.5.16),
Redis (v5.0.5), and RocksDB (v6.2.2). We also compare to FASTER (v2019.11.18.1) [CPK 18],
a more recent system which employs modern techniques. Both memcached and Redis
are often used as a web cache. While they enable flushing memory contents to persistent
media as a background task, the default scenario is purely in-memory. We disable their
caching behavior to guarantee that records loaded by the client are not arbitrarily discarded
by the LRU policy. The available memory is set to 32 GB. Finally, it is worth noting that
Redis is a single-thread system.

RocksDB is an LSM persistent KVS to make efficient use of SSDs. To enable a fairer com-
parison, we run RocksDB on top of NVM as well. We disable Bloom filters and compression
of values, since other systems do not employ them. Furthermore, since 1/0 to NVM is
faster than to SSD, the overhead of compressing data prior to writing to persistent storage
is relatively higher and the gains of avoiding I/0 with Bloom filters are relatively lower. The
compression of keys is kept. We use a block cache of 6 GB. Additional parameters were
changed according to the tuning guide available at the official repository’. We make the
complete settings available?. RocksDB does not have networking, so we adapted the same
network layer of memcached. Finally, it is worth noting that RocksDB does not explore the
byte-addessability of NVM, using it as a faster SSD. Previous work improved RocksDB to
better leverage NVM [EGA 18], but these changes are not available in the main repository.
Finally, while comparing absolute throughput numbers may not be completely fair, the
comparison of overall system behavior is still relevant.

FASTER also has a log+index architecture, using a lock-free hash table for indexing and
epochs for concurrency control. Unlike RStore, in FASTER keys are not part of the index,
which reduces its memory footprint. Furthermore, it requires that the amount of hash
buckets is a power of 2. For 100 B and 1000 B values we set the amount of hash buckets to
226 and 223 which gives an average of 2.3 and 1.9 records per bucket and 4 GB and 0.5 GB
memory consumption, respectively. We limit the log size to 32 GB. FASTER does not offer
networking, therefore we adapted it to work with memcached network stack. We show
results for the in-memory version of FASTER. We omit the persistent version as it showed
lower performance and does not access NVM directly, therefore the results could be unfair
and misleading. Consequently, we have also disabled checkpointing.

RStore keeps the index completely in DRAM, which contains keys (approximately 25 B)
and pointers to the complete records in NVM (8 B). We apply hash partitioning to RStore
and set the amount of available memory to 32 GB. In addition to the persistent version, we
also benchmark a fully in-memory variant of RStore (tagged with IM).

'https://github.com/facebook/rocksdb/wiki/Setup-Options-and-Basic-Tuning
Zhttps://gist.github.com/1llersch/6a6fd515b9db8a87ed860573e3417961
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5.8.4 Throughput Scalability

In this section, we measure the throughput when increasing the number of threads at the
server side. It is worth noting that each client thread sends up to 8 parallel requests to
the server at any point in time. We run the Yahoo! Cloud Serving Benchmark [CST+10],
issuing Put and Get requests. Our Put operations are done on existing records (updates),
therefore the dataset size does not increase. We vary the ratio between these requests to
simulate different workload scenarios: read-heavy (90% Get, 10% Put), balanced (50% Get,
50% Put), and write-heavy (10% Get, 90% Put). Following workload trends [AXF*12], we set
the key size to approximately 20 B with an additional prefix of 4 B while having large-value
(1000 B) and small-value (100 B) scenarios.

We analyze two load scenarios that achieve 16 GB of payload data. In other words, for
1000 B values 16 million records are inserted, while for 100 B values 160 million records
are inserted. After the load phase, we run each workload for 5 minutes. Figure 5.11 and
Figure 5.12 show the results for 1000 B and 100 B payloads, respectively. The shaded part
indicates the hyper-threading zone. We make three observations.

First, both Redis and RocksDB perform worse than the others. This is expected, since, as
previously mentioned, Redis is a single-thread system and therefore the X-axis represents
only the amount of clients sending requests. The main reason RocksDB presents a lower
performance is the fact that it does not fully leverages the byte-addressability of NVM,
simply accessing it like a faster SSD. Nevertheless, it is worth noting how RocksDB performs
better than Redis for the read-heavy scenarios since it is able to leverage multiple threads.
As soon as the amount of write operations increase, RocksDB is exposed to the higher
write latency of NVM during flushing and compaction.

Second, the performance of RStore and memcached degrades when the amount of write
operations increases. For RStore, write operations expose the higher NVM write latency,
as well as it triggers garbage collection due to the log-structured organization. The in-
memory variant, RStore(IM), is able to scale better and saturate the network limit with
fewer cores since it is not affected by NVM. For memcached, no additional allocation is
required because only existing records are updated. However, it introduces additional
overhead when acquiring a coarse-grained mutex every time a record is updated. FASTER
and RStore(IM) scale well and have a similar behavior, as both saturate the network in
Figure 5.11 and scale almost linearly in Figure 5.12.

The throughput of RStore is slightly higher than memcached with 1000 B and slightly
lower with 100 B, but both scale similarly across many threads. Furthermore, it is worth
noting that RStore stores most of its data in NVM, which introduces a higher latency as
a trade-off for lower costs. Nevertheless, RStore still achieves a good performance due
the combination of the techniques mentioned previously. Finally, it is possible to see the
impact NVM has on RStore, since RStore(IM) saturates the network with fewer cores in
Figure 5.11 while offering higher throughput in Figure 5.12.
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Figure 5.11: Throughput of YCSB workloads with values of 1000 B over multiple threads.
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Figure 5.12: Throughput of YCSB workloads with values of 100 B over multiple threads.
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5.8.5 Tail Latency

We analyze the tail latency in form of latency percentiles to evaluate the predictability of
the systems. However, tail latency is a metric that does not live on its own. It must be
considered in the context of the pressure being put on the server by the clients. Even if the
throughput of the system scales linearly, the more overloaded the system is, the higher
the tail latency percentiles are. In other words, one should ask the question: “How fast can
| go before the tail latency is affected?". Therefore, we set a fixed number of 16 threads on
the client and throttle the rate at which requests are sent to control the pressure we put on
the server side. The server runs with 4 threads, since the throughput of the systems is not
too different at this point, as seen in Figures 5.11 and 5.12.

Figure 5.13 and Figure 5.14 show the tail latency for the read-heavy, balanced, and write-
heavy workloads (rows) and the rate of requests being sent by the client (columns) which
increases across plots from left to right. We omit rates higher than 500 thousand op/s
because none of the systems can sustain higher throughput at 4 threads, as seen before.

At the end of the run phase, we have a list of all observed requests and sort them by latency.
This sorted list is used to plot the minimum, maximum, and percentiles of latency for these
requests. We set a high-level goal of achieving sub-millisecond tail latency, marked by the
gray area in each plot. Therefore, systems with good tail latency must have a curve as
straight and low as possible inside the gray area.

As previously mentioned, the higher the pressure being put by the client, the higher the tail
latency is. That means that not only the curves become steeper but also higher overall,
as can be seen in the behavior of Redis in Figure 5.13 for the read-heavy workload when
comparing 80k op/s and 160k op/s, for example. Another observation is that the behavior
of systems do not change after a certain point, as is the case of RocksDB for all workloads
in Figure 5.14 after 160k op/s. The reason is that at this point the pressure being put on the
server is higher than the throughput it can deliver, causing the client to reach its maximum
amount of outstanding requests while waiting for the server. In other words, at this point
we consider that the tail latency of the server has already reached an undesirable behavior.

For most scenarios, RocksDB has the worst tail latency, since it accesses NVM through the
regular file system interface. Redis, memcached and FASTER have a good behavior for low
pressure scenarios such as 20k op/s for all workloads in Figure 5.13. After this point, Redis
becomes more unpredictable. The exception is the write-heavy scenario at 320k op/s and
500k op/s, in which the behavior of all systems except RStore and RStore(IM) become
worse. Overall RStore has a higher tail latency, since it requires at least one access to
NVM per operation. However, RStore also has a straighter line at high load scenarios (500k
op/s) with write operations, this being a consequence of log-structuring and asynchronous
message-passing communication. RStore(IM) has a similar behavior, but is able to keep a
lower tail latency.

Figure 5.14 shows the same scenarios for smaller requests (100 B value). The main
observation is that RStore(IM) behaves better than other systems in more cases. The
overhead of package processing is relative to the size of the package, therefore, RStore
in general has an additional benefit in these cases by being the only system using DPDK.
This is seen more notably for most workloads at 320k op/s and 500k op/s.
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Figure 5.13: Tail latency of YCSB workloads with values of 1000 bytes and 4 threads. Each
column indicates the rate at which clients send operations to the server (label at the top).
Each row indicates the workload (label at the left).

Figures 5.15 and 5.16 present the experiments with 16 threads on the server side and
values of 1000 B and 100 B, respectively. We compare RStore only to memcached, since it
is the system with better tail latency behavior among all the other systems. We consider
two pressure scenarios: 1 million (light color) and 2 million (dark color) operations per
second. In all cases, while memcached has a better behavior at 1M op/s, this behavior is
not sustained when the pressure is increased to 2M op/s. On the other hand, RStore has a
slightly worse behavior at 1M op/s but is able to keep it more stable for the 2M op/s case,
having both of its curves between the memcached curves.

5.8.6 Scans

The operations that suffer the most from the index+log architecture are sorted range
scans. Even if scans are less common for the use-cases that we target with RStore (like
web-caching), we still consider important to support it to some extent. We discussed in
Section 5.6.2 the limitations and possible improvements. Here we show an end-to-end
evaluation of ranged scans on RStore.

Small scans are more common for our use-cases and they are unlike to span more than
one or two partitions. Figure 5.17 shows the throughput (X axis) for different scan sizes
(number of records) for records of 100 B over multiple threads (Y axis). It is worth noting
that scans are bandwidth intensive and therefore network quickly becomes the bottleneck.
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Figure 5.17: Scan performance over multiple threads.

The colored dashed-lines show the point at which the network bandwidth is saturated for
each scan size. We can see that for 100 records, we are able to saturate the bandwidth
with only 8 cores. For scan sizes of 300, 500, and 1000 records, we saturate the bandwidth
with 6, 6, and 4 cores, respectively.

5.8.7 Memory Consumption

One of the goals of RStore is to have reduced costs by using cheaper NVM for storage, in
contrast to completely in-memory systems. We collected the amount of memory consumed
(DRAM and NVM) by each system after loading them with 16 million records with 1000 B
payload and 160 million records with 100 B bytes payload. Figure 5.18 shows these numbers
with the raw size indicated by the gray area. Since each record has a key and additional
overhead space introduced by each system, the scenario with 100 B payload requires more
space. With 1000 B payload, all systems have a similar memory consumption (DRAM
for memcached, Redis and FASTER; NVM for RStore and RocksDB). The additional DRAM
consumption of RStore is due to the index, while in RocksDB it is caused by the 6 GB block
cache and memtable. With 100 B payload, Redis requires more DRAM than memcached and
RStore requires more NVM than RocksDB. As mentioned previously, RocksDB compresses
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Figure 5.18: Memory consumption of each system.

Value Size RStore memcached Redis RocksDB FASTER

1000B 98$ 2078 200$ 160$ 195$
100B  227S 3358 361S 187$ 3428

Table 5.1: Approximate cost (in USS) of each system based solely on their memory con-
sumption depicted in Figure 5.18.

keys, which allows a lower space consumption on NVM. It is also worth noting that with
a larger amount of records, RStore requires more DRAM for the index than RocksDB.
Moreover, since RStore requires the index to be completely in DRAM, it is less flexible in
tuning the memory budget.

Finally, considering the memory consumption and current prices of DRAM (15008 for
128 GB) and NVM (695$ for 128 GB) modules [Aco19], we have anecdotally calculated the
memory and storage price of each system in Section 5.8.7. Figures 5.19a and 5.19b show
the throughputs of the Balanced workload, shown before in Figures 5.11b and 5.12b, divided
by the respective costs of Section 5.8.7. These values serve as an initial expectation of
the rate of costs between the systems considering their performance. While RStore has a
throughput similar to memcached and lower than FASTER in Figure 5.11b, it has a much
better performance when we compare the throughput relative to the cost of storage, as
shown in fig. 5.19a. In Figure 5.19b, the throughput relative to cost of RStore is much closer
to the other systems, showing no significant advantage for the scenario with 100 B values.

5.9 RELATED WORK

The concepts presented in this chapter were already explored to some extent in other
systems. Related work was partially covered for each aspect of RStore in their respective
sections, therefore here we elaborate on more recent complete systems that share some
of the same design decisions.

RAMCloud [0GG*15] is a KVS implemented as a distributed hash table that relies on large
amounts of DRAM to store all of its data with the goal of achieving extremely low latency.
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RStore target similar goals of not only low latency, but predictable latency. It also explores
modern storage hardware (NVM) for reduced storage costs.

Anna [WFLH18] is a distributed KVS that also relies on a thread-per-core model and mes-
sage passing rather than shared memory communication. While this work focus more on
the internal organization and storage aspects of RStore in a single node context, Anna uses
a standard C++ hash table for storing records and focus more on the distributed aspects.

FASTER [CPK™18] is a persistent KVS that also relies on a log-structured organization
of records while enabling update-in-place for in-memory regions. RStore does not allow
updates-in-place, since records are written directly to persistent storage and updating
data in-place could lead to corruption and inconsistencies between replicas that could not
be undone by our roll-forward recovery method. FASTER uses a lock-free hash table for
indexing and epochs for concurrency control of operations such as garbage collection,
index resizing, page flushing, and checkpointing. The index in RStore can be either a hash
table or a search tree, in which case it also supports range scans. On one hand, FASTER
does not keep the keys in the index, which reduces its DRAM footprint, on the other hand
RStore saves memory by storing records in NVM. FASTER is able to leverage SSDs through
its hybrid log, while RStore does not support SSD but supports NVM.

ScyllaDB [Scy15a] is a distributed database compatible with Apache Cassandra. It also
focuses on low and predictable latency and implements an asynchronous execution model
through future-promise-continuation concepts offered by the Seastar Framework [Scy15b].
ScyllaDB also uses user-space networking through DPDK for efficient package processing.

The project Orleans at Microsoft Research [BBG'14] offers a toolset for building cloud-
native systems. It shares some of the high-level goals of RStore, such as following an
actor-based model to enable easier development and scaling of largely distributed systems.

Different than RStore, that still implements logical logging separated from log-structured
storage, LogBase [VWAT12] also implements a log-structured storage but relies on the
atomicity of writes to completely get rid of write-ahead log. Nevertheless, LogBase man-
ages the log-structured storage through files on SSD and delegates replication to HDFS.
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CONCLUSION

This thesis discussed use-cases of non-volatile memory (NVM) in modern storage manage-
ment architectures. We proposed new techniques to leverage NVM and enable systems
to achieve higher performance and lower costs. Rather than radical changes, these tech-
niques focused on gradual and incremental improvements over established architectures.
Chapter 2 covered the relevant background and related work. Over the course of this thesis,
each of the three main chapters investigated a different architecture. In the beginning of
each of these chapters we raised two questions that guided the work described in the
chapter. In the following we summarize each chapter and answer these questions.

Chapter 3 investigated opportunities to leverage NVM in the context of log-structured
merge-trees (LSM). The first question posed was: “what is the impact on LSMs if we
replace all persistent storage by NVM?”. To answer that, we initially relied solely on NVM as
persistent storage of LevelDB, a popular LSM storage manager. We proposed Pmemenv, a
persistent memory environment to enable direct and fine-grained management of LevelDB
files (SSTs). Considering writing to NVM, we compared the performance between the
regular file system interface and Pmemenv, for different WriteBatch (group commit) sizes.
We showed that the impact of NVM and Pmemenv on LSMs is that smaller WriteBatch
sizes can be used to achieve a lower average latency without major negative impacts
on the throughput. In other words, the benefit of batching multiple writes to amortize
the access to persistent media is lower when NVM is accessed directly in LSMs. The
possibility of directly accessing NVM through Pmemenv then raised a second question:
“do LSMs still benefit from DRAM caches when NVM is used as persistent storage?”. We
observed that statically placing hot data, such as index blocks, in DRAM improves the
performance. However, we have also noticed that a dynamic data placement in DRAM
through a traditional cache component and replacement policy is not always beneficial.
The main insight is that the overhead of copying a block from NVM to DRAM is only worth
if this block will be read frequently enough in the future. Otherwise the block should be
read directly in NVM to avoid this overhead. We enabled this behavior by implementing an
NVM-aware cache component for LevelDB that uses 2Q as a placement policy to DRAM.
Our evaluation showed that 2Q never harms the performance and enables the system
to make better decisions regarding which blocks should be moved to DRAM and which
blocks should be read in NVM. We concluded Chapter 3 by applying the same concepts
to build an NVM-aware persistent block cache for RocksDB, a more modern version of
LevelDB, and showed that the benefits still hold when evaluated on real NVM hardware.
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Chapter 4 discussed existing approaches to leverage NVM in the context of B+Trees.
These approaches were classified in three categories. We observed that none of the
categories can benefit from three characteristics at once: the persistency of NVM, the
byte-addressability of NVM, and the update in-place strategy of B+Trees. The first question
investigated was: “how can B+Trees leverage both persistency and byte-addressability of
NVM?”, Like other works, we considered that integrating NVM in the existing buffer manager
is a simple, yet powerful, approach. Not only NVM can be used to extend the capacity of
the buffer pool, but the buffer manager enables B+Trees to use NVM in the context of a
more complete storage hierarchy comprised of other devices, such as DRAM, SSD, and
HDD. We proposed placing NVM side-by-side with DRAM, meaning that pages in NVM can
be directly accessed without being copied to DRAM, i.e., pages are byte-addressable. In
order to leverage the persistency and access pages on the NVM portion of the buffer pool
after a restart, these pages must be consistent. We discussed how this consistency is hard
to guarantee if records are updated in-place directly in NVM, which led us to our second
question: “how to handle corruptions of update-in-place strategies?”. Rather than enforcing
that pages are consistent at all times, we introduced the concept of optimistic consistency.
We designed the Persistent Buffer Pool with Optimistic Consistency that does not enforce
the consistency of pages in NVM and optimistically expect them not to be corrupted,
but is still able to detect and repair corruptions. The main insight is that B+Trees are
commonly used in a transactional environment and that durability is guaranteed through
write-ahead logging (WAL), as proposed by the ARIES algorithm. Corrupted pages can
be detected through checksums, and the WAL suffices to recover corrupted pages. In
other words, corruptions of pages in NVM are generalized to regular media failures. This
is achieved by applying the well-known concepts of checksums and single-page recovery
to a new context: NVM. We evaluated the runtime overhead of calculating checksums
through microbenchmarks and elaborated on the overall behavior of a complete system.
We argued that the benefit of our Persistent Buffer Pool with Optimistic Consistency is
enabling the system to adapt to different demands by explicitly trading high throughput
for faster peak-performance recovery and lower costs.

Chapter 5 described the design of RStore, an index+log key-value store (KVS). RStore is
targeted at use-cases such as web caching, 10T, and augmented reality. The typical work-
loads of these use-cases require low and predictable response times and are commonly
addressed by single-level DRAM-only systems, such as memcached and Redis. The DRAM-
only design implies that these systems have limited capacity and high costs, which raised
our first question: “how to extend the capacity and lower the costs of index+log KVSs?”.
While employing storage devices such as SSDs would address these issues, changes to
adapt the single-level architecture to manage files would be required and the high latency
of these devices would increase the response times. RStore employs NVM to store records
in the log-structured area, while having a DRAM index to efficiently access these records.
Since both NVM and DRAM share the same virtual memory address space, it maintains
the single-level architecture of DRAM-only systems. NVM is also denser and cheaper than
DRAM, which enable RStore to achieve larger capacity and lower costs. While the latency of
NVM is higher than DRAM, it is still lower than flash-based SSDs and introduces a smaller
response time penalty. However, looking only at the average latency of requests is not
enough to ensure predictable response times in the targeted workloads, tail latency must
also be considered. Therefore, the second question raised was: “how to achieve short and
predictable response times in the form of low tail latency?”. In addition to NVM and the
index+log architecture, RStore combines techniques such as message-passing commu-
nication, cooperative multitasking, and user-space networking. Our evaluation showed
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that the combination of these design decisions enable RStore to achieve a competitive
throughput and lower costs. The evaluation also shows that, even if NVM increases the
response time of RStore in comparison to a DRAM-only variant, the tail latency does not
drastically increase under high loads, which leads to a more robust behavior.

Other works explored NVM in the context of storage management and database systems by
proposing novel architectures. Some of these works are very NVM-centric and disruptive,
in the sense that they do not take into consideration current hardware and traditional
software architectures. While novel architectures and a complete software rewrite might
be required in a future where NVM will replace all storage devices, and possibly even DRAM,
currently this is not the case. To enable modern systems to immediately leverage NVM, we
argue for an incremental evolution rather than a revolution. This same approach was taken
by works that improved database logging protocols by using NVM, however, other system
components had not been explored enough yet. Furthermore, some of the techniques
proposed in this thesis might sound too obvious once they have been presented, due to
their simplicity. We argue that simplicity is major advantage. In other words, the novelty
comes from applying well-known concepts, such as caching policies, buffer management,
checksums, recovery, and log-structuring, to a new context: NVM.

Many opportunities exist for future work. In the context of LSMs, the merge process is
critical component for achieving high performance, and therefore NVM-aware merge poli-
cies can lead to significant improvements. As for B+Trees, the complete implementation
and evaluation of our Persistent Buffer Pool with Optimistic Consistency would constitute
a major contribution. Unfortunately, even if modern transaction-oriented recovery tech-
niques, such as single-page recovery, are well-understood and accepted, they have not been
adopted by many systems yet. Since these techniques are a prerequisite for our proposed
buffer pool, implementing them would require significant engineering effort that could not
be completely tackled in this thesis, specially considering the extent of the effort required
for integrating NVM in the code base of two complete systems used in production (LevelDB
and RocksDB) and for implementing RStore. Nevertheless, we presented the initial idea
and discussed its implementation and trade-offs. The RStore system was developed in
the context of much larger industry project which aims at building a complete distributed
system. We believe that the concepts of RStore provide a solid foundation that future
work can extend to a distributed environment. Finally, we conclude by stating that, what is
paramount for future work, and what we tried to achieve in this thesis, is that proposed
techniques should be incremental rather than disruptive, in order to keep them simple and
easy to be adopted by modern systems, or as once written by Jim Gray [GRI3]:

“Don’t be fooled by the many books on complexity or by the many complex and
arcane algorithms you find in this book or elsewhere. Although there are no
textbooks on simplicity, simple systems work and complex don't.”
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PIBENCH

We designed PiBench to allow an unified and fair comparison of different persistent data
structures, and easy adoption by future work. As Figure A.1 shows, the data strucure being
tested must be compiled into a shared library and linked to PiBench following a defined
API, or through a wrapper that translates requests from PiBench’s API. The API consists of
a pure abstract class that encapsulates common operations (insert, lookup, delete, scan,
update) and a create_index function for instantiating the benchmarked data structure.
To use PiBench, the user only needs to derive a class that implements the API. PiBench
then issues requests against the instantiated object.

PiBench executes a 1oad phase and a run phase, like YCSB [CST™10]. It provides various
options for customization, such as key/value sizes, the number of records to be loaded,
the numbers and types of operations to be executed, and ratio of each type of operation.
Keys and values are generated randomly following a chosen distribution and seed to allow
reproducible executions. PiBench supports three random distributions as defined by Gray
et al. [GSET94]: uniform, self similar, and zipfian. Since the random distributions
generate integers in a contiguous range, with the skewed distributions favoring smaller
values, we apply a multiplicative hashing function [Knu98] to each generated integer to
scatter the keys across the complete integer domain, thus avoiding frequently accessed
keys to be clustered together. A prefix can be prepended to keys to analyze the impact
of key compression and comparison methods. PiBench uses multiple threads to issue
requests and relies on the data structure under evaluation to handle concurrent accesses.

PiBench dedicates a thread to periodically collect statistics, such as the number of com-
pleted operations within a specified time window. This allows a better understanding of
performance over time by enabling standard deviation to be easily calculated in addition to
the average throughput. Finally, we use the Processor Counter Monitor (PCM) library [Int19]
and ipmwatch’ to collect hardware counter metrics (such as memory accesses and cache
misses). As shown in Figure A.2, PCM measures memory traffic between CPU caches and
both DRAM and DCPMMs at 64 B granularity. The DCPMMs rely on a buffer layer to hold
hot data [Int20d, YKHT20]. We use ipmwatch to measure the traffic between the buffer
and the media itself, which happens at 256 B granularity. Finally, PiBench is open-source?
and available at a web application®.

'Available as part of Intel VTune Amplifier 2019 since Update 5.
Zhttps://github.com/sfu-dis/pibench
Shttps://pibench.org/
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Figure A.1: Overview of the PiBench architecture. Independent worker threads issue re-
quests to data structures and a monitor thread aggregates them in specified time intervals.
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Figure A.2: Tools used by PiBench to measure memory traffic. PCM measures traffic on
the memory bus, which happens at a cache line granularity (64 B). The ipmwatch tool is
DCPMM specific, and it measures the traffic between the on-chip buffer and the underlying
persistent media, which happens at a granularity of 256 B.
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