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The percolation temperature of the lateral hydrogen bonding network of the molecules at the free wa-
ter surface is determined by means of molecular dynamics computer simulation and identification of
the truly interfacial molecules analysis for six different water models, including three, four, and five
site ones. The results reveal that the lateral percolation temperature coincides with the point where
the temperature derivative of the surface tension has a minimum. Hence, the anomalous temperature
dependence of the water surface tension is explained by this percolation transition. It is also found
that the hydrogen bonding structure of the water surface is largely model-independent at the perco-
lation threshold; the molecules have, on average, 1.90 ± 0.07 hydrogen bonded surface neighbors.
The distribution of the molecules according to the number of their hydrogen bonded neighbors at the
percolation threshold also agrees very well for all the water models considered. Hydrogen bonding
at the water surface can be well described in terms of the random bond percolation model, namely,
by the assumptions that (i) every surface water molecule can form up to 3 hydrogen bonds with its
lateral neighbors and (ii) the formation of these hydrogen bonds occurs independently from each
other. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4891323]

I. INTRODUCTION

The investigation of structural, dynamical, and energetic
properties of interfaces between two fluid phases on the
molecular level has been one of the most active research
directions in physics, engineering, and chemistry for decades.
Such investigations have been enabled by the development
of several surface-sensitive experimental methods, such
as second harmonic generation (SHG) and sum frequency
generation spectroscopies,1 or x-ray and neutron reflection
measurements.2 In addition, due to the rapid development
of the routinely available computing capacities, computer
simulation methods3 have also become effective techniques
that can complement the experimental investigations. In fact,
using a computer simulation one can obtain an atomistic level
insight into the system of interest. On the other hand, the
results of simulations depend on the used model and need to
be validated against experimental data.

An obvious pre-requisite of any meaningful comparison
between simulation and experimental results is that the same
set of molecules is probed in both approaches. Since surface
sensitive experiments selectively probe molecules that are lo-
cated right at the boundary of the two phases, these molecules
need to be identified unambiguously also in computer simula-

a)Electronic mail: pali@chem.elte.hu.

tions. However, the identification of the interfacial molecules
is far from being a trivial task. The surface of a fluid phase is
corrugated by capillary waves, and therefore its surface can-
not be defined in terms of an external (i.e., simulation box-
fixed) coordinate frame. Although the majority of the early
interfacial simulations simply disregarded this problem, the
non-intrinsic (i.e., external frame-fixed) treatment of the fluid
surface has repeatedly been shown to lead to systematic errors
not only in the structure4, 5 or composition6–8 of the surface
layer but also in the thermodynamic properties of the system.9

Several methods have been proposed in the literature for
identifying the truly interfacial molecules, and thus detecting
the real, intrinsic (i.e., capillary wave corrugated) surface of
a fluid phase. Pandit et al. proposed to approximate the in-
trinsic surface by using the two dimensional Voronoi tessella-
tion of the surface molecules in the plane of the Gibbs divid-
ing surface, and lift the Voronoi cells to the position of their
central molecule along the interface normal axis.10 However,
this method still suffers from the problem of identifying the
full set of the surface molecules, on which the Voronoi anal-
ysis could be performed. In their pioneering works Linse11

and Benjamin12 divided the simulation box into several slabs
along the surface normal axis, and determined the position of
the interface in each slab separately. The method was later
further developed by Jorge and Cordeiro, who determined
the number of slabs needed for convergence to the intrinsic

0021-9606/2014/141(5)/054707/11/$30.00 © 2014 AIP Publishing LLC141, 054707-1
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surface.13 Chowdhary and Ladanyi proposed another method,
working solely for liquid-liquid interfaces, which is based on
the proximity of molecules of the opposite phase.14 The In-
trinsic Sampling Method (ISM),15, 16 developed by Chacón
and Tarazona determines the surface of minimum area going
through a set of pivot atoms. The method finds the pivot atoms
and the intrinsic surface simultaneously, in a self-consistent
way. Further, several intrinsic methods that are even free from
the assumption that the interface itself is macroscopically pla-
nar have been invented in the past decade.17–19

Recently we also proposed a method for Identifying the
Truly Interfacial Molecules (ITIM),4 in which the molecules
being right at the interface are detected by moving spherical
probes along a grid of test lines perpendicular to the macro-
scopic interface, starting from the bulk opposite phase. Once
the probe sphere touches the first molecule in the phase of
interest it is stopped, the touched molecule is marked as be-
ing interfacial, and the probe sphere starts to move along the
next test line. The optimal values of the grid spacing and
probe sphere size have also been determined.20 It has also
been shown that the above discussed intrinsic methods pro-
vide, in general, results that are consistent with each other,
and that the ITIM method represents an excellent compro-
mise between accuracy and computational efficiency.20 The
ITIM method has already been applied to a number of liquid-
vapor4, 6–8, 21–26 and liquid-liquid5, 9, 27, 28 interfaces.

The molecules located right at the boundary of two
phases experience a rather unusual, asymmetric environment.
In particular, surface water molecules practically do not in-
teract, or interact only rather weakly, with the particles of
the opposite phase in cases of the water-vapor, and water-
apolar liquid-liquid interfaces, respectively. To compensate
at least partly the loss of strong attractive interactions in
the direction of the opposite phase, surface water molecules,
similarly to waters hydrating large apolar solutes, form, on
average, stronger hydrogen bonds with each other,29, 30 and
adopt orientations that can maximize their mutual hydrogen
bonding.4, 5, 31 These effects lead naturally to an enhanced
lateral connectivity of the surface water molecules. How-
ever, similarly to any other surface properties, a meaning-
ful analysis of this lateral connectivity in computer simu-
lations obviously requires knowing the full list of the truly
interfacial molecules, and hence an intrinsic surface analy-
sis. It has been shown by means of the ITIM method for
the water-vapor4, 5 as well as for several water-apolar liquid-
liquid interfaces5, 9, 27, 28 that the enhanced lateral hydrogen
bonding results in a two-dimensional percolating network of
the surface water molecules, whilst no such lateral percolat-
ing network exists in any of the molecular layers below the
surface one. Using the SPC/E water model32 we have pre-
viously determined the percolation threshold of the surface
water molecules at the liquid-vapor interface25 as well as the
line of percolation (i.e., set of percolation thresholds at var-
ious pressures) at the water-benzene liquid-liquid interface,9

and found that the lateral percolating network of surface wa-
ters breaks up well (i.e, about 200–400 K) below the mixing
temperature of the two phases in every case.

In this paper we investigate the percolation transition
of the lateral network of surface water molecules at the

water liquid-vapor interface. It is known that the three-
dimensional space-filling percolating network of the bulk
phase water molecules exists in the liquid phase33, 34 up to
the critical point,35 and breaks up close to,36 although slightly
above37, 38 the supercritical extension of the liquid-vapor co-
existence curve. This latter finding has recently also been con-
firmed by experimental studies.39, 40 Our recent results both
on the water-benzene liquid-liquid interface9 and on the wa-
ter liquid-vapor interface25, 41 showed that the breaking up of
the two-dimensional lateral network of the surface molecules
well precedes that of the three-dimensional space-filling net-
work of the bulk phase water molecules. To avoid model
dependence of the results we determine here the surface per-
colation threshold for six different water models, including
three, four, and five site ones.

It is also known that the surface tension of water ex-
hibits two points of inflection,42 one around 277 K,43 and
another one around 530 K, i.e., about 120 K below the crit-
ical temperature44, 45 (see Figure 1). This behavior is one of
the less studied anomalies of water. As it was written in the
book of Rowlinson and Widom, “Water is unusual, first, in
the particularly high values of σ , and second, in having a
maximum in −(dσ /dT) at about 200 ◦C.”46 (σ standing here
for the surface tension). No such behavior was observed for
other low-weight molecular liquids, neither for apolar (e.g.,
chloroform47), nor for strongly polar (e.g., acetone47), nor
even for hydrogen bonding (e.g., methanol48) ones. On the
other hand, it was recently shown by Bernardino and Telo da
Gama that network forming polymers exhibit both inflections
of the surface tension.49 The low temperature inflection of wa-
ter was explained using of a two-state mixture model.50 We
are, however, not aware of any explanation of the existence
of the high temperature inflection point of the water surface
tension. In a recent Letter, based on simulations with three-
and four-site water models, we related this inflection with the
breaking up of the spanning lateral hydrogen bonding net-
work of the surface water molecules.41 This idea is elaborated
here in detail, by extending the analysis also to five-site wa-
ter models. Further, we analyze the properties of the lateral

FIG. 1. Temperature derivative of the experimental surface tension of water
as a function of the temperature. The minimum of this curve (i.e., the posi-
tion of the surface tension inflection) is shown by a dashed vertical line. The
inset shows the surface tension vs. temperature data. All data are taken from
Ref. 45.
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water clusters at the point of percolation, and compare the
water surface percolation with the predictions of the random
bond percolation model, based on the assumption of statisti-
cally independent hydrogen bond formation up to a maximum
number per molecule.

The paper is organized as follows. In Sec. II details of
the simulations and ITIM analysis performed are given, and
the methods used to detect the percolation threshold are sum-
marized. In Sec. III the obtained results are discussed in de-
tail, whilst in Sec. IV the main conclusions of this study are
summarized.

II. COMPUTATIONAL DETAILS

A. Molecular dynamics simulations and ITIM analysis

Molecular dynamics simulations of the liquid-vapor in-
terface of water have been performed on the canonical
(N,V,T) ensemble using six different water models, namely
the three site SPC51 and SPC/E,32 the four site TIP4P52 and
TIP4P/2005,53 and the five site TIP5P54 and TIP5P–E55 ones.
The critical temperatures of these models are summarized in
Table I. Two sets of simulations have been performed with
all these models, in which the basic simulation cell consisted
of 1000 and 4000 water molecules, respectively. Each sys-
tem has been simulated at 12–17 different temperatures be-
tween 300 K and the critical temperature of the model, using
a 50 K temperature grid over this entire temperature inter-
val and a 10 K grid in the vicinity of the percolation thresh-
old. The size of the rectangular basic simulation box has
been 150.0 × 25.0 × 25.0 Å in the case of the small (i.e.,
1000 molecules), and 250.0 × 50.0 × 50.0 Å in the case
of the large (i.e., 4000 molecules) system, the X axis being
perpendicular to the macroscopic plane of the liquid-vapor
interface. Standard periodic boundary conditions have been
applied.

The simulations have been performed using the GRO-
MACS simulation program package (version 4.5.5).61 The

equations of motion have been integrated in time steps of
1 fs, keeping fixed the geometry of the water molecules by
means of the SETTLE algorithm.62 The temperature has been
controlled by means of the Nosé-Hoover thermostat,63, 64 us-
ing a time constant of 2 ps. Lennard-Jones interactions have
been truncated to zero beyond the cut-off distance of 10 Å;
the long range part of the electrostatic interaction has been
calculated using the Particle Mesh Ewald (PME) method65

in its smooth variant.66 The initial liquid-vapor interface has
been created by enlarging along the X axis the cubic simula-
tion boxes filled with liquid water from the initial values up
to 150.0 and 250.0 Å for the small and large systems, respec-
tively. In order to eliminate spurious dipolar interaction be-
tween periodic copies of the liquid slabs, the Yeh–Berkowitz
correction67 has been used. An equilibration run of 2 ns was
followed by a 10 ns long production run, during which 20 000
sample configurations per system (one configuration every
0.5 ps) have been saved for subsequent analyses. To check
whether the system was properly thermalized during the sim-
ulation, we calculated the temperature profile across the inter-
face for the SPC/E model at T = 520 K, which turned out to
be constant at the reference temperature value throughout the
liquid and vapor phase.

The water molecules constituting the surface molecular
layer of the liquid phase have been identified by means of
the ITIM method,4 Water molecules belonging to the vapor
phase have been excluded from the ITIM analysis by perform-
ing a (3D) cluster analysis: the liquid phase has been defined
to be the largest water cluster in the system that is kept to-
gether by hydrogen bonds.9 We would like to stress that the
3D cluster analysis performed to identify the liquid phase is
a distinct procedure form the cluster analysis performed later
within the surface layer to compute the spanning probabili-
ties. For the ITIM analysis, test lines parallel to the surface
normal axis, X, have been placed on a square lattice with the
spacing of 0.5 Å, and a probe sphere with a radius of 1.25 Å
has been employed, in accordance with the suggestions of
Jorge et al.20

TABLE I. Critical temperature, surface percolation temperature, and temperature of the inflection of surface
tension for the six water models considered. Experimental data are also included in the table. All temperature
values are in K units.

Surface tension inflection temperature

Critical Surface percolation Fitting Fermi Fitting third
Model temperature temperature function order polynomial

SPC 587a 415 ± 5 415 ± 7 426 ± 5
SPC/E 652b 455 ± 5 448 ± 9 462 ± 5
TIP4P 588c 407 ± 3 413 ± 5 417 ± 3
TIP4P/2005 640d 446 ± 5 451 ± 4 459 ± 5
TIP5P 521c 370 ± 5 375 ± 6 382 ± 6
TIP5P-E 541c 382 ± 3 380 ± 7 381 ± 6
Experimental 647.1e 530f

aReference 56.
bReference 57.
cReference 58.
dReference 59.
eReference 60.
fReference 45.
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B. Percolation analysis

In analyzing the surface connectivity of the water
molecules we regard two waters as being hydrogen bonded
to each other if their O atoms are closer to each other than
3.35 Å, and their smallest intermolecular O. . . .H distance does
not exceed 2.45 Å. These limiting distance values correspond
to the first minimum position of the respective pair correla-
tion functions at ambient conditions. Two water molecules
belong to the same cluster if they are connected through an
intact chain of hydrogen bonded water pairs. It should be
emphasized that the present analysis is limited to the sur-
face molecular layer of water, and non-interfacial molecules
are simply disregarded. Thus, two water molecules that do
not belong to the same cluster in our analysis might still
well be physically connected through a chain of hydrogen
bonded water pairs through the bulk region of the system. The
size n of a cluster is simply the number of water molecules
forming it.

The percolation threshold can be detected in several ways
in computer simulations. At the percolation threshold the size
distribution of the clusters, P(n), obeys a power law,

P (n) ∼ n−α, (1)

with the exponent α = 2.05 in two dimensional systems.68

Thus, in percolating systems the distribution P(n) exceeds the
critical line up to values that are comparable with the system
size (i.e., the number of water molecules being at the surface
of the liquid slab in the present case). In non-percolating sys-
tems, on the contrary, P(n) drops below the critical line al-
ready at very small values of n.

Also, since the size of the largest cluster becomes com-
parable with the system size right at the percolation threshold,
the fluctuation of the largest cluster size,

σnmax
=

√〈
n2

max
〉 − 〈nmax〉2, (2)

goes through a maximum here.69 In addition, the weighted
average of the cluster size excluding the largest one, defined
as33, 68

n∗
w =

∑
n2P (n)∑
nP (n)

, (3)

goes through a maximum right before the percolation
threshold.70 In these equations the brackets 〈. . . 〉 refer to en-
semble averaging, and the asterisk in Eq. (3) indicates that the
largest cluster is left out from the averaging.

All these conditions allow locating the percolation
threshold, but they all suffer from severe finite size ef-
fects, namely, they identify the point when the largest cluster
reaches the (finite) system size rather than becoming infinite.
In other words, the percolation threshold detected in any of
the above ways somewhat underestimates the true percolation
threshold.38 A complete analysis of the finite-size scaling is,
however, not needed to locate the real percolation threshold:
since the largest cluster is a fractal object of a well defined
dimension,68 the probability of finding a cluster that spans
the system is size independent at the percolation threshold,
given that the dimensionality and boundary conditions of the
system as well as the spanning rule are set.71 Thus, the true

percolation threshold, which is free from the finite size effect
error, can simply be located by identifying the temperature at
which the spanning probability for two systems of different
size become identical.38, 72 To demonstrate the robustness of
this method, we use two different spanning rules in this study.
R1 is the probability that the largest cluster spans the system
in one dimension, whilst R2 is the probability that it spans the
system in both dimensions along the macroscopic plane of the
surface.

III. RESULTS AND DISCUSSION

A. Lateral percolation threshold and its relation
with the surface tension inflection

The size distribution of the hydrogen bonding clusters at
the water surface are shown in Figure 2 at the temperature
where it agrees best with the critical line of Eq. (1) in the
larger system simulated for all the six water models. As it
has been discussed earlier, this temperature is an upper es-
timate of the percolation temperature, as it corresponds to
the point where the size of the largest lateral cluster becomes
comparable with the (finite) system size. The real, finite size
effect-free percolation threshold can be identified as the point
where the spanning probabilities R1 and R2 become equal for

FIG. 2. Hydrogen bonded cluster size distribution in the surface layer of the
large systems simulated (symbols) at the temperature where it best matches
with the critical line of Eq. (1) (solid curves) for the six water models con-
sidered. The data are shown on a double logarithmic scale for better visual-
ization.
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FIG. 3. One dimensional (top panels) and two dimensional (middle panels) spanning probabilities, and fluctuation of the size of the largest cluster (bottom
panels) as obtained in the small (open symbols) and large (full symbols) systems at various temperatures for the six water models considered. The lines
connecting the symbols are just guides to the eye. The dashed vertical line marks the percolation threshold for each water model.

two systems of different size. The temperature dependence of
these spanning probabilities are shown in Figure 3 both in the
small and in the large systems as obtained for all the six wa-
ter models considered. The intersection of the R1(T) and of
the R2(T) curves of the systems of different size are in ev-
ery case very close (i.e., within the temperature resolution of
10 K) to each other. This intersection temperature can thus
be regarded as the surface percolation threshold, namely, the
point at which the infinite two dimensional hydrogen bond-
ing network of the surface water molecules breaks up and be-
comes a disconnected set of finite size clusters. This real per-
colation temperature indeed turns out to be about 50 K lower

than the temperature at which the cluster size distribution P(n)
best matches the critical line of Eq. (1) for the larger systems
(see Fig. 2), and even more for the smaller systems (data not
shown). The percolation temperatures of the different water
models considered here are collected in Table I, together with
the critical temperature values of these models. As is seen,
the breaking up of the infinite network of the surface water
molecules precedes the critical point by 150–200 K for all
cases. More interestingly, when the surface percolation tem-
perature is expressed in terms of reduced units, i.e., divided
by the critical temperature, it falls in the range of 0.70 ± 0.01
for every model.
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Figure 3 also shows the temperature dependence of the
fluctuation of the largest cluster size, σnmax

, (see Eq. (2))
for the systems of both sizes. As is seen, the maximum of
the σnmax

(T ) curve follows the percolation temperature by
5–10 K in the case of the large, and by about 50 K in the case
of the small systems. This finding is again consistent with the
fact that the maximum of σnmax

(T ) is an upper estimate of the
percolation temperature, as it is also subject to the finite size
effect error, which is larger for systems of smaller size. We
find rather surprising how well, in spite of this finite size ef-
fect error, the real percolation temperature can be estimated
by σnmax

(T ) at least in the case of the large systems.
To investigate how this lateral percolation transition is re-

lated to the surface tension inflection point, we have deter-
mined the surface tension, γ , for the large systems from the
simulations, and fitted a third order polynomial function to
the γ (T) data. (The surface tension curves for the small sys-
tems did not show appreciable differences for any of the six
models considered, hence, we can rule out finite size effects in
the surface tension calculations.) From this fit we have deter-
mined the location of the inflection point. To avoid the effect
of the arbitrariness of the chosen functional form of the fit-
ted function on the results we have repeated this procedure by
using a Fermi function,

γ = B

[
1 − 1

1 + exp(−C(T − Tinfl))

]
, (4)

instead of the polynomial, to fit the γ (T) data. Here Tinfl is the
temperature corresponding to the point of inflection, while B
and C are further fitting parameters. The inflection temper-
ature values determined in both ways are also collected in
Table I, whereas the obtained surface tension data, together
with the fitted functions, are shown in Figure 4. The values
of the inflection temperature agree very well (considering the
error bars and the 10 K temperature resolution used in the sets
of simulations) with the temperature of the lateral percolation
threshold in almost every case. It is also seen that, in general,
the use of the Fermi function leads to a better match of the
two temperature values.

The overall agreement between the inflection tempera-
ture and the surface percolation temperature allows us to con-
clude that these two temperatures coincide, and hence the
inflection behavior of the water γ (T) data can be attributed
exactly to this lateral percolation transition. Upon approach-
ing the critical point the two coexisting phases become in-
creasingly similar to each other, and hence the liquid phase
becomes more and more gas-like. The inflection point of the
surface tension is the point where the change of the sur-
face tension with the temperature is of maximum. Our result
thus shows that the largest step of the liquid surface towards
the vapor-like structure occurs when the infinite percolating
lateral network of the strongly bound surface molecules sud-
denly breaks up.

B. Lateral clusters at the percolation threshold

The surface percolation temperature, similarly to other
thermodynamic properties, is different for different water

FIG. 4. Surface tension of the six water models considered as a function
of the temperature, as obtained in the large systems simulated (symbols).
The third order polynomials (top panel) and Fermi functions (Eq. (4), bottom
panel) fitted to the γ (T) data are shown by dashed lines. Data corresponding
to the TIP4P and TIP5P-E water models are shifted up by 20 and 30 mN/m2,
respectively, for clarity.

models (see Table I). However, as it has already been no-
ticed, this quantity is surprisingly robust if expressed in terms
of reduced units, i.e., scaled by the critical temperature. It is
therefore rather interesting to investigate whether the clus-
tering structure of the surface layer right at the percola-
tion threshold depends on the particular water model used.
For this purpose, we have calculated the average number of
hydrogen bonded neighbors of the water molecules within the
surface layer, nHB, and the fraction f (i) of the surface wa-
ter molecules having exactly i hydrogen bonded neighbors
(i being 0, 1, 2, 3, and 4) in the different systems. Figure 5
shows the temperature dependence of nHB as obtained in sys-
tems of both sizes. Figures 6 and 7 show the f (i) distributions
obtained for all the six water models in the large systems be-
tween 300 K and 500 K, and at the percolation temperature,
respectively. The nHB value at the percolation threshold al-
ways falls in the interval 1.90 ± 0.07. Furthermore, although
the f (i) distributions of the different water models are notice-
ably different from each other at a given temperature, the frac-
tion of the surface water molecules having exactly i lateral
neighbors is very similar for all the six water models at the
temperature of the lateral percolation threshold, being f (0)
= 0.070 ± 0.003, f (1) = 0.280 ± 0.008, f (2) = 0.409
± 0.009, f (3) = 0.217 ± 0.005, and f (4) = 0.037 ± 0.003.
This finding clearly shows that, similarly to the reduced lat-
eral percolation temperature, the clustering structure of the
water surface does not depend on the particular water model
used in the analysis, and appears to be an unexpectedly robust
property.
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FIG. 5. Average number of hydrogen bonds a surface water molecule forms with its lateral (i.e., surface) neighbors in the small (open symbols) and large
(full symbols) systems simulated at various temperatures for the six water models considered. The lines connecting the symbols are just guides to the eye. The
dashed vertical line marks the percolation threshold for each water model.

FIG. 6. Fraction of the surface water molecules having exactly i hydrogen bonded lateral (i.e., surface) neighbors in the large systems simulated at various
temperatures for the six water models considered.
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FIG. 7. Fraction of the surface water molecules having exactly i hydrogen
bonded lateral (i.e., surface) neighbors in the large systems simulated at the
percolation threshold for the six water models considered.

C. Description of the lateral clusters by the random
bond percolation model

The hydrogen bonding network of bulk water can be well
described in terms of the random bond percolation model,73

i.e., assuming that (i) every water molecule can form up to
four hydrogen bonds with its neighbors and (ii) every pos-
sible hydrogen bond is formed with the same probability of
pHB (in other words, the probability that two neighboring
molecules are hydrogen bonded to each other is indepen-
dent from the presence or absence of other hydrogen bonds
in the system).74, 75 However, as seen in Fig. 6, within the

surface layer the vast majority of the water molecules can-
not form more than three hydrogen bonds with each other.
Hence, to apply the random bond percolation model to the
surface of water one has to assume that water molecules can
form up to three (rather than four) hydrogen bonds with their
lateral neighbors in the surface layer. If the two above condi-
tions of the random bond percolation model are fulfilled, the
fraction of the surface water molecules having i lateral hy-
drogen bonded neighbors should correspond to the Bernoulli
(binomial) distribution,73–75

f (i) =
(

3

i

)
pi

HB(1 − pHB)3−i , (5)

where pHB = nHB/3 is the probability of the formation of a
possible hydrogen bond.

The dependence of f (i) on pHB is shown in Figure 8 for
both system sizes and for all the six water models. The data
sampled form the simulations follow rather well the Bernoulli
distribution in every case. Considerable deviation is only seen
for f (3) at large values of the hydrogen bonding probabil-
ity, namely, when some of the surface water molecules (typ-
ically the ones located at the troughs, i.e., portions of locally
concave curvature of the water surface4, 5, 31) can have four
hydrogen bonded surface water neighbors. The good agree-
ment between the simulation data and the Bernoulli distri-
bution confirms the concept of statistically independent hy-
drogen bond formation also at the water surface, similarly to
the case of bulk liquid water,74, 75 and of other non-hydrogen
bonding liquids for which bonding between neighbors can
only be defined through an energetic condition.76

FIG. 8. Dependence of the fraction of the surface water molecules having exactly 0 (left panel), 1 (second panel), 2 (third panel), and 3 (right panel) hydrogen
bonded lateral (i.e., surface) neighbors on the hydrogen bonding probability (see the text) as obtained in the small (open symbols) and large (full symbols)
systems simulated for the six water models considered. The solid curves correspond to the Bernoulli distribution (see Eq. (5)).
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TABLE II. Various order parameters calculated for the SPC/E model at 300 K and 450 K, and for two ideal (square and honeycomb) and one distorted
(honeycomb) lattices.

SPC/E water

Order parameter T = 300 K T = 450 K Perfect square lattice Perfect honeycomb lattice Distorted honeycomb lattice

Q4 0.377 0.376 0.829 0.375 0.377
Q6 0.315 0.315 0.586 0.741 0.338
�6 0.285 – 0.060 i 0.278 – 0.060 i 0 1 0.302 – 0.061 i

It should finally be noted that the pHB value of 0.633
± 0.023, obtained at the percolation threshold for all water
models as nHB/3 agrees very well with the percolation thresh-
old value of pHB = 0.653 of the honeycomb lattice of hexag-
onally arranged points.77 This finding is in accordance with
the fact that the (0001) cut of the Ih ice crystal also exhibits
a honeycomb-like arrangement of the surface molecules, and
suggests that, in analogy with their distorted random tetrahe-
dral network in the bulk liquid phase, water molecules are ar-
ranged in a distorted random honeycomb network at the water
surface.

In order to add more means of quantitative comparison,
we calculated several order parameters within the surface
layer (projecting the position of the surface oxygen atoms
on the macroscopic surface plane, YZ). In Table II we re-
port the averaged Steinhardt 4-fold and 6-fold order param-
eters Q4 and Q6,78 computed using the code of Wang and
co-workers,79 and defined as

Ql =
√√√√ 4π

2l + 1

l∑
m=−l

∣∣Q̄lm

∣∣2
, (6)

where

Q̄lm = 1

Nk

N
n∑

k=1

Ylm(θk, φk), (7)

and where Nn is the number of neighbors, and θ k and φk are
the polar and azimuthal angles of bond k with respect to an ar-
bitryary reference system. Finally, Ylm are the standard spher-
ical harmonics, and the order parameters have been averaged
over all atoms in the surface layers, and over all sampled con-
figurations. In addition to the Steinhardt order parameters, we
have also calculated also the Mermin order parameter,80

�6 = 1

Nn

N
n∑

k=1

exp(i6θk), (8)

where θ k is the angle between the kth and the first neighbor,
and again the parameter has been averaged over all surface O
atoms and configurations. In Table II we report the values of
all these three order parameters as calculated from our simu-
lations with the SPC/E model at 300 and 450 K, and compare
them with the values corresponding to the exact square lattice,
exact honeycomb lattice, and a distorted honeycomb lattice,
in which the lattice points have been randomly displaced by
±35% from their position in the perfect lattice. The obtained
values clearly confirm our conclusion that the molecules at
the surface of liquid water form a distorted honeycomb lat-

tice, in a clear analogy with the distorted tetrahedral network
of the water molecules in the bulk liquid phase.

IV. SUMMARY AND CONCLUSIONS

We have analyzed the breaking up of the infinite lateral
percolating hydrogen-bonding network of the molecules at
the surface of liquid water on the basis of computer simu-
lations with six different water models. We found that this
lateral percolating network breaks up 150–200 K below the
critical point for each model. The structure of the hydrogen
bonding clusters at the water surface turned out to be model
independent at the percolation threshold: here the water
molecules have, on average, 1.90 ± 0.07 hydrogen bonded
neighbors within the surface layer, and about 7.0 ± 0.3, 28.0
± 0.8, 40.9 ± 0.9, 21.7 ± 0.5, and 3.7 ± 0.3% of them have 0,
1, 2, 3, and 4 hydrogen bonded lateral neighbors, respectively.
We also found that the random bond percolation model73

describes well the hydrogen bonding at the water surface.
Clearly the most important finding of this study is, how-

ever, that the lateral percolation temperature of the surface
coincides with the surface tension inflection temperature of
water, and hence the anomalous behavior of the water sur-
face tension (i.e., the presence of the inflection) is explained
by the transition from a percolating to a non-percolating
hydrogen-bonded network of the surface molecules. Thus, the
decrease of the surface tension with temperature parallels the
decreasing cohesion of the water molecules within the sur-
face layer. The decrease of this in-layer cohesion is clearly the
largest at the point where the infinite lateral network of the
hydrogen bonding molecules breaks up into small finite hy-
drogen bonding clusters. The largest decrease of the cohesion
within the surface layer corresponds to the largest decrease
of the surface tension with temperature, i.e., the inflection of
the surface tension vs. temperature data. The excellent agree-
ment of the inflection and lateral percolation temperatures for
all the six water models considered here clearly confirms this
explanation. On a side note, we thought initially that this ro-
bustness could be the hint of an underlying universal behavior
of the surface tension, but we did not manage to find a suit-
able master curve. There is indeed a universal behavior, which
is, however, related to the geometric nature of the percolation
transition: this is clearly seen in the almost perfect agreement
between the distributions of hydrogen-bonded partners at the
percolation temperature. The universality, however, is lost as
soon as the temperature deviates from the percolation thresh-
old, and the differences between the models start showing up
in the temperature dependence of the surface tension.
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It should finally be noted that this explanation of the sur-
face tension anomaly of water required inherently an intrin-
sic treatment of the water surface in the computer simulation,
as the investigation of lateral percolation within the surface
layer can only be done if the surface layer itself is already
accurately identified. This result clearly stresses the impor-
tance of intrinsic analysis of fluid surfaces in computer sim-
ulations, and also well demonstrates that, in spite of several
claims of the contrary, the concept of the intrinsic surface is
clearly more than simply a theoretical construction, as it is
needed to explain certain experimental observations.
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