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by Carlet when the C-condition introduced by him doesn’t hold.
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1. Introduction

In [5], a criterion was developed for subsets of a finite abelian group to be difference sets with
specified parameters. The criterion was in terms of polynomial conditions on their characteristic vectors.
This opens up the possibilities of algebro-geometric methods in studying difference sets. Recall that for a
finite group G of order v and integers k, A, a subset D of G is called a difference set of G with parameters
(v, k, \), or (v,k, \)-difference set of G, if |[D| = k and |{(g1,92) € D x D : g1g;* = g}| = X for any
non-identity element g € G.

This paper discusses its applications in the study of difference sets and bent functions, which are
cryptographically significant. Recall that for an even positive integer ¢ > 2, a Boolean function of ¢
variables is a bent function if and only if its support is a difference set in (Z/QZ)t with parameters
(v, k, ) where v = 2t k = 20=1) £2(t=2)/2 apnd \ = 2(t=2) 4-2(t=2)/2(where signs are chosen consistently).

In Section 2, we show that the number of difference sets in an abelian group is given by the affine
Hilbert function of a certain ideal in a polynomial ring. As a special case, the same holds for the number
of bent functions of an even dimension. It may be pointed out that the count of bent functions is an
important unresolved issue and even the known bounds for it are quite weak, see [9] for the details. Tt is
hoped that Computer Algebra software like Macaulay2, Singular, which facilitate computation of Hilbert
functions, will play a role in enhancing our knowledge in this direction.
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In Section 3, the criterion of [5] is reformulated to characterize those exchanges of elements of a
difference set which again lead to a difference set. The formulation is in terms of certain values of a
polynomial function. In subsequent sections, this criterion is applied to establish non-bentness of an
infinite familiy of certain functions introduced by Carlet in [2], which we now introduce.

Let Fo = {0, 1} be the field with two elements and let m be a positive integer and ¢t = 2m. For any
= (21,...,Tm),y = (Y1, ,ym) € F, let -y = >, 2;y; € Fa. Let L be an Fo-subspace of F3",
Lt ={yeFy :z-y=0forallz € L} be the orthogonal complement of L and let 1;. : FJ* — Fy be
defined by 1,1 (z) = 1 if z € L+ and 1,1 (x) = 0 otherwise. For a permutation 7 of F*, consider the
function f(r 1y : Fy = F5* x F§* — Fy be defined by

[y (@ y) =2 7(y) + 1o (z).

Carlet found a class of bent functions called C-class of bent functions. For this purpose, he introduced
C-condition on (, L) thus : (, L) satisfies the C-condition if and only if for any a € F3*, 771 (a+ L) is a
flat (i.e. an affine subspace) in F3'. He then showed that C-condition is sufficient for bentness of f(, 1),
that is, if (7, L) satisfies C-condition then f(, ry is a bent function. The class of bent functions obtained
in this manner is called the C-class of bent functions. The C-condition was further explored in [7]. But it
is not known that failure of C-condition by (, L) implies non-bentness of f(r z). Thus we need another
machinary to prove non-bentness of f( ). As supports of bent functions are difference sets, the results
of [5] become relevant.

In this paper, we consider 7 defined by
(T, Tm) = ((#1 + P(X2,...,2m)), T2, ..., )

for all (z1,...,2m) € FS*, where P(Xo,...,X,,) € Fo[Xa,...,X,,]. Thus 7 is induced by an important
type of polynomial automorphisms of F3*, called elementary automorphisms, a generating set of the so
called tame automorphism group, see [10]. For several classes of (m, L), we decide when the C-condition

is satisfied and in some examples where it is not satisfied, we conclude the non-bentness of f(, ).

2. Counting the difference sets

Let G = Hle (n%) be an abelian group and let v = |G|. For any 4; € #ZZ;I <1<t let
iy € {0,1,...,m; — 1} be such that i; = i + mZ. For any subset T of G, o = (g : g € G) € C” is
called the point representation or characteristic vector of T' if oy = 1 for g € T' and ay = 0 otherwise.
Let Xi,...,X; be independent variables over C and let Ag,g € G be v independent variables over

C[X1,...,Xy]. Letting X = (X,...,X;) and A = (A, : g € G), we define ¥ = ¥(X, A) € C[X, A] by

. iy iy ni—iy ng—i;
= E Aiyoi Xy X E Aiyi Xy e X
(i150-0,01 ) EG (i1,..,31)€EG

A Y x x| k-,
(i1,...,i¢)EG

Further let U = {¢ = (&1,...,&) € C': " = 1forall 1 <1<t} and Py(A) = A2 — A, € C[A] for
all g € G. In Theorem 3.2 of [5], we have given a polynomial criterion for (v, k, \) difference set in G as
follows :

Theorem 2.1. For o= (o : g € G) € C¥, v is a point representation of a (v, k, \) difference set in G if
and only if o satisfies the equations P,(A) =0 for all g € G, and V(§,A) =0 for all{ = (&1,...,&) € U.
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As a consequence, (v, k, \) difference sets in G are in one-to one correspondence with the points of the
zero-dimensional affine algebraic set V (U(€, A), Py(A) : { €U, g € G) ={a e C": ¥({,a) =0for all { €
U,P;(or) = 0 for all g € G}. This brings us to the concept of affine Hilbert function of an ideal in a
polynomial ring. To define this, let R = k[Z;,...,Z,] be the polynomial ring in r variables over a field
k and for a non-negative integer s, let R<s = {f(Z1,...,%4,) € R : deg f < s}. For an ideal I of R, let
I<, = 1N R<,. Note that R<, is a finite dimensional k-vector space and I< is its subspace. We define

the affine Hilbert function of I as the integer valued function *HF; of non-negative integers such that

CHF;(s) = dimg (?“). It turns out that there is a polynomial, called affine Hibert Polynomial of I

and denoted by “H P, whose values coincide with the values of the affine Hilbert function of I for large
integer values of s. Letting I(V) = {f(Z1,...,%Z,) € R: f(z1,...,2,) = 0for all (z1,...,2.) € V} for
V C k", Exercise 11 on p. 475 of [3] shows that if |V] is finite then ®H Pj(y) is the constant polynomial
|V|. We now apply this to V =V (¥U(, A), Py(A) : £ € U, g € G) to get the following

Corollary 2.2. The number of (v, k, X)-difference sets in the group G = Hz 1 (—) is given by “HPj(s)
for any s € C where J is the ideal of C[A] generated by {U(¢,A), Py(A): (£ €U,g € G}

Proof. In the light of the above discussion, the proof will be complete if we show that I(V(J)) = J.
By Strong Hilbert Nullstellensatz (Theorem 6 on p. 176 of [3]), I(V(J)) = v/J. This reduces our work

to showing that v/J = J. This follows from Theorem 8.14 on p. 343 of [1], since P,(A) is square-free and
C is perfect. O

Remark 2.3. In stead of the affine Hilbert Polynomial of J, we could use the Hilbert Polynomial of the
homogenization J" of J as well. In some computational software, Hilbert Polynomial of a homogeneous
ideal in a graded ring is easier to deal with, hence we also give an alternate formulation of the above
corollary. Let B be an indeterminate over C[A] and let C[A]" = C[A][B]. The homogenization J"
is the ideal of C[A]" generated by {f" : f € J}, where for any f € C[A], f* € C[A]" is defined by

(A, B) = Bl f ( 1g € G) To obtam a finite generating set of J", note that by Theorem 4 on p.

388 of [3], if S is a Grobner basis of J then {f": f € S} is the Grobner basis of J". To define Hilbert
Function HF ;. of J", for any non-negative integer s, consider the k-vector spaces

ClA" ={f € R": f =0 or f is homogeneous of degree s}

s J;L
HFjn(s) for all non-negative integers s. This allows us to replace the affine Hilbert Function *HF; by
the Hilbert Function HF jn(s).

h_ h h _ ClA]L a _
and J} = J"NC[A]?. We define HF jn(s) = dimy, . By Theorem 12 on p. 464 of [3], “HF;(s)

Remark 2.4. Corollary 2.2 also gives a count of all bent functions of t variables. Since the set of all bent
functions with supports of size 20—V 4+ 2(t=2)/2 gnd the set of those with supports of size 20—1) — 2(t=2)/2
are disjoint of same cardinality, the count of the bent functions in t variables for an even t is given by
2HFn(s) where (v, k,\) = (2¢,2¢7D 4 2(=2)/2 2(t=2) 4 9(t=2)/2),

3. A difference set criterion

Theorem 2.1 imposes some restrictions on exchanges of elements of a (v, k1, A1) difference set to get
another (v, k2, A2) difference set. By introducing a complex valued polynomial A(Dy, Do)(Xq,..., Xy),
we make these restrictions explicit, in terms of its certain values. Alternately, Theorem 2.1 can also be
phrased in the language of group characters, following Theorem 11.18 on p. 224 of [8].

Let G = Hl 1 (mZ) be an abelian group. For any i; €
such that ¢; = i} +nZ.

nZ,0<l<t let iy € {0,1,...,n, — 1} be

141
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For any T' C G, let
pe(T) (X1, ..., X)) = X X[ e C[Xy,. .., Xy,
(il ...,it)GT
Let U = {(&1,...,&) € C " =1 forall 1 <1 <t}. For any (&1,...,&) € U and (i1,...,4) € G, we
define €6 - gt = ¢l ..l
Now let v = |G| and k, A be non-negative integers. For any D C G, let DY = {—d:d € G}. In
(3.2%) of [5] it was proved that

D is a (v, k, \) difference set in G if and only if

pa(D) (&1, &)pa(DTY) (& &) = Apa(G) (&, &) — (k=) =0
for all (&1,...,&) € U.

Note that for any & € C with |¢| = 1, we have {1 = £, the complex conjugate of &. It follows that
G (D(_l)) (&1,...,&) is the complex conjugate of pg(D)(&1, .. .,&) and hence we get

D is a (v, k, \) difference set in G if and only if

|pG(D)(€1, e aft)|2 - )\pG(G)(fl, < 7§t) - (k - )\) =0
for all (&1,...,&) € U. (1)

Now let us assume n; = 2 foralli = 1,...,¢ then pg(D)(&1,...,&) € R. Further po(G) (&1, ...,&) =
01if & # 1 for some ¢ € {1,...,t}, while p(D)(&1,...,&) =k and pa(G)(&1,...,&) =vif & =1 for all
i € {1,...,t}. This has the following consequence :

Ifn,=2foralli=1,...,¢t then D is a (v, k, A) difference set in G if and only if for any

(51,...,&)6[]
k ifg=1forallie{l,...,t}

D = 2
(Pa(D)&, - &) {:I:\/ﬁ otherwise. @
Now suppose Dy is a (v, k1, A1) difference set in G and Dy C G. Let
A(Dl, l)g)()(l7 . ,Xt) :pg(Dl \Dg)(Xl, . 7Xt) — pG(DQ \Dl)(Xl, . 7Xt).
Then we have
A(Dl, DQ)(Xl, e ,Xt) = pg(Dl)(Xl, PN ,Xt) — pg(DQ)(Xl, N ,Xt)

and hence:

Ifn;=2foralli=1,...,t and Dy is a(v, k1, A1) difference set in G then Dy
is a (v, k2, A2) difference set in G if and only if for any £ = (§1,...,&) € U

{k1 — K2}
ifg=1forallie{l,...,t}

{(VE1 =M — VEa — Mo, VEL — M+ Vs — Ao}

BP0 (6) = VR A

{=VE1 =M1 —Vka — Ao, —Vk1 — M + V2 — A2}
if pc(D1)(§) = —Vk1 — A1
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Moreover, if (v, k1, A1) = (v, ka2, A2) then

Dy is a (v, k1, A1) difference set in G if and only if for any £ = (&1,...,&) € U

{0}
ifg =1forallie{l,...,t};

{0,2vE; — A}
APL D) €8 it po(Di©) = VR
{_QM? O}

if pa(D1)(€) = —vhr = Av.

4. The analysis of C-condition

In the rest of the paper, we continue with the notation and terminology introduced in Section 1.
Moreover we identify Fj' x --- x Fy* with F5' """ in a natural way. Also for any integer u > 0, we
denote by 0, the element of Fy whose all components are 0 and by 1, the element of Fy whose all
components are 1.

To search for examples when C-condition is not satisfied, we study the C-condition for (r, L).

Since for any = € Fy, 22 = 2z, by reducing all the exponents of variables mod 2, without loss of
generality we can assume

[ay

m—

P(Xs,..., Xm) = > oy, Xiy - X,

=0 2<i1<ig<---<ie<m

where ;,...;, € Fa for all 2 <141 < <+ <ip <m.

To search for examples when C-condition is not satisfied, the search space is provided by the following:

Theorem 4.1. Let m > 2 and s € [1,m] be integers.

(A) Let L = {(z1,...,%5,0m—s) : 2; € F3,1 < i < s} be a linear subspace of FY'. Then C-condition is
satisfied by (mw, L).

(B) Let L = {(0s,Ts41,...,Tm) : i € Fo,s+1 <1i <m} be a linear subspace of F5*. If ovy...;, = 0 for
all (i1,...,1¢) such that |{i; : i; > s}| > 2 then C-condition is satisfied by (m,L).

(C) Let L = {(0s, 541,y &Tm) : &; € Fa, s+ 1 < i < m} be linear subspace of F5'. If ay..;, = 1 for
some (i1, ...,1%¢) such that |{i; : i; > s}| > 2 then C-condition is not satisfied by (w, L).

Moreover in (A) and (B), f(x,1) is a C-class bent function.

Proof. The proof is based on the following observation :

A nonempty subset F' C F5'F is a flat
& F — b is a subspace of F3" for some b € F
< F — b is a subspace of F3' for all b € F. (5)

We will apply this when F' = 771(a + L) and b = 7~ 1(a) where a € FJ.
(A) For any ¢ = (a1,...,am) € F3" we see that a + L = a* + L where o} = q; if j > s and

J
aj = 0 otherwise. Thus we can assume, without loss of generality, that a; = 0 for j < s. Therefore
a+L={(x1,...,25,0541,.--,am) : T1,...,T5 € Fa}. It is enough to show that 7=(a + L) — 7~ !(a) is

a subspace of F3* for all a = (05, @541, --.,am) € FJ.

143
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Clearly, 7=!(a+ L) — 7 1(a) C L and they have same cardinality. Since |L| is finite, we get 7=!(a+ L) —
7 Y(a) = L.

Thus 7= *(a + L) — 7~ 1(a) is a subspace for all a = (05, as41,...,am) € F3'. Hence (m, L) satisfies
the C-condition.

(B) For any a = (a1,...,am) € F5' we see that a + L = a* + L where a] = a; if j < s and
aj = 0 otherwise. Thus we can assume, without loss of generality, that a; = 0 for j > s. Therefore

a+ L = {(a1,...,045,Ts41,--yTm) : Tst1,--.,Tm € Fa}. Consequently it is enough to show that
7Y a+ L) — 7 1(a) is a subspace of F§* for all a = (a1, ..., as,0p,—s) € F5.
For any (i1, ... i), if ay..i, = 1 then J[,cq; iy @i is a constant in Fy, and [{i; : i; > s}| < 1. So
for any a = (ai,...,as,0p—_s) € F,
7r*1(a +L) - 7r*1(a) ={(U®st1s-+yTm )y 05—1, Ts 41,y Tin)  Tsp1y.-., T € Fa}

where [(Xs41,...,Xm) € Fo[Xs11,. .., X:n] is a polynomial of degree < 1.
Now for any u,v € 7~ 1(a + L) — 7~ !(a) and «, 8 € Fa, where

u=(U(Tss1s-+3Tm),05—1,Ts41,...,Tm) and
v=((x5 1, 20), 061,25 1, Ty),
au+ v =a(l(Zsg1, .. Tm), 0s—1, Tty Tn) + BUEE 1, 20,), 051, T8 g5, 2)
= (ad(@sq1,.- . om) + BUx5 .. ), 061, 0251 + BTl g, .., 02y + Ba),)
Now 7 1(a+0,,) —7~%(a) = 0,,. Therefore [(X,1,...,X,,) is a polynomial with no constant term.
Hence I(Xsy1,...,X.) is a linear transformation. Then
au+ fv = (l(axsyr + By, axy + Bay,), 051, QT sq1 + BTo 4, ..., 0T, + B),),

therefore au + Bv € 71 (a + L) — 7~ (a).

As a consequence, 7 !(a + L) — 7~ 1(a) is a subspace of FZ* for all a = (a4, ...,as,0,_s) € F3* and
hence (m, L) satisfy C-condition.

(C) We classify nonzero terms of P(Xs,...,X,,) in two types.

Type 1 : corresponding to (i1,...,%s) such that [{i; : i; > s}| > 2,

Type 2 : corresponding to (i1, ...,1%,) such that [{i; : i; > s}| < 2.

Let Th = Xq "'Xi}f* be minimal among all nonzero terms of P(Xa,...,X,,) of Type 1 with the
divisibility partial order. Hence for every nonzero term T # T of Type 1 of P(Xa, ..., X,,) corresponding
to (i1,...,1¢) , there exists 1 < j < £ such that i; € {i7,...,i}. }, and therefore T" is divisible by X;,. For
any a = (ai,...,an) € F3' we see that a + L = a* + L where aj = a; if j < s and a} = 0 otherwise.
Thus we can assume, without loss, that a; = 0 for j > s. Therefore a + L = {(a1,..., 05, Ts41,. .., Tm) :
Tsi1,---Tm € Fo}. In view of (5), we want to show that 77!(a + L) — 7~ (a) is not a subspace of Fy*
for some a = (ay,...,as,0m,—s) € F5".

Let aj =1 for all j =i} < sand a; =0 for any j € {1,2,...,s}\ {4},...,4). }. Since any term of
P(Xs,...,Xy,) of Type 1 except Ty is divisible by X, for some i; ¢ {i],...,4.}, in addition if we let
zj=0forall je{s+1,...,m}\{if,...,i}.} then

o+
-1
Q0 (a’lv"'7a57xs+17"',m’m): al+l($s+1,...,$m)+n$i: 3 A2y vy Ugy Ty - -3 T

=S80
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where sg = min{j € {1,...,£*} : i} > s} and {(Xs41,. .., X;n) is a polynomial of degree < 1 coming from
terms of Type 2. Therefore, in this case,

7 a+ L) — 7 (a)

2"
= { <<l(xs+la"'7xm) _l(Omfs)'i_ H xl:) 7051a$s+17'~';xm> sl Tm € ]FQ}

=S50

For s < j < /0%, let e = (s41,---,Tm) be such that Ty = 1 and @; = 0 for i # ¢ and
let fi; = 7 Ya + (Os,ei;)) — 7 1(a). Then fi]*, = (l(ei;)—l(Om_s),Os_l,ei;), as ;= = 0 for
u # j. Now fix € 7Y a+ L) — 7 1(a) for all 59 < j < ¢*. On the other hand, Zﬁ;SO fir =
(l(Zﬁ;SO €ir) = U(0p—s), 051, Zj;SO ei;), as I(Xsq1,--+, Xm) — 1(0p—s) is a homogeneous linear poly-
nomial. Denoting Z?;SO eix by (Yst1s - - > Ym), we have Z?;SO fir = (y1,05—1, Yst1,- - - Ym) Where
y1 = 1(Yss1,- -, Ym) — 1(0—s). Since Hf;SO yi» = 1, we see that 25;50 fir & 7 Ya+ L) —71(a).

As a consequence, 7~ 1(a + L) — 7~ 1(a) is not a subspace of F3* and hence (7, L) does not satisfy
C-condition. O

5. Non-bentness of an infinite family

The violation of C-condition by (m, L) is not sufficient to show f(, 1) is not bent. Using the adaptation
of difference set criterion from Section 3, we will show the non-bentness of f( 1) for several (7, L) in
every even dimension. We require the following

Lemma 5.1. Letm >3 and 1 < s < m — 2 be integers. Then

Z (71)(2:’;@1 Ii+n:’ls+1(zi+1)) = _9.

(Tsg1yesTm)EFY 7

Proof. More generally, we will prove : for any j =s,s+1,--- ,m—1,
S (ST ee) - g, )
(Ij+1 ..... Im)e]F;n
We prove (1) by induction on w =m — j. If w = 1, we have j = m — 1. Since
> (e (e =g,
Ty €F2

(1) holds for u = 1.

Assume () for u = v where v <m — 2 and let u = v + 1, that is, j = m —v — 1. Now

Z (—1)(2?:’.#1 @i+ T (i 41))
(Tj1yeees T ) EFG 7
= Z (—1)(2517%” wi [T, (zit1))
(m,,,,_,,,...,zm)eﬂzgﬂ
= — Z ((_1)(1+Hﬁim—<w1>(x,;+1)))(:vmfy+1)(_1)( )

(xWquv“vx'm)eF;+l
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- _ Z (_1)(1+H?;<m,y)+1($1+1))(_1)(2?;(m7,/)+1 ;)

_ ) (1) i1 2)

(T(m—v)t1serTm)EFY

Since »_, g, (=1)"" =0,
Z (1) m=n+n @) = H ( Z (—1)”“) =0.
(T(m—v)41se-»Tm ) EFY i=(m—v)+1 x;€F:

Moreover as (t) holds for v = v, that is j = m — v, we have
Z (_1)(1—[;1("1_,,)(Ii+1))(_1)(zzn:'(m_u>+1 Ti) _ _o
(x(mfr/)+1a-~7xm)€]F;

As a consequence, (1) holds for w = v + 1. This completes the proof. O

Now we come to the main result.

Theorem 5.2. Let m > 3 and 1 < r < s < m — 2 be integers. Further let L = {(0g,Ts41,...,Tm) :
x; € Foys+1 < ¢ < m} be an m — s dimensional linear subspace of FY' and 7(x) =
(w1 + I, 1 @), @2, . .-, 2m) be a permutation of Fy'. Then fix 1) : F3™ — Fa is not a bent func-
tion.

Proof. Since L = {(0s, Zs41,---,Tm) 1 x; €EFa,s+1<i<m}
we have Lt = {(z1,...,2,,0,,_) 1 2; € Fy, 1 <i < s}
Also for any y = (y1,...,ym) € F, 7 (y) = (11 + ITi%, 41 %) Y2, - - - Ym). Therefore

forn)(@,y) = leyz + 1 H vi t H (zi +1)
i=1

i=r+1 1=s+1

i=r+1

where f(z,y) = > /" ziyi + [ 11 (@ + 1) is a M-class bent function in 2m variables, see p. 90 of [4].
Let D(, 1) and D denote the supports of f(r 1) and f respectively. Then

D\D(TrvL):{(x7y)€D:I1 H yljl}

i=r+1
We know
m
T H Yi=1 < 1 =Ypy1 =" =Yy = L.
1=r+1
Therefore
m
(z,y) € D and z; H yi =1
i=r+1
T m m
= y1+2miyi+ Z x; + H (x;+1)=1and
1=2 1=r+1 1=s+1
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T m m
= y1:1+2xiyi+ Z x; + H (z; +1) and
1=2 i=r+1 1=s+1
Consequently
D\ Dz, 1)
={(1,z,,.. zm,1+2xzyl+ Z x; + H (i +1),92, -, Yrs Lin—y) :
1=r+1 1=s+1
T2y ey T Y2, -5 Yr EF2}
and hence

D\ Dy )| =242,

Now, if D denotes the complement of D in F2™,

Drpy\ D
={(z,y) € D:m H y; =1}
i=r+1
= {(171'27-- mmazxzyz"' Z T + H $1—|-1 92a-~-7y'r'a1m—7‘) :

1=r+1 i=s+1
Ty Ty Y2y e+ s Ypr €]F2}

and hence
D,y \ D| = 2F772,
Let U = {1,—1}*". Then for any (£,n) € U we have

A(D, Dz, 0y)(€,m) = &1 -+ N (1 — 1) X

T2 gmm (Z,Lz Tyt m7?"'1_[;is+1(ﬂ”i‘"l)) Y2 .
m Up

YT
2 nir.

Henceforthletgl:"':gfr:17£r+]:"':és:_lyferl:"':gmzlanl:_17772:"':77717,:1'

Further let

A= Z (_1)(23:2 ziy;) and
(12,.‘.7w7,,yz,,”,yr)ngr—2
A= > (—1)(Ziepr ot (@it D))

(@ot1senm ) EFT
Then
A(D, D(z,1))(&,n) = —2 > (A1A2)

(Trg1,ews)EFy "

= 95T+ (A4 A).
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Now A; = (Z(m_’m)@,g(—l)myz) (Z(mm%)eﬁg(_l)wryr) and
Z(ﬂﬂi,yi)eﬁ“g(il)miyi =2 for any i = 2,...,r. Hence by Lemma 5.1,

A(D, Dz 1))(&,m) = —2°Ap = 2571,

Since |D \ D(x,1y| = |D(x,0) \ D| = 2™, we have |D| = [D(r 1)|. If f(r.1) is a bent function, then
D1y is a difference set. Thus by Ryser’s condition (see Section 3 of [5]), it follows that parameters
(v, k, X) of D 1y are same as those of D, hence k — A = 2t=2 = 22(m=1) " Consequently, by (4) of Section
3, for any (¢,7) € U, A(D, D(y.1)) € {0, £2y/(k — )} = {0, +£2™}.

But we have found (£,7) € U such that A(D, D, 1)) = 2°7' & {0,£2™} for any 1 < s < m — 2.
Therefore f(, 1) is not bent function. O

Remark 5.3. The alternate tools for proving the non-bentness of fx 1) could have been Theorem on p.
94 of [2] or Proposition 1 on p. 398 of [6]. As far as [2] is concerned, checking the required conditions is
tedious. On the other hand, to prove non-bentness of f(. ry using [6],it is sufficient to have either (a) the
Hamming distance d(f, fix,r)) < 2™ or (b) d(f, f(z,1)) = 2™ and either support A of f + f(x 1) is not a
flat or the restriction of f to A is not an affine function. Now d (f, fr.z)) = |D\ D(x,1)| +|D(x,1) \ D] =
2m+r=1 8o if r > 1 then Proposition 1 of [6] doesn’t help, though it suffices for r = 1.

6. Computational results

In this section, we report some more (m,L) such that f(. 1) is not bent. This was established
through implementations of methods of previous sections as well as [5] using programs in C++ language.
In Section 5, the polynomial P(Xs,--- , X,,) contained only one term of Type 1 (as described in case (C)
of Theorem 4.1). Examples 6.1 and 6.2 contain more than one term of Type 1.

Example 6.1. Let L = {(0,0,x3,24) : 23,74 € F2} be a linear subspace of F3 and 7(z) = (z1 + axazs +
Braxy + YT374 + 00324, To, T3, T4) : @, 3,7,6 € Fy be a permutation of F3. Then fer,p) F3 x F3 — Fy
is a C-class bent function when v =09 =0 and f( 1) is not a bent function otherwise.

Let us provide some justification for this. Clearly when v = § = 0, then by (B) of Theorem 4.1, (7, L)
satisfies C-condition. Let D(, 1) denote the support of f(r ry. When y =1, for { = (1,1,1,1,-1,1,1,1) €

U, we see that (pg(D(x, ))(5))2 —Apc(G)(&) — (k— X)) = —64 £ 0. When (v,0) = (0,1), (o, 8) # (1, 1),
for ¢ = (1,—1,1,1,=1,1,1,1) we have (pg(D(x.1))(€))” = Apa(G)(€) — (k — A) = —64 # 0. Further when

Oz,ﬁ;z, 0)=(1,1,0,1), for £ = (1,—-1,1,1,-1,1,1,1) we have (pg(D(mL))({))2 —Apc(G)(&) — (k=N =
192 # 0.

When o = =~ =0 and § = 1, we get a special case of the family in Section 5. Using Matlab, we
have also determined that its Walsh-Hadamard spectrum (see [7]) contains -16 with multiplicity 104, 16
with multiplicity 88, each of -32 and 32 with multiplicity 8 and 0 with multiplicity 48. It has also been
verified that in the other non-bentness cases of Example 6.1, Walsh-Hadamard spectrum is not contained
in {£2™}. This provides another verification of non-bentness, following the definition in [7].

Example 6.2. Let L = {(0,0, 23,24, 5,76) : T3, 74,5, 76 € Fo} be a linear subspace of FS and n(z) =
(11 + 2374 + T5T6, T2, T3, T4, T5, Tg) be a permutation of FS. Then ferp) F$ x F§ — Fy is not a bent
function.

This can be justified by observing that (pc(D(x,r))(§ )) —pc(G)(§) — (k — X) = =768 # 0 where
D 1y is the support of f(r ) and § = (1,1,1,1,1,1,-1,1,1,1,1,1) € U.
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7. Concluding remarks

In this paper, we have connected the count of abelian difference sets with given parameters to
computation of Hilbert functions of an ideal. There are algorithms for computation of Hilbert function.
While diffculties in implementation for large values of parameters need to be addressed, the theoretical
consequences of this connection can also be explored.

We also undertook to explore bentness of f( ) when (, L) does not satisfy C-condition. Theorem
4.1 (C) helped us determine the choice of (7, L) for exploration and Sections 5 and 6 provided the results
of exploration.This work was prompted by the following questions which still await the answers.

Question 1. Is C-condition necessary for bentness of f(r r)? If yes, then provide the proof or else
provide the counter-example.

Question 2. As a consequence of Theorem 4.1 (B) and (C), it follows that if L =
{05,541,y &Tm) 1@ EFays+1 < i <m}and m;(x1,...,2m) = (1 + Pi(2,...,Mp), o, ..., Ty) for
i = 1,2 are such that (m;, L) satisfies C-condition for ¢ = 1,2 then (m o 7, L) also satisfies C-condition.
What can we say about bentness of f(r,or,, 1) if we know bentness of f., 1) for i = 1,27 In general, for a
given subspace L of 3", is there a semigroup structure on the set of all permutations = of F5* such that
J(x,1) is bent? If not, what are the counterexamples?

We hope to continue our exploration further guided by these questions.
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