PERFORMANCE EVALUATION OF AN ALGORITHM, PROCESSING
0—1 SEQUENCES WITH PRIORITY

By
ANTAL IVANYI and JOZSEF PERGEL

Dept. of Computer Science and Dept. of Probability Theory and Statistics of
Eo6tvos Lorand University, H — 1088, Budapest, Miizeum krt. 6 —8.

(Received September 12, 1983 )

1. Introduction

Ivanyi and Katai [2, 3, 4] described an algorithm processing of sequ-
ences of input signals. They determined the asymptotic speed of the algo-
rithm for any finite set of possible input signals and for one or two sequences
(priority classes), if the input signals are independent random variables with
uniform distribution over the set of possible values.

Ivanyi and Pergel [5] determined the asymptotic speed for any number
of priority classes, if the set of possible input signals contains two elements
each having the probability 0,5.

Here we consider the problem when the probability of the possible in-
put signals is different from 0,5. Surprisingly we shall find that the limit of the
asymptotic speed, when the number of the priority classes tends to infinity,
is less than 2.

2. Formulation of the problem

Let r=2 be an integer number,
Fl =f11:f12r s

Fr :frlvfr2r s
be infinite binary sequences, thatis f;,€{0, 1} (i = 1,2, ..., r;j = 1,2, .. )
We process these sequences using the following algorithm A.

Step 1. Processing proceeds in the discrete points of time 1, 2, ....
Let { = 1.

Step 2. Let B, = (fi, fry - - -1 fra)- . "
Step 3. In the moment ¢ algorithm A processes f;; and in addition to f;

the first element among f,, fo1, fa1, - - ., fr1, differing from f;;. The duration
of this processing equals to one time unit.
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Step 4. Algorithm A omits the processed elements, reduces the second
index of the remaining elements by the number of the omitted (from its
sequence in the moment #) elements, in each sequence.

Step 5. A adds 1 to f and continues the processing from Step 2. O

The sequence By, B,, ... is called the state sequence of the processing.
B,(t =1, 2, ...) contains the following (first nonprocessed) elements of
F,, F,, ..., F,in the t-th time unit.

Let now

= Tho T
Oy = Moy Naay - - -

F)r =0 ey -
be sequences of independent random variables with common distribution
Pj=0)=pand P(n;=1)=¢q (=12 ...,r;j=12,...), where

O<p<1 and ¢ = 1—p; obviously we may suppose that p>~-;—.

The stochastic behaviour of the processing algorithm may be described
by oy, 0y, . . ., Where o, is determined by the distribution of the possible values
of B/s. We are interested in the characterization of the sequence o,(f =
=12 ...

3. The ergodic distribution of the cumulative sequence of the first
non-processed elements

For any positive integer s (s=r) the first s components of the o, s
(as s-dimensional vectors) form a homogeneous ergodic Markov-chain [2].

Let o, = (v, ¥1) - -+, ¥,). For our purposes the probability P(v,; = 0,
..., v, = 0)is of basic importance; to be able to handle it let us define

r
Elr = Z Vi and ]tiln P(S!r = l) = T (l = 0! ]7 - "r)'

i=1

Theorem 1. For every natural r=1 and real p>1/2 the sequence of
random variables &, t = 1,2, ... is a homogeneous ergodic Markov-chain
with the state-space {0, 1, ..., r} and ergodic probabilitites

o (T T

Proof. It is easy to see the assertion about the state-space and the homo-
geneity. The transition probabilities are (index r is omitted)

P(&q = &) = 2pg,
Py = &4+1) = ¢,
P(pq = &—1) = p?,
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if 0<g<r, and
P(4+1 =015 = 0) = p+pg = p*+2pg,
Pl = 115 = 0) = ¢ P(ey = rls = 1) = 4+p4 = ¢ +2pq,
P(ey,=r—1|5=r)=p?%

for the boundary states [1].
So for the state probabilities we have the system of linear equations

o = (P*+2pq)7y+ PPy,

T = @+ 2pg+ PP,

T, = ¢a,-,+(2pg+ ¢,
r

%=1

i=0

from where we get (1) [4]. [

Corollary 1. For every positive integer r=1 and real p=>1/2

N e

Proof. Let us substitute i = O into (1). O

4. The speed of the processing

Let the random variable y;, denote the number of the processed elements

of the first r sequences in the j-th (j = 1, 2, ...) point of time. Let the pro-
cessing speed S, be defined by

1 T
S, = lim M|- Lir |-
pr T w [T t=21 /(lr]

Then the speed depends on the probability p and the number of proces-
sable sequences r according to the following assertion.

Theorem 2. For every positive integer r=1 and real p=1/2we have
(2) Spr = 2—pao,— 4. O]

Proof. Algorithm A processes one element only if fi, = fi; = fu =
= ... = f,;. Due to the ergodicity of the chain &, (f = 1,2, ...) it is enough
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to consider the ergodic probabilities, i.e. for p> 1/2 we have

r—1
Spr =2 qnor + Pty + Z nir] + (pnor + anr)’

i=1

hence we get (2).

In the case p = 1/2 the equality follows from the formula (4.7)in [5]. O
Let the limit speed of processing S, when the number of the processable
sequences tends to infinity defined by

S, = ll_.n:l. Spur
As we have seen in [5], S,,, , = 2—1/(r+ 1), hence we can get the ob-

vious result S;, = 2. The following assertion gives us somewhat surprising
result.

Corollary 2. [f p=>1/2, then

2 a2 1
3) sng_p__q_:_' .
p p
Proof. From (2) we have
S, =2-plimz,—qlim x,,

U-—» oo U oo

2
In this formula the first limit equals to 1—[—‘1—], the second one equals

p
to zero, therefore (3) holds. O

Of course, according to (3), S, <2 for p>1/2.
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