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Abstract 

This dissertation presents several digital neuromorphic auditory systems. Neuromorphic 

systems are capable of running in real-time at a smaller computing cost and consume lower 

power than on widely available general computers. These auditory systems are considered 

neuromorphic as they are modelled after computational models of the mammalian auditory 

pathway and are capable of running on digital hardware, or more specifically on a field-

programmable gate array (FPGA). The models introduced are categorised into three parts: a 

cochlear model, an auditory pitch model, and a functional primary auditory cortical (A1) 

model. The cochlear model is the primary interface of an input sound signal and transmits 

the 2D time-frequency representation of the sound to the pitch models as well as to the A1 

model. In the pitch model, pitch information is extracted from the sound signal in the form of 

a fundamental frequency. From the A1 model, timbre information in the form of time-

frequency envelope information of the sound signal is extracted. 

Since the computational auditory models mentioned above are required to be 

implemented on FPGAs that possess fewer computational resources than general-purpose 

computers, the algorithms in the models are optimised so that they fit on a single FPGA. The 

optimisation includes using simplified hardware-implementable signal processing algorithms. 

Computational resource information of each model on FPGA is extracted to understand the 

minimum computational resources required to run each model. This information includes the 

quantity of logic modules, register quantity utilised, and power consumption. Similarity 

comparisons are also made between the output responses of the computational auditory 

models on software and hardware using pure tones, chirp signals, frequency-modulated 

signal, moving ripple signals, and musical signals as input. The limitation of the responses of 

the models to musical signals at multiple intensity levels is also presented along with the use 

of an automatic gain control algorithm to alleviate such limitations. 

With real-world musical signals as their inputs, the responses of the models are also 

tested using classifiers – the response of the auditory pitch model is used for the 

classification of monophonic musical notes, and the response of the A1 model is used for the 

classification of musical instruments with their respective monophonic signals. Classification 

accuracy results are shown for model output responses on both software and hardware. 

With the hardware implementable auditory pitch model, the classification score stands at 

100% accuracy for musical notes from the 4th and 5th octaves containing 24 classes of notes. 

With the hardware implementation auditory timbre model, the classification score is 92% 

accuracy for 12 classes musical instruments. Also presented is the difference in memory 

requirements of the model output responses on both software and hardware – pitch and 

timbre responses used for the classification exercises use 24 and 2 times less memory 

space for hardware than software. 
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1. Introduction 

Carver Mead first suggested the term ‘neuromorphic’ for analogue circuits that mimicked 

biological systems. Since their inception, neuromorphic circuits, have also encompassed 

digital circuits as well as a mix of analogue-digital circuits into its paradigm. Biological 

systems that have been translated to neuromorphic systems include vision pathway (see), 

auditory pathway (hear), olfactory pathway (smell), and tactile pathway (touch). The first 

neuromorphic auditory system was an analogue electronic circuit developed by Lyon and 

Mead, which mimicked a mammalian cochlea [1]. The characteristics of this circuit were 

backed up by a computational model developed by Lyon [2]. Other notable works in 

analogue circuits by van Schaik [3], Hamilton [4] and others [5], [6] have shown that 

neuromorphic auditory systems provide an alternative and intuitive platform for studying 

biological auditory pathway in real time besides the conventional manner of using software-

based computational auditory models [7]. 

Digital electronic circuits have also been used to build neuromorphic auditory systems 

[8]–[10]. Although analogue circuits are lower-powered and have smaller areas than the 

former, as well as having mismatches contributing to biological signal processing, they are 

not used widely as they do not perform robustly under changing environmental conditions as 

opposed to digital electronic circuits [11]. Digital electronic circuits range from general-

purpose central processing units (CPU) on computers capable of running sophisticated 

auditory models to customised digital circuitry capable of running a scaled-down auditory 

model. The difference between these two circuit types is that the general-purpose CPU uses 

more computational resources such as memory and faster clock speed, but enables models 

to be customised quicker than a customised digital circuit. In contrast, the operation of a 

customised digital circuitry is often simulated on a computer before being fabricated as an 

application-specific integrated circuit (ASIC) chip. As its name suggests, ASIC chips are 

designed and developed for specific use in research as well as commercial applications. 

Some of these applications include hearing prostheses [12], coding strategies improvement 

[13] to increase the sensitivity of hearing prostheses to musical signals in addition to speech 

signals [14], [15], and audio computing processors for multimedia and entertainment [16]. 

One major advantage of ASIC chips is their low power consumption, which enables 

mobile devices to have long battery lifetimes and reduces the cost of power utilities for 

electronic devices connected to the power grid [17]. Another advantage is the small size 

dimensions of the chips, which enables portability of electronic devices due to their light 

weights. The auditory models running on ASIC chips should ideally be stripped of complex 

operations and maintain only basic operations to minimise the size and power consumed by 

the ASIC chip. However, this may mean sacrificing functionalities that may significantly 

lessen a model’s impact. To alleviate this situation, one can adopt the Occam’s Razor 

principle – when two theories can capably describe some observed data, the simpler theory 

is selected [18], [19]. Using Occam’s Razor principle on models [20], [21], digital 

neuromorphic auditory systems can be designed and developed using simplified abstract 

methods instead of complex operations. This notion means that functionalities that may 

otherwise be required to be omitted can be implemented in digital hardware with reduced 

computational resources as opposed to significant resources that are required using 

sophisticated methods. 
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1.1. Aims and Chapter Synopses 

In this research project, I aim to develop and investigate the performance of hardware-

implementable auditory models adapted from existing computational models. Here, 

hardware refers explicitly to a field-programmable gate array (FPGA), and the computational 

model refers to a biologically inspired auditory model implemented solely on software such 

as Matlab. The hardware used is an Altera Cyclone V GX starter kit because it is an 

affordable and off-the-shelf FPGA, which is readily acquirable for model reproducibility. 

FPGA implementation of the auditory models in this dissertation provides a feasible platform 

to demonstrate that these models are fully implementable on ASIC chips. Although an FPGA 

consumes more power and has more speed limitation than an ASIC chip, it is reconfigurable 

[22]. This attribute is advantageous when working with models that require constant tuning of 

variables. The FPGA enables changes to be introduced at a shorter development time than 

an ASIC chip. Moreover, the emphasis of the hardware implementation of the models is 

based on the optimisation of conventional algorithms from software models. Thus, the 

emphasis is on the comparison of power consumption between the hardware 

implementation of the optimised and conventional algorithms rather than between FPGA and 

ASIC implementations. 

Since an FPGA has limited computational resources, including logic modules, registers, 

and clock speed, it is necessary to design auditory models to run on an FPGA with limited 

computational resources. Hence, this limitation enforces auditory models to be optimally 

designed to use as few computational resources as possible, to conserve FPGA logic 

elements. If this notion is adhered, then an ASIC chip implementation of the optimally 

designed circuit of an auditory model will be of small size and consume low power leading to 

running cost savings as opposed to the outcome of a non-optimally designed auditory 

model. Hence, Occam’s Razor principle plays a significant role in the design of the auditory 

models, i.e. when two models can characterise some observed data satisfactorily, the model 

with ‘simpler’ algorithm is selected for implementation on hardware. Here, ‘simpler’ refers to 

algorithms requiring fewer computational resources to run on an FPGA as opposed to 

algorithms requiring significant computational resources to run on the same platform. 
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Figure 1-1: Flowchart of chapters in this dissertation. 

The auditory models will include various stages of a mammalian auditory pathway 

capable of generating responses for pitch estimation as well as loudness and timbre 

representations. Figure 1-1 displays the chapters in the structure of this dissertation. The 

aims are further broken down based on the following chapter numbers: 

Chapter 2: This chapter presents a survey of auditory computational models for hardware 

implementation. The models presented are based on three stages of the mammalian 

auditory pathway as follows: cochlear models, auditory pitch models, and auditory timbre 

models. The cochlea (inner ear) is the first interface in our hearing that receives sound with 

the exception of the outer and middle ear. It comprises the functionality of a basilar 

membrane, inner hair cells, and auditory nerves that converts sound to a 2D time-frequency 

representation and sends this information higher in the auditory pathway for processing. In 

the higher regions of the auditory pathway, pitch and timbre information are extracted, which 

are described by the auditory pitch models and timbre models, respectively. From the 

models reviewed for each of the three stages, one model is selected for hardware 

implementation. 

Chapter 3: This chapter presents a simple cochlear model capable of running on hardware 

(FPGA). In the first half of this chapter, a cochlear model selected from chapter 2 is modified 

with reduced computational resources to run on hardware. This notion results in a cochlear 

model running at multiple sampling rates and using nine times fewer coefficients than a 

model running at a single sampling rate. The limitation of the dynamic range of the model is 

presented with musical signals at multiple intensity levels, and an automatic gain control 
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algorithm (AGC) is utilised to improve this dynamic range. In the second half of this chapter, 

the model is fitted with several biologically inspired algorithms to understand if the new 

cochlear model is capable of characterising auditory features. One algorithm is the use of 

binary spike trains at multiple firing thresholds for the representation of sound intensity to 

depict loudness information on hardware. The new model is tested with real-world signals 

such as speech and music. For both models, computational resource usage on hardware is 

also presented. 

Chapter 4: This chapter presents a system that, using the new cochlear model introduced in 

the first half of chapter 3, is capable of extracting pitch information using time and frequency 

information of a sound signal on an FPGA-based (hardware-based) auditory model. This is 

achievable by using the cochlear model from the first half of chapter 3 with a pitch model 

reviewed in chapter 2 to produce a hardware-implementable model. The pitch model 

generates an autocorrelogram by using correlations over time per cochlear section for the 

entire range of cochlear sections. Computation of the autocorrelogram requires significant 

computational resources. A similar autocorrelogram can be generated using a binary spiking 

algorithm, as used in the model generating sound intensity response in the second half of 

chapter 3. This novel model uses fewer computational resources than originally defined in 

the computational model. Hence, this chapter also presents how many computational 

resources these novel algorithms conserve on hardware as opposed to the conventional 

computation of the original model to generate an autocorrelogram. 

Chapter 5: This chapter presents the extraction of modulating envelopes of a sound signal 

on an FPGA-based (hardware-based) system. From the first half of chapter 3, the new 

simple cochlear model is used with a mammalian functional primary auditory cortical (A1) 

model (also known as auditory timbre model). The A1 model comprises modulation 

filterbanks that extract temporal and spectral envelope information from a sound signal as 

well as spectral directional envelope changes describing either frequency increase or 

decrease, which are all essential to timbre. Changes are required to accommodate this new 

model on hardware. Hence, the temporal and spectral filterbanks are replaced as the original 

filterbanks do not possess hardware-implementable attributes. As such, this chapter 

presents a survey of hardware-implementable filter configurations to be used in place of the 

original. The results of the new model are also presented, which includes its computational 

resource utilisation on hardware. 

Chapter 6: In this chapter, two exercises are performed to understand how the hardware-

based (FPGA-based) pitch model from chapter 4 performs with real-world sound signals. 

The first of the chapter presents algorithms for extracting pitch information represented by 

fundamental frequency estimation. A classification algorithm is also presented to determine if 

the estimated fundamental frequency matches the ground truth fundamental frequency of a 

musical note calculated with an equation. Both the fundamental frequency estimation and 

classification algorithms are implementable on hardware (FPGA). The second half of the 

chapter presents the results of the classification of musical notes from several musical 

instruments. Pitch is estimated from the autocorrelogram response of the model from 

chapter 4 before being classified. Then a comparison of classification accuracies based on 

software and hardware implementations of the models is made. To showcase the effects of 

the limitation and the improvement of the dynamic range of the model’s responses on pitch 

estimation and classification performance, musical signals at multiple intensity levels are 

used with and without an automatic gain control algorithm (AGC). Performance impact 
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based on noise in the musical signals is also presented. Finally, the significant difference in 

memory sizes for storing the output responses of both the software- and hardware-

implemented models are presented. This attribute is essential, as a reduced memory size 

lowers power consumption during runtime as well as operational costs corresponding to 

hardware and power utilities. 

Chapter 7: This chapter demonstrates how the hardware-based (FPGA-based) mammalian 

functional auditory cortical model from chapter 5 performs with real-world sound signals by 

using its representation of musical notes from various musical instruments for the 

classification of these instruments. The responses of the cortical model are divided into two 

different sets based on different manufacturers. So, each set contains the same notes from 

the same instruments but from different manufacturers. The notes are further divided based 

on intensity and pitch levels. Two separate classification algorithms are then used to classify 

the musical instruments. One is a software-based classifier, and the other is a hardware-

based (FPGA-based) classifier. Classification accuracies are presented based on the 

responses of the software- and hardware-implemented cortical models. Also, the impact of 

the variation of intensity levels of the musical signals on classification is presented similar to 

the classification of musical notes in chapter 6. This exercise is performed with the musical 

signals conditioned with and without an automatic gain control (AGC) algorithm. 

Classification performance is also presented with various noise levels added to the musical 

signals. Lastly, the difference in memory sizes for storing the output responses of both the 

software- and hardware-implemented models are presented because a lower memory usage 

reduces runtime power consumption and operational costs. 

Chapter 8: This chapter presents a summary and conclusion of this dissertation, where the 

main results are summarised. Additionally, recommendations are also presented here for 

future research along with publications from work presented in this dissertation. 
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2. The Auditory Pathway: A Modelling Perspective 

This chapter presents a review of the mammalian biophysical sensory and perceptual 

stages of the auditory pathway in three sections. Section 2.1 describes the early stage of 

audition, with two computational models of the mammalian auditory pathway. Section 2.2 

covers pitch perception studies and models for calculating pitch information. Finally, section 

2.3 covers timbre perception studies and models for calculating timbre features. 

From the models reviewed in each section, a model is selected to be implemented on 

FPGA, which is covered from chapters 3 to 5. The capabilities of the pitch and timbre models 

described in chapters 4 and 5, respectively, are further explored in chapter 6 for the 

classification of monophonic musical notes and in chapter 7 for the classification of musical 

instruments. 

2.1. A Survey of Auditory Pathway Models 

Figure 2-1 illustrates a cutaway diagram of the frontend auditory pathway of a human, 

comprising an outer ear, a middle ear, and an inner ear (cochlea). Figure 2-2 illustrates the 

transmission of sound energy from the outer ear to the middle ear and to the inner ear, the 

latter known alternatively as a cochlea. These three components form the initial stages of the 

auditory pathway. In the following two subsections, a description of the auditory pathway is 

presented using two models with a focus on the initial stages for implementation on the 

FPGA. These models include the Matlab Auditory Periphery (MAP) model and a model 

comprising a cascade of asymmetric resonators with fast-acting compression (CAR-FAC). 

The MAP model is considered as it is used for extracting pitch information, which serves one 

of my research aims of extracting pitch from monophonic signals. The CAR-FAC model is 

reviewed as it has been developed primarily for machine hearing applications. Its design is 

ideal for bridging the gap between a software [1]–[3] and digital hardware implementation of 

a functional cochlear model [4]–[6]. 

Figure 2-3 depicts the auditory pathway (AP) stages covered by the two models, each 

demarcated with a unique coloured box. The intricacies of each stage within the models is 

explored in the next three subsections with subsection 2.1.3 discussing the model selected 

for FPGA implementation. 
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Figure 2-1: The outer ear (yellow), middle ear (green), and inner ear (blue) forming the initial stages of the 
auditory pathway of a human. Modified from Pickles [7]. 
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Figure 2-2: Transmission of sound energy from the outer ear to the basilar membrane (BM) in the inner ear via 
the tympanic membrane (depicted as a crescent shape) and the three bones in the middle ear. The BM is coiled 
in the inner ear as illustrated in Figure 2-1, but for illustration of sound transmission within the auditory pathway, 
the BM is shown as uncoiled in this figure. The region shaded in pink represents fluid-filled cochlea. Adapted 
from Matthews [8]. 

 

 

Figure 2-3: Monoaural auditory models reviewed in this chapter. 
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2.1.1. MAP Model 

The Matlab Auditory Periphery (MAP) model is a biophysical model describing the 

mammalian auditory pathway, which has been developed by Meddis and his colleagues at 

the University of Essex in the UK. Besides comprising the outer and middle ear stages, the 

model has a unique BM filter that characterises auditory phenomenon such as two-tone 

suppression, whereby the presence of a salient component in a stimulus reduces the 

responses of a less salient component in the same stimulus. This characteristic is 

advantageous in increasing the contrast between the two components in the context of 

sound source segregation [9]. Another essential trait of the model is auditory nerve spiking 

which is beneficial in explaining pitch and timbre in terms of spike rate and spatial placement 

in the auditory nerves. 

Sound arriving at the outer ear is channelled via the ear canal and vibrates the tympanic 

membrane (eardrum) [7]. The outer ear amplifies sound at a specific frequency range to the 

tympanic membrane with the aid of the pinna and the concha [10], as illustrated in Figure 

2-1. The MAP model characterises this increased pressure effect on the tympanic 

membrane displacement in the range of 1 kHz to 4 kHz in two stages. Firstly, a sound signal 

is input to a 2nd-order bandpass filter made of two parallel branches. One branch contains a 

1st-order low-pass filter (LPF) with a cut-off of 1 kHz, and the other branch has a high-pass 

filter (HPF) with a cut-off of 4 kHz. In the second stage, the resonances in this range are 

added to the original sound. 

The tympanic membrane vibration displaces three bones held in conjunction in the 

middle ear comprising malleus, incus, and stapes [7]. The middle ear functions as a 

mechanical impedance matching transformer that relays sound signals to a higher 

impedance fluid-filled cochlea. It is an essential feature without which much of the sound is 

reflected out to the outer ear. The displacement of the three bones in the middle ear is 

modelled using an LPF with a 50 Hz cut-off that converts sound pressure from the tympanic 

membrane stage to displacement. The LPF is cascaded with an HPF with a cut-off at 2 kHz 

to reflect the stiffness of the basilar membrane (BM) as the input sound is transmitted from 

the stapes bone to the cochlea [11]. Figure 2-4 illustrates the outer and middle ear stages in 

the MAP model. 

 

Figure 2-4: Outer and middle ear filters characterised in the MAP model. Adapted from Singh [12]. 

The mechanical motion of the stapes, which is dependent on stimulus frequencies [13], 

propagates the mechanical sound vibrations to the oval window disturbing the cochlea fluids 

within the cochlea. This characteristic mechanically influences the basilar membrane (BM) 

and induces a travelling wave along its coiled trapezoidal length of approximately 35mm for 
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humans, as illustrated in Figure 2-5. The BM is thick at the base (connected to the oval 

window) and gradually thins at the apex. High frequency sound mechanically vibrates the 

BM closer to the base, while low frequency mechanically vibrates the BM closer to the apex. 

Hence, for sounds with both high and low frequency, the vibrations start at the base. They 

travel to specific locations along the BM with increasing amplitudes before ending at the 

apex. Each of these locations on the BM corresponds and reacts to a specific frequency 

component present in the sound. Every BM location along the length of the BM has a bell-

shaped curve response with the peak of the curve corresponding to a unique best frequency 

(BF) and bandwidth. Each response slope has a gradual pre-BF rise and a steep post-BF fall 

and its sidebands overlap with response curves of adjacent BF sites [14]. Hence, the BM is 

considered as a spectrum analyser, where the travelling waves capture the attributes of a 

time-varying input sound and represent them in two dimensions (2D) in time and frequency 

[15]. 

 

Figure 2-5: Travelling wave of the basilar membrane (BM) from the base to the apex. Adapted from van Schaik 
[16]. 

In the MAP model, BM displacement is modelled using a bank of dual resonant 

nonlinear (DRNL) filters [17] as displayed in Figure 2-6. Each DRNL filter has two parallel 

paths comprising a linear and nonlinear branch. The linear pathway has a cascade of three 

1st-order gammatone filter with an impulse response of: 

 ℎ(𝑡) = 𝑘𝑡𝑛−1exp(−2𝜋𝐵𝑡) cos(2𝜋𝑓𝑐𝑡 + 𝜑)  (2-1) 

 
where 𝑛 is the filter order; 𝐵 is the filter bandwidth; 𝜑 is the filter phase; 𝑘 is the filter gain. 

The nonlinear pathway has two sets of three cascaded 1st-order gammatone filters such 

as the one for the linear pathway, i.e. two 3rd-order gammatone filters. In between these two 

3rd-order filters in the nonlinear pathway, there is an input level-dependent and memoryless 

compressive function, which results in a nonlinear signal: 

 

 ℎ(𝑡) = 𝑠𝑖𝑔𝑛[𝑥(𝑡)] ∙ min[𝑎|𝑥(𝑡)|, 𝑏|𝑥(𝑡)|𝑐] (2-2) 

 

where 𝑥(𝑡) and 𝑦(𝑡) are the input and output of the nonlinear function; 𝑎, and 𝑏 are 

frequency dependent constants; 𝑐 is a constant set at 0.25. The two pathways are summed, 
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resulting in BM displacement. The advantage of the DRNL is its capability to characterise 

level dependence depicting shifts in best frequency (BF) responses based on sound 

intensity. At very low and high sound levels, the linear pathway dominates the DRNL 

responses while outside this range, the nonlinear pathway dominates the responses. 

 

Figure 2-6: A dual resonant nonlinear (DRNL) filter that characterises a discrete point along the basilar 
membrane. The top parallel branch is the linear pathway, and the bottom parallel branch is the nonlinear 
pathway. Adapted from Meddis et al. [2]. 

In humans, there are approximately 3,500 inner hair cells (IHC) and 12,000 outer hair 

cells (OHC) situated along the length of the BM spanning from its base to its apex [18]. The 

IHCs transmit the mechanical vibration information of the travelling wave on the BM to the 

auditory afferent nerve (AN) fibres in the spiral ganglion, where the information is then 

transmitted to the auditory brainstem [9]. On top of an IHC, there is a bundle of hair-like 

structure of gradually increasing length called cilia. The travelling wave of the BM deflects 

the cilia on IHCs. When the cilia move in the direction of the longest cilium strand, ions flow 

into the IHC via the tips of the cilia. When the cilia move in the direction of the shortest cilium 

strand, potassium ions are prohibited from flowing into the IHC [19]. The high concentration 

of potassium in the ions flowing into an IHC leads to a rise of intracellular potential in the 

IHC. This rise enables the release of neurotransmitters from the base of the IHC and 

enables the excitation of auditory neurons, thus generating spike trains as seen in Figure 

2-7. While the IHCs detect the motion of the BM, the OHCs adjust the motion of the BM by 

efferent input connections descending from the higher regions of the auditory brainstem to 

the cochlea. In the presence of loud sounds, the OHCs reduce the amplitudes of the BM 

travelling waves and in the presence of soft sounds, the OHCs increase the amplitudes of 

the BM travelling wave  [20], [21]. 
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Figure 2-7: The motion of a bundle of cilia on top of an inner hair cell (IHC) [in pink] (A) towards the longest cilium 
strand leading to an increase in action potentials (voltage spikes) output from an auditory neuron (AN) fibre due 
to a build-up of potassium ions in the IHC; (B) towards the shortest cilium leading to a decrease in action 
potentials output from an AN fibre due to the stoppage of potassium ion flow into the IHC. Adapted from 
Matthews [8]. 

In the MAP model, the output of the DRNL filter is the input to a biophysical model of an 

IHC [1]. The first stage includes a high–pass filter (HPF) that characterises fluid-cilia 

coupling describing IHC cilia bundle motion in phase with BM displacement at high 

frequencies and cilia motion in phase with BM velocity at low frequencies. The cilia 

displacement affects the potassium ion levels in the IHC, which in turn affects the 

intracellular potential. When the cilia deflect to the direction of its longest cilium strand, 

incoming potassium ions increase intracellular potential. The deflection in the opposite 

direction stops the flow of incoming potassium ions, decreasing intracellular potential. This 

behaviour is modelled with an analogue circuit and the intracellular potential, 𝑣𝑚 is, 

calculated using Kirchhoff current law by rearranging the following formula accordingly in 

terms of 𝑣𝑚: 

 
𝐶𝑚

𝑑𝑣𝑚(𝑡)

𝑑𝑡
+ 𝐺(𝑢)(𝑣𝑚(𝑡) − 𝐸𝑡) + 𝐺𝑘 (𝑣𝑚(𝑡) − (𝐸𝑘 + 𝐸𝑡

𝑅𝑝

𝑅𝑡 + 𝑅𝑝
)) = 0 (2-3) 

 

where 𝐶𝑚 is the IHC capacitance at 4 pF; 𝐺𝑘 is potassium conductance at 20 nS; 𝐸𝑡 and 𝐸𝑝 

are endocochlea and potassium potentials, respectively; 𝑅𝑡 and 𝑅𝑝 are epithelium and 

endocochlea resistances, respectively. 
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Neurotransmitters are released from the base of an IHC across a small area known as 

synaptic cleft to the auditory nerve. This release is dependent on the intracellular potential of 

the IHC and the release of calcium ions [22]. The calcium current is a measure of the 

concentration of calcium ions, which is analogous to intracellular potential and is determined 

by: 

 𝐼𝐶𝑎(𝑡) = 𝐺𝐶𝑎
𝑚𝑎𝑥 ∙ 𝑚𝐼𝐶𝑎

3 (𝑡) ∙ (𝑣𝑚(𝑡) − 𝐸𝐶𝑎) (2-4) 

 

where 𝐸𝐶𝑎 is the reversal potential of calcium; 𝐺𝐶𝑎
𝑚𝑎𝑥 is the calcium conductance in the 

synapse and; 𝑚𝐼𝐶𝑎
 is the ratio of opened calcium channels. The calcium concentration 

variable, [𝐶𝑎2+](𝑡) is established with a first-order low-pass filter (LPF): 

 
𝜏𝐶𝑎

𝑑[𝐶𝑎2+](𝑡)

𝑑𝑡
+ [𝐶𝑎2+](𝑡) = 𝐼𝐶𝑎(𝑡) (2-5) 

 

where 𝜏𝐶𝑎 is the filter time constant. The neurotransmitter release rate can then be 

calculated as a probability variable by: 

 𝑘(𝑡) = 𝑚𝑎𝑥 (([𝐶𝑎2+]3(𝑡) − [𝐶𝑎2+]𝑡ℎ𝑟
3 )𝑧, 0) (2-6) 

 

where [𝐶𝑎2+]𝑡ℎ𝑟 is a threshold constant; 𝑧 is a scalar for converting calcium concentration 

levels to release rate. 

Neurotransmitter flow across the synapse and evoke a corresponding auditory nerve to 

fire an action potential. This flow is modelled as a bidirectional flow of neurotransmitter at the 

synaptic cleft [23] as illustrated in Figure 2-8. It relies on the availability of a finite amount of 

neurotransmitter made available by the reuptake process from the synapse to the IHC and 

new neurotransmitter from a neurotransmitter factory that compensates lost ones across the 

synapse. Synaptic adaptation occurs when there are insufficient neurotransmitter in the free 

transmitter pool to be released, rendering the auditory nerve unable to fire [24]. The amount 

of neurotransmitters in the free transmitter pool is defined by: 

 𝑑𝑞

𝑑𝑡
= 𝑦(1 − 𝑞(𝑡)) + 𝑥𝑤(𝑡) − 𝑘(𝑡)𝑞(𝑡) (2-7) 

 

where 𝑞(𝑡) is a time-varying amount of neurotransmitter in the free transmitter pool; 𝑤(𝑡) is a 

time-varying amount of neurotransmitters in the reprocessing store; 𝑥 is the transfer rate 

between the reprocessing store and the free transmitter pool; 1 − 𝑞(𝑡) is the new 

neurotransmitter release rate from the factory; 𝑘(𝑡) is the neurotransmitter release rate 

derived from equation (2-6). The amount of neurotransmitter in the synapse is determined by 

the difference between the time-varying release and the numbers lost as well as recycled 

ones: 

 𝑑𝑐

𝑑𝑡
= 𝑘(𝑡)𝑞(𝑡) − 𝑙𝑐(𝑡) − 𝑟𝑐(𝑡) (2-8) 
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where 𝑙 is the amount of neurotransmitters lost in the synaptic cleft; 𝑟 is the reuptake 

(recycle) rate of the neurotransmitters from the synapse to the reprocessing store. The 

amount of neurotransmitters in the reprocessing store is defined by: 

 𝑑𝑤

𝑑𝑡
= 𝑟𝑐(𝑡) − 𝑥𝑤(𝑡) (2-9) 

 

 

Figure 2-8: Neurotransmitters release model. Adapted from Meddis et al [23]. 

Neurotransmitters release generates a spike in an auditory nerve (AN) fibre [25]. There 

are two manners of generating spikes: a quantal model resulting in precise spike generation 

with high computational cost and a probabilistic model resulting in spikes approximation at 

low computational cost. The probabilistic model is described herein over the quantal model 

to maintain low computational cost. The amount of neurotransmitters residing in the synapse 

determines the spiking rate at the auditory nerve: 

 
𝐴𝑁𝑓𝑟 =

𝑐(𝑡)

𝑑𝑡
 (2-10) 

 

The refractory period is 0.75 ms, which indicates that a spike signal can only be generated 

after 0.75 ms from the hyperpolarisation of the preceding spike. The probability of 

occurrence of a spike is dependent on the release of a neurotransmitter and if 𝑝(𝑡) is larger 

than a random number between 0 and 1: 

 𝑝(𝑡) = 1 − 𝑐𝑟 ∙ 𝑒𝑥𝑝(−(𝑡 − 𝑡𝑙 − 𝑅𝐴)/𝑠𝑟) (2-11) 
 

where 𝑐𝑟 is the maximum relative refractory period at 0.55 ms; 𝑅𝐴 is the absolute refractory 

period at 0.75 ms; 𝑡𝑙 is the time of occurrence of the preceding spike; 𝑠𝑟 is the refraction time 

constant at 0.8 ms. 

The generated spikes are used as part of a hypothetical model of a mammalian sub-

cortical region for the gain control of stapes motion at the middle ear as well as the basilar 

membrane motion via the outer hair cell. The subsequent destinations of the spike trains 

from the AN fibres are the ventral cochlear nucleus (VCN) and inferior colliculus (IC), which 

are subjected to temporal and rate modulation transfer functions (MTFs) [26]. Firstly, the 

spike trains from the AN fibres are low-pass filtered with temporal-MTF. After that, another 

temporal-MTF representing VCN chopper units condition the signals. At this stage, low-level 

signals are low-pass filtered, and for other levels, they are bandpass filtered. At the IC stage, 

the signals are conditioned by a final temporal-MTF, whereby low-level signals are low-pass 

filtered and medium and high-level signals are filtered with a broadly tuned bandpass filter. 
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Additionally, a rate MTF shapes the signals with sharply tuned bandpass filters at low and 

medium signal levels. At high levels, flat-shaped bandpass filters shape the signals. 

Low spontaneous rate (LSR) fibre output signals from the IC stage are summed, and 

smoothed with an LPF and finally scaled to generate an acoustic reflex gain, 𝐴𝑅𝑡, which is 

applied to the stapes displacement calculation at the middle ear stage: 

 𝐴𝑅𝑡 = 1 − 0.008𝑧𝑡
(1)

 (2-12) 

 

where 𝑧𝑡
(1)

 is the summed IC output filtered through a LPF with a 0.6 Hz cut-off. Alternatively, 

the summed LPF-smoothed, and scaled IC stage output signal is used to generate a medial 

olivo-cochlear (MOC) reflex gain, 𝑀𝑂𝐶𝑡, which is applied as a feedback to attenuate BM 

displacement via the outer hair cell (OHC) [27]. This gain is applied to the start of the 

nonlinear pathway of the DRNL filter, as illustrated in Figure 2-6 and is calculated as: 

 𝑀𝑂𝐶𝑡 = 1 − 0.00625𝑧𝑡
(2)

 (2-13) 

 

where 𝑧𝑡
(2)

 is the summed IC signal filtered through a LPF with a cut-off at 6 Hz. 

2.1.2. CAR-FAC Model 

The cascade of asymmetric resonators with fast-acting compression (CAR-FAC) model 

encompasses BM, IHC, outer hair cell (OHC) and automatic gain control (AGC) segments. It 

does not characterise the outer and middle ear like the more biologically plausible MAP 

model. Instead, it emphasises on the characteristics of critical functional components of the 

cochlea (inner ear) and the cochlear nucleus crucial for extracting features from a sound 

signal. 

The CAR-FAC model can be divided into two halves, as displayed in Figure 2-9: (a) 

CAR (b) FAC [3]. The CAR model is the primary interface to an incoming sound signal. It 

characterises the BM motion travelling only in the forward direction from the base of the 

cochlea to its apex and not its reflective motion travelling in the opposite direction. A 

transmission-line model characterises such bidirectional BM motions. Hence, the CAR 

model is an abstract of a transmission-line structure [28]. The CAR model is capable of 

depicting wave mechanics more accurately and efficiently, albeit with more complexity than 

a gammatone filterbank such as the ones used in the DRNL filterbank of the MAP model 

[29]. Each filter section is characterised by a pole-zero-filter-cascade, which is a 2nd-order 

filter with two poles and two zeros and has the following transfer function: 

 
𝐻(𝑧) =

𝑌

𝑋
= 𝑔 (

𝑧2 + (−2𝑎 + ℎc)𝑟𝑧 + 𝑟2

𝑧2 − 2𝑎𝑟𝑧 + 𝑟2
) (2-14) 

 

where 𝑥 and 𝑦 are the inputs and outputs, respectively; 𝑎 and 𝑐 are the real and imaginary 

components of a complex signal represented by 𝑧 = 𝑎 ± 𝑗𝑐, whereby 𝑎 = cos 𝜃𝑅 and 𝑐 =

sin 𝜃𝑅; 𝜃𝑅 is the normalised pole ringing frequency or the pole angle in the 𝑧-plane; 𝑔 is the 

overall gain; ℎ represents the proximity of poles from zeros, i.e. low ℎ means zeros are 

closer to poles resulting in a higher degree of asymmetry in response peak and vice versa. 

Generally, ℎ is set to 𝑐 resulting in zeros maintained at approximately half octave above pole 

frequencies. 
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Figure 2-9: The CAR-FAC model. Adapted from Lyon et al. [30]. 

The travelling wave amplitudes of the BM generated from the CAR model is modulated 

by a fast-acting compression (FAC), referring to rapid BM gain damping. This characteristic 

is achieved by modulating 𝑟 in the transfer function of the CAR model in equation (2-14) by 

the outer hair cell (OHC) block, as illustrated in Figure 2-10. The rate of change of the 

internal state of a linear filter in the CAR model, 𝑣, is varied by a nonlinear function, 𝑁𝐿𝐹 and 

scaled by gains 𝑑𝑟𝑧 and 1 − 𝑏. The term, 𝑑𝑟𝑧, defines the rate at which 𝑁𝐿𝐹 influences the 

pole radius 𝑟, thereby resulting in a compressive gain change in the linear filter of the CAR 

model while the term, 1 − 𝑏, is an AGC feedback that is capped at 1 indicating saturation in 

the hair cell. The 𝑁𝐿𝐹 is characterised by an inverse-square law that saturates at zero: 

 
𝑁𝐿𝐹(𝑣) =

1

1 + (𝑣 ∙ 𝑠𝑐𝑎𝑙𝑒 + 𝑜𝑓𝑓𝑠𝑒𝑡)2
 (2-15) 

 

where 𝑠𝑐𝑎𝑙𝑒 = 0.1 and 𝑜𝑓𝑓𝑠𝑒𝑡 = 0.04. The saturation of the 𝑁𝐿𝐹 is analogous to 

transduction with sigmoidal nonlinearity whereby, the response of the 𝑁𝐿𝐹 approaches zero 

as it saturates either positively or negatively. This saturation describes two-tone 

suppression, whereby one tone suppresses another tone [31]. Therefore, the OHC exhibits 

active undamping whereby, it increases its energy feedback to the BM exciting the 

magnitude of the travelling waves at low levels, and for loud sounds, the OHC suppresses 

the magnitude of the travelling waves. 



18 
 

 

Figure 2-10: The CAR model representing (a) travelling wave response from a discretely located spot along the 
BM appended with (b) OHC algorithm. Adapted from Lyon et al. [32]. 

The output of the CAR model is conditioned by an IHC algorithm illustrated in Figure 

2-11. The IHC is modelled with four first-order infinite impulse response (IIR) low pass filters 

(LPF). The first LPF implements a high pass filter (HPF) subtracted from unity. It serves the 

purpose of removing quadratic distortion below 20 Hz that mimics the helicotrema 

suppressing BM mechanical wave propagation at the apex. The motion of hair-like cilia 

bundle motion atop an IHC, which is affected by the BM travelling wave, is nonlinear. It is 

depicted as an NLF (nonlinear function) block in Figure 2-11 and has different characteristics 

from the NLF defined by equation (2-15) for the OHC. The IHC nonlinearity is defined by a 

soft rectifying rational-function sigmoid characterised by a cascade of equations from (2-16) 

to (2-19). The first equation in the cascade is a half-wave rectified (HWR) form of the high-

pass filtered BM motion, 𝑥, which signifies the unidirectional effect of the deflection of the 

cilia atop an IHC to the longest cilium: 

 𝑧 = 𝐻𝑊𝑅(𝑥 + 0.175) (2-16) 

 

The HWR output, 𝑧, is then placed in a rational function comprising cubic polynomials, which 

indicates the electrical conductance of an IHC: 

 
𝑔 =

𝑧3

𝑧3 + 𝑧2 + 0.1
 (2-17) 

 

The conductance, 𝑔, is scaled by a gain defined by the voltage across a capacitor, 𝑣, which 

produces an output current, 𝑦: 

 𝑦 = 𝑔𝑣 (2-18) 

 

The output current, 𝑦, is then used for updating the capacitor voltage, 𝑣+: 
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 𝑣+ = 𝑣 − 𝑐𝑂𝑈𝑇𝑦 + 𝑐𝐼𝑁(1 − 𝑣) (2-19) 

 

where 𝑐𝑂𝑈𝑇 and 𝑐𝐼𝑁 are the discharge and recharge rates of a capacitor used in a 

Schroeder-Hall hair cell analogue model [33], respectively. The output current, 𝑦 is 

smoothened by two LPFs generating neural activity patterns that are potentially observed at 

the auditory nerve. 

 

Figure 2-11: CAR-FAC digital inner hair cell (IHC) model. Adapted from Lyon et al. [34]. 

The output of the IHC algorithm drives an automatic gain control (AGC) loop-filter 

representing the mediating gain response of the medial olivo-cochlear (MOC). It consists of 

four LPFs with four distinct time constants illustrated in Figure 2-12(a). These are known as 

temporal smoothing filters (SFs), structured in a parallel-of-cascades form to ensure that the 

response of the AGC is fast, stable and non-ringing over a wide range of conditions. The 

transfer function is given by: 

 
𝐻(𝑠) =

𝑎3𝑠3 + 𝑎2𝑠2 + 𝑎1𝑠 + 𝑎0

4096 + 𝜏1
4𝑠4 + 5440𝜏1

3𝑠3 + 1428𝜏1
2𝑠2 + 85𝜏1𝑠 + 1

 (2-20) 

 

where 𝜏 is the time constant of an LPF. Solving equation (2-20) for poles and zeros location 

result in: 

 𝑃𝑜𝑙𝑒𝑠 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛: [−
1

𝜏1
, −

1

4𝜏1
, −

1

16𝜏1
, −

1

64𝜏1
]  (2-21) 

 

 
𝑍𝑒𝑟𝑜𝑠 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛: [−

1

1.54𝜏1
, −

1

7.20𝜏1
, −

1

24.59𝜏1
] (2-22) 

 

With the zeros and poles interleaved, the filter has a moderate roll-off slope and phase 

shift over a wide frequency range. Also, the AGC loop-filter operates at lower sampling rates 

than the CAR model. Through decimation, the fastest AGC stage is only updated every 

eighth sample period, and subsequent stages are updated less often at factors of two. The 

AGC filter-loop also encompasses spatial smoothing filters, where the gains of adjacent 

channels are maintained close to each other while reducing its dynamic range. A smoothing 

filter is implemented with a 3-point finite impulse response (FIR) smoothing filter, which is 

integrated with the earlier mentioned first-order temporal smoothing LPF as displayed in 

Figure 2-12(b). Coefficients 𝑐 is the temporal smoothing LPF time constant, and 𝑔 is the 
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input gain, while 𝑎 and 𝑏 are weights that define the degree of influence of the left and the 

right neighbouring temporal smoothing LPFs. 

 

Figure 2-12: (a) Automatic gain control (AGC) loop-filter of the CAR-FAC model. (b) Connection of each of the 

four nodes in (a) is made to a spatial smoothing filter. Adapted from Lyon [35]. 

2.1.3. Model Selection 

Table 2-1 summarises the features of the two auditory models presented above. To 

select one of the two auditory models to be implemented on FPGA, the Occam’s Razor 

principle is invoked, which states that when two models are capable of describing some 

observed data, the less complicated model is selected. The following compares the features 

of the two models to understand the complexities of both models: 

1) A DRNL filter in the MAP model requires eight parameters to generate the output of 

one cochlear section, while a CAR filter in the CAR-FAC model requires only six.  

2) According to Saremi [36], the CAR-FAC model is capable of reproducing 

experimental data more frequently than the MAP model. 

3) Also, according to Saremi [36], the CAR-FAC model has quicker computation time 

than the MAP model. 

The three factors above place the CAR-FAC model in an advantageous position over 

the MAP model over selection. However, the CAR-FAC model has already been 

implemented on the FPGA [4]–[6], [37], which rules it out of contention for implementation on 

an FPGA. The MAP model is only implemented in software in Matlab [38] and C [39], [40] 

but not on FPGA. Nonetheless, according to Saremi [36], the linear gammatone filter, which 

makes up the DRNL filter structure in the MAP model, can capture excitation patterns of a 

mammalian cochlea and is, therefore, capable of representing features in a sound signal. 

Inspired by this finding, a similar arrangement can be made by using only the linear filters in 

the CAR segment of the CAR-FAC model. Although the CAR model has already been 

implemented on FPGA [4], further modifications are performed to simplify its design and 

more importantly, reduce its size in terms of filter coefficients utilisation and storage in 
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accordance with the Occam Razor’s principle. The details of this implementation are 

presented in chapter 3. 

Cochlear Models Features 

MAP BM modelled with parallel gammatone filterbank with memoryless 
nonlinear compression [17]. 

Nonlinear biophysical cochlea model capable of characterising 
psychophysical features [24]. 

Capable of computing pitch from simple sound [41]. 

Real-time software implementation [39], [40] bridges the gap to 
hardware implementation. 

CAR-FAC BM modelled with “transmission-line” cascade filterbank 
simulating travelling wave of BM [3]. 

Amplitude-level dependent automatic gain control (AGC) to 
regulate the amplitude of BM response [42]. 

Accounts for psychophysical features such as two-tone 
suppression and cubic distortion tone and as such can potentially 
be used for general sound processing as well as biologically 
inspired research. 

Hardware implementation is available [4]–[6], [37] and can be 
integrated with subcortical and cortical filters. 

Table 2-1: Summary of computational models of the auditory pathway. 

2.2. Auditory Pitch 

Pitch is defined as the auditory sensation, where sounds are ordered on a scale used 

for melody in music. Alternatively, the pitch of a sound may also be described by the 

frequency of a pure tone at a specific sound pressure level that is perceived by a listener to 

match the perceived pitch of a complex sound [43]. In the next two subsections, two aspects 

of pitch are presented: studies of human pitch perception and pitch perception models. 

2.2.1. Pitch Perception 

Pitch perception studies are reviewed in this subsection to appreciate the inner workings 

of pitch perception models. The following paragraphs offer a brief history of early pitch 

perception experiments, which advocates algorithms used in current pitch perception 

models. 

One early pitch perception experiment was conducted by Seebeck, who used sirens to 

produce pitched sounds [44]. His first of two experiments included rotating a disk with 

equidistant-spaced holes near its circumference and channelling air through the holes as 

illustrated in Figure 2-13. He concluded that pitch is determined by the time it took for the 

compressed air to blow through from one hole to the next as the disk rotated. This duration 

is known as the period, and the inverse of this is the pitch of the sound perceived. When the 

amount of holes was doubled, the frequency of the siren also doubled, and the perceived 

pitch was an octave higher (first column of Figure 2-14A and Figure 2-14B). In the second 

half of his experiment, he used a disc with non-equidistantly spaced holes, such that the 

durations between the air puffs were regulated in the following order t1, t2, t1, t2, etc. He 

noticed that the pitch was equal to its highest periodicity (T = t1 + t2), as observed in the first 

column of Figure 2-14C. This attribute corresponds to the lowest perceivable periodic 

frequency known as the fundamental frequency (1/T Hz). However, the power at the 
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fundamental frequency was not significant to define the pitch. He concluded that the period 

of a sound signal is more dominant in determining pitch than its fundamental frequency. 

 

Figure 2-13: Pitch siren experiment setup used by Seebeck [44] and Strutt [45]. 

 

Figure 2-14: Pulses recorded from Seebeck’s siren experiment corresponding to the perceived pitch in the first 
column on the left, and Ohm’s application of Fourier transform showing the power spectrum of the frequency 

components in the second column on the right. 

Ohm devised the acoustical law [46] to explain the observations of Seebeck as seen in 

the second column of Figure 2-14. He applied Fourier’s theorem to decompose the 

waveform into frequency components and showed the power spectra of the components 

matched the periodic components Seebeck had observed. However, Seebeck maintained 
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that the low power spectra of the fundamental frequency determined by Ohm’s acoustical 

law was insufficient in explaining the strong pitch he perceived in the second half of his 

experiment as observed in the second column of Figure 2-14C (labelled as ‘1/T’) [47]. Ohm 

later called this effect an acoustical illusion [48]. Helmholtz attributed this effect to a 

superposition of nonlinear distortion introduced to the waveforms in the cochlea [49], which 

can be applied to the three types of stimuli in Figure 2-14. For a pure tone stimulus in Figure 

2-14A, nonlinear distortion is added to the sole frequency component, which enhances the 

perceived pitch. The same applies to the stimulus in Figure 2-14B. For the third stimulus 

containing two frequencies in Figure 2-14C, nonlinear distortion is added to the difference in 

frequency of the two components, i.e. 1/T. This characteristic means that the perceived pitch 

would still be significant at the fundamental frequency even if the fundamental frequency 

component itself is weak. For a complex periodic tone comprising multiple harmonic pure 

tones, the addition of nonlinearity to the frequency difference between any two neighbouring 

frequency components would still be at 1/T. In other words, a large harmonic content would 

ensure a considerable power added at the fundamental frequency. 

Fletcher devised an electronic circuit to repeat Seebeck’s experiments and filtered out 

low harmonics [49]. He found the perceived pitch to match the fundamental frequency as 

well as the frequency difference, thus reinforcing Seebeck’s and Helmholtz’s findings as well 

as putting forth the issue of weak fundamental frequency. Helmholtz’s theory was further 

strengthened indirectly by von Békésy’s observation of travelling waves on the basilar 

membranes (BM) in cadavers [50]. However, Schouten disprove Helmholtz’s frequency-

difference nonlinear distortion hypothesis to perceived pitch, described in the preceding 

paragraph. He generated a waveform from pulses with a filtered fundamental frequency of 

200 Hz and a 206 Hz pure tone. Based on Helmholtz’s frequency-difference hypothesis, a 6 

Hz repetitive beat is expected to be heard. Instead, no beats were heard, and the perceived 

pitch was still at 200 Hz. Furthermore, Schouten found that Helmholtz’s frequency-difference 

hypothesis also cannot account for shifted frequency components. He used an amplitude-

modulated waveform with components at 1,000 Hz, 1,200 Hz, and 1,400 Hz, and reported 

the pitch is perceived to be at 200 Hz. When the components were shifted upwards by 40 Hz 

(1,040 Hz, 1,240 Hz, and 1,440 Hz), it was found that the pitch also shifted upwards to 205 

Hz [51]. This attribute was further validated by Ritsma, who mapped several conditions for 

pitch shifts [52], [53]. 

Licklider’s two experiments further weakened Helmholtz’s nonlinear distortion 

hypothesis. In the first experiment, he developed a stimulus comprising only high harmonics, 

without any fundamental frequency component. A Fourier analysis of the stimulus confirmed 

the presence of only the high harmonic components and no indication of the fundamental 

frequency component. Despite the missing fundamental frequency, low pitch was still 

perceived from the complex tone of high harmonics. In the second experiment, Licklider 

formed a simple melody by changing the frequencies of the individual component of the high 

harmonics. He then added low frequency noise to the stimulus to mask nonlinear distortion 

effects that may have been contributed by the missing fundamental frequencies of the 

sequence of complex tones, forming the melody. He used Fourier analysis to ensure the 

absence of the missing fundamental frequencies. Despite the high-intensity levels of the 

noise, a low pitch melody can still be perceived [54]. He concluded that the frequency 

components found using Fourier transform, while valid in defining the spectral composition of 

a sound, is insufficient in defining perceived pitch, notably when fundamental frequencies 
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are missing. The results of Licklider’s  experiment have been repeated and reinforced by 

Thurlow [55] and Patterson [56]. 

Schouten used von Békésy’s findings of the mammalian basilar membrane (BM) to 

explain the phenomenon of missing fundamental frequency [57]. This explanation is known 

as the residue pitch theory, which comprises two stages. The first stage is the BM stage, 

where low frequency components of a complex sound are perceived as separate pure tones 

as opposed to complex tones at high frequency. The frequency resolution of the BM is lesser 

at high frequencies than at low frequencies, which means that a BM filter at low centre 

frequency has a narrower bandwidth than a BM filter at high centre frequency. As a result, 

low frequency components of a complex tone are output from the BM filters, which are close 

to pure tones because the narrow bandwidths of these BM filters profoundly suppress 

frequency components outside their respective centre frequency (CF) ratings. Therefore, 

sinusoidal signals output from BM filters at low frequency are resolved – one sinusoidal 

signal output from a single unique BM filter. On the contrary, high frequency components are 

unresolved. This notion is valid because BM filters at high frequencies have large 

bandwidths that integrate unsuppressed high frequency components close to their 

respective CF ratings.  

The temporal patterns in the output of the BM filters are also maintained in the auditory 

nerve firings, which are transmitted to the next stage. This stage of the mammalian auditory 

pathway comprises the cochlear nucleus, the primary auditory cortex as well as other 

cortical centres for pitch processing. How each cortical centre works individually to contribute 

to pitch perception has yet to be discovered, but there are several hypotheses on the 

collective operation between the cortical centres. Schouten’s explanation is one such 

hypothesis [57]. He explains that the temporal patterns in the unresolved components, 

known as residual components, which are preserved as fine-coded information from the 

auditory nerve firings interact with one another to formulate a periodicity in the cortical 

centres corresponding to the perceived pitch. In other words, this interaction of residual 

components results in a single combined output signal, and the perceived pitch is the 

inverse of the time duration between two significant peaks found in this output signal. Based 

on Schouten’s explanation whereby, since the temporal patterns are maintained throughout 

the cochlear and cortical centres, one may use the temporal pattern in an input sound signal 

directly for pitch perception analysis. 

An example of the residue pitch theory is illustrated in Figure 2-15, with a fine-structured 

waveform of a complex tone comprising 4th (800 Hz), 5th (1 kHz), and 6th (1.2 kHz) 

harmonics of a missing fundamental frequency of 200 Hz. By taking the inverse of the time 

between the two highest peaks in Figure 2-15(a), the residue pitch is calculable. This 

calculation equals to the missing fundamental frequency of 200 Hz. In Figure 2-15(c), when 

all the harmonic components are shifted slightly upwards (frequency increased slightly), 

using the same principle, the pitch is defined by t2. A secondary pitch, t1, is also perceived 

due to the proximity between its highest peak and second highest peak. The distances of the 

highest peak with smaller peaks also contributes to perceived pitch away from the 

fundamental frequency. However, the dominant pitch is defined primarily by the highest 

peaks. Hence, Schouten’s residue pitch theory is capable of addressing cases where 

fundamental frequency is missing in sound, as well as the perceived pitch shift effect. 
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Figure 2-15: Residue theory using the time duration between peaks of a complex sound to determine pitch: (a) 
Sound waveform missing its fundamental frequency with 3 harmonics and its (b) Fourier frequency components 
unable to indicate the fundamental frequency; (c) Sound waveform missing its fundamental frequency with shifted 
harmonic components and its (d) shifted Fourier frequency components not showing the fundamental frequency. 
Adapted from Wightman et al. [58]. 

A fundamental frequency calculated with residue pitch theory, using a fine-structured 

temporal waveform, is affected when the phase of a sound signal changes. This effect is 

observable from the waveform in Figure 2-16, which is made up of signals ranging from 5th 

(1,000 Hz) to 10th (2,000 Hz) harmonics with a fundamental frequency of 200 Hz. The 

harmonic signals with cosine phases are added to produce the bottom-placed waveform in  

Figure 2-16(a). Figure 2-16(b) displays the effect of adding random-phased harmonic 

signals. Using the residue theory, the pitches of the relative phase of these two waveforms 

are different. However, Patterson reported that the pitch perceived is the same despite 

relative phase changes, although the sound roughness altered accordingly [59]. Wightman 

had the same findings and developed a pitch model to explain the relative phase 

phenomenon over the residue theory [60]. Carlyon and Shackleton further found that this 

phase insensitivity is relegated only to low and mid-level harmonics, and when high-level 

harmonics above 3.9 kHz are introduced at alternating phase, the pitch doubled [61]. Meddis 

proceeded to explain these new findings as well as the phase sensitivity phenomenon, with 

the auditory model described in section 2.1.1 (MAP model) equipped with an autocorrelation 

function [62], which is presented in subsection 2.2.2.2. Meddis also designed a hypothetical 

physiological model [41], described in subsection 2.2.2.1, in an attempt to explain the 

capability of the auditory-autocorrelation model to showcase pitch perception information. 

An alternative pitch perception theory to residue pitch theory is global pitch, which 

contributes to the missing fundamental frequency, 𝑓0 as well as pitch shift effect. According 

to Brunstrom and Roberts, global pitch is the 𝑓0, of a periodic complex tone that best fits a 

harmonic template containing a distribution of resolved frequency components [63]. The 

harmonic template is a central pitch mechanism in the mammalian brain that is used as a 

reference for matching the harmonic content of a sound stimulus [64]–[66]. In terms of a 

missing 𝑓0, Bendor and Wang showed there exist pitch selective neurons in marmoset 
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monkeys that react to a pure tone as well as to a complex tone with missing 𝑓0 

corresponding to the pure tone frequency [67]. These neurons reside in the anterolateral 

border of the marmoset’s primary auditory cortex that are also found in humans [68]. The 

experiments of Bendor and Wang suggest that the activations of pitch-selective neurons 

corresponding to the missing 𝑓0 occur from the presence of the resolved harmonic contents 

in the stimulus. The resolved harmonics in the stimulus evoke harmonic-selective neurons in 

a template, which also collectively evokes the neurons corresponding to the 𝑓0 regardless of 

the presence of 𝑓0 in the stimulus. 

Regarding the pitch shift effect, Lin and Hartmann conducted several psychoacoustic 

pitch matching experiments and found that the perceived 𝑓0 is changed when a harmonic of 

the 𝑓0, known as a partial, is mistuned [69]. They concluded that the pitch shift perceived is 

due to a mismatch between the stimulus with mistuned partial and a tuned partial in a 

harmonic template in the brain. These pitch-shift effects have also been reported extensively 

by Roberts and Brunstrom [63], [70]–[72]. These psychoacoustic results have been 

reinforced by Feng and Wang [73], who found harmonic template-sensitive neurons in 

marmoset monkeys. Regarding computational models, an early model of the central 

processing of pitch template was suggested by Goldstein, who used complex tones stimuli 

[74]. Duifhuis et al. used Goldstein’s model on speech stimuli [65]. Scheffer modified 

Goldstein’s model to adhere to auditory frequency analysis [66]. Shamma and Klein 

attempted to model the central processing of harmonic templates using the contents of the 

cross-correlation between cochlear filter outputs [75]. An alternative central processing of 

pitch template is the SPINET model [76], which is described in subsection 2.2.2.3. 
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Figure 2-16: Residue pitch from fine-structured temporal waveform (bottom plots labelled as ‘Sum’) effect due to 
harmonic signals added in (a) cosine phase, and (b) random phase. Adapted from Wightman et al. [58]. 

2.2.2. A Survey of Auditory Pitch Models 

Pitch perception models can be categorised into two theories: spectral and temporal 

[77]. The spectral theory of pitch perception translates the place coding of the basilar 

membrane to account for the extraction of pitch information. Temporal theory involves the 

calculation of distances between peaks in the conditioned output signals represented in the 

time-domain from a cochlear model.  

Carlyon and Shackleton found that temporal models are better equipped than spectral 

models to extract pitch information from high-numbered harmonics, while spectral models 

are more capable of extracting pitch from low-numbered harmonics [61]. Their findings agree 

with Licklider’s proposal of determining pitch with a duplex model [54]. Sounds with low 

frequency components in the range of low pitch perceptual limit of 30 Hz [78], [79] and high 

perceptual pitch limit of 800 Hz  are resolved and pitch can be determined by place coding 

attributes of spectral theory. When the fundamental frequency is weak or missing, a 

temporal model can be used to extract pitch from the harmonics. For resolved harmonics in 

the range of 100 Hz to 400 Hz, pitch information can be reliably extracted from 3rd to 5th 

harmonics [80]. This range is known as the dominant region of pitch perception. The amount 
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of harmonics required to determine pitch increases beyond this range, which includes 

unresolved harmonics [81]. Despite the differences between spectral and temporal models 

of pitch perception, three such models are reviewed in the subsections below for 

consideration to be implemented on FPGA. 

2.2.2.1. Computational Physiological Model of Virtual Pitch 

Temporal regularity or periodicities can characterise virtual pitch or periodicity pitch in a 

sound signal as part of temporal pitch theory. A physiological model of virtual pitch [41] uses 

the auditory nerve (AN) signal as an input signal generated from the MAP cochlear model 

described in subsection 2.1.1. The model comprises four stages, as shown in Figure 2-17. 

Thirty AN fibres are connected to a ventral cochlear nucleus (VCN) units, and ten VCN units 

are connected to a single inferior colliculus (IC) unit, which are all corresponding to a unique 

best frequency (BF). The VCN unit enhances the periodicities in the sound signal, and the IC 

unit contains coincidence units that fire when it receives synchronous inputs from the VCN. 

At the final stage, the rate-based spikes are integrated to project the overall periodicity 

present in the sound signal. 
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Figure 2-17: Virtual pitch model showing (a) 4 stages from the auditory nerve (AN) to the cross-BF integrators, 
and (b) the connection between the cochlear nucleus (CN) and the inferior colliculus (IC) units. Adapted from 
Meddis et al. [41]. 

Each VCN unit contains multiple chop-S type chopper neurons [82], each of which fires 

at a fixed rate. Chopper neurons at the cochlear nucleus are also connected to onset 

neurons that contribute to timbre attributes, but the latter has been omitted from this model 

to ensure exclusivity to pitch extraction. The chopper neurons have thirty discrete chopping 

rates that are equally spaced between 60 and 350 spikes/s, and each chopper neuron is 

characterised by a simplified Hodgkin-Huxley model [83] of spike generation using a point 

neuron model [84]. The point neuron is influenced by four variables [85]: (2-23) 

transmembrane potential as a deviation from the cell resting potential; (2-24) a potassium 

conductance; (2-25) the time-varying threshold; (2-26) a binary spiking variable. 

Aside from the potassium levels, the parameters in the point neuron model are also 

heavily influenced by results from in vitro experiments, where stellate cells response in the 

cochlear nucleus are obtained by injecting electrical current to the AN fibres [86], [87]. With 

respect to the applied electrode input current, the change in the potential of a stellate 

chopper cell is calculated as: 

 𝑑𝐸(𝑡)

𝑑𝑡
=

−𝐸(𝑡) + {𝑉(𝑡) + 𝐺𝑘(𝑡)[𝐸𝑘 − 𝐸(𝑡)]}

𝜏𝑚
 (2-23) 

 

where 𝐸(𝑡) is the instantaneous cell-membrane potential above resting level 𝐸0; 𝐺𝑘 is the 

cell potassium conductance; τm is the membrane time constant; 𝐸𝑘 is the equilibrium 
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potential of potassium conductance with respect to the cell resting level; 𝑉(𝑡) is the 

instantaneous change in voltage due to an applied or synaptic current. 

The second variable, potassium conductance, is defined by: 

 𝑑𝐺𝑘(𝑡)

𝑑𝑡
=

−𝐺𝑘(𝑡) + (𝑏𝑠)

𝜏𝐺𝑘
 (2-24) 

 

where 𝑏 is the delayed rectifier potassium conductance strength; 𝑠 is a binary spiking 

variable either at 0 or 1; 𝜏𝐺𝑘 is the time constant of potassium conductance decay. The third 

variable is the rise in the time-varying threshold: 

 𝑑𝑇ℎ

𝑑𝑡
=

−[𝑇ℎ(𝑡) − 𝑇ℎ0] + 𝑐𝐸(𝑡)

𝜏𝑇ℎ
 (2-25) 

 

where 𝑇ℎ(𝑡) is the time-varying threshold of the cell; 𝑇ℎ0 is the resting threshold; 𝑐 is an 

accommodation constant; 𝜏𝑇ℎ is the time constant of the threshold rise. The fourth variable 

is the main output, which is a combination of transmembrane potential and the binary spiking 

variable: 

 𝑝(𝑡) = 𝐸(𝑡) + 𝑠[𝐸𝑏 − 𝐸(𝑡)] (2-26) 

 

where 𝐸𝑏 is the reversal potential of the cell such that 

 
𝑠 = {

0,          𝐸(𝑡) < 𝑇ℎ
1,          𝐸(𝑡) > 𝑇ℎ

  (2-27) 

 

To attain the different fixed spike rates, the frequency of firing is adjusted by changing either 

the potassium conductance (𝜏𝐺𝑘or 𝑏), membrane time constant, 𝜏𝑚, or the accommodation 

term, 𝑐. 

The VCN units of the same chopping rates are connected to a single IC unit, which is 

made up of the same algorithm as the VCN but with different parameters. Each IC unit has a 

coincidence detector, which upon receiving synchronous spike inputs from the ten 

channelled inputs connected to the VCN units, fire a spike. A single 10-VCN-to-1-IC module 

as shown in Figure 2-17(b) corresponds to a peak modulation gain at a specific best-

modulation frequency that is usually characterised by a bandpass filter if the signals are not 

spike-based [26]. The final stage of the model is equipped with integrators that sum the 

spike-based output signals from the IC units to a single dimension waveform. This waveform 

projects the periodicities in the sound signal, where the reciprocal of time duration between 

peak magnitudes indicate fundamental frequencies corresponding to pitch attributes present 

in the sound. 

2.2.2.2. Auditory - Autocorrelation Function (ACF) Model 

Under the temporal pitch theory, periodicity pitch can be determined using delays and 

coincidence detection as proposed by Licklider [88]. This mathematical method is known as 

the autocorrelation function (ACF) and is highly similar to Meddis’s physiological model used 

for deriving virtual pitch described in subsection 2.2.2.1 and in [41]. A variant of the ACF is 
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the cancellation model where multiplication operation in the ACF is replaced with a 

subtraction operation [89]. 

In terms of biological evidence, a delay line with coincidence detection has been found 

for sound localisation [90], [91] but not for pitch detection. Phase interactions between 

cochlear sections might account for synthesised delays of resolved partials but not for 

unresolved partials [92]. Hence, the ACF suffers from the lack of convincing biological 

evidence to support its hypothesis for its use in the brain for pitch detection, specifically with 

the use of the delay mechanism. Though, the virtual pitch model [41], described in 

subsection 2.2.2.1, surmises that the delays are attributable to the slow responses of 

chopper neurons in the cochlear nucleus. 

Regardless of the lack of biological support, the ACF model is used as an analytical tool 

in speech [93] and music [94] signal processing. In speech processing, vowel identification 

requires delays at approximately 10 ms [95], [96], and the ACF is an ideal algorithm for this 

task. It has also been used in computational auditory scene analysis, especially to find 

multiple fundamental frequencies in polyphonic musical signals from multiple sound sources 

at an instance [97]–[99]. 

The input to the ACF model can either be a single vector sound signal or a two-

dimensional time-frequency sound image in the form of either a spectrogram (calculated 

from Fourier transform) or a cochleagram (calculated from a cochlear model). Figure 2-18 

depicts a filterbank of ACFs connected to a cochlear model, whereby every row of the 

cochlear model is connected to a single ACF. 

 

Figure 2-18: Filterbank of autocorrelation functions (ACFs) operating in parallel on the cochlear model output 
(one ACF connected to one output section of the cochlear model). Adapted from Meddis et al. [62]. 

As my interest lies in auditory models, I will describe the operation of an ACF with 

respect to inputs from a cochlear model [100]. An ACF defines the similarity or correlation of 

a signal to the delayed version of itself. It is characterised by: 

 

𝑟𝑝(𝑐, 𝑡, 𝜏) = ∑ 𝑝

𝑛+𝑁−𝜏

𝑡=𝑛

(𝑐, 𝑡) ∙ 𝑝(𝑐, 𝑡 + 𝜏) (2-28) 
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where 𝑝 is an input signal of a cochlear section c from a cochlear model; 𝜏 is the delay or lag 

of the cloned original signal; 𝑁 is the total amount of output data points, 𝑟, corresponding to 

the amount of lags that is encapsulated in a window. Hence, 𝑟𝑝(𝑐, 𝑡, 𝜏) is the output signal of 

a single vector of samples pertaining to the delayed similarity at time, t. Stacking 𝑟𝑝(𝑐, 𝑡, 𝜏) 

over one another from the first cochlear section to the last, results in a 2D image known as 

an autocorrelogram or a stabilised auditory image. The ACF operation per cochlear section 

is graphically illustrated in Figure 2-19. 

 

Figure 2-19: Operation of an autocorrelation function (ACF). Vector of dark spots represents the original input 
signal, whereas white spots represent the cloned original signal that undergoes a delay process. A downward 

arrow represents a multiply operation, ‘x’ represents no operation and ‘Σ’ represents a sum operation. 

The periodicity of a signal can be extracted from an autocorrelated signal by finding the 

distance between adjacent peaks for every cochlear section. An alternative method is to use 

a summarised ACF signal [100]. This signal can be calculated by averaging 𝑟𝑝(𝑐, 𝑡, 𝜏) across 

the entire range of cochlear sections (totalling K), thereby generating a single temporal 

profile instead of K amount of parallel temporal profiles for pitch extraction: 

 

𝑟𝑠(𝑡, 𝜏) =
1

𝐾
∑ 𝑟𝑝(𝑐, 𝑡, 𝜏)

𝐾

𝑘=1

 (2-29) 

 

With the use of summary autocorrelograms, pitch extraction is possible by two methods. 

One method is by calculating the distance between either two significant neighbouring peaks 

or one peak relative to the peak at 0 delay, which equates to the pitch periodicity and its 

inverse is the pitch frequency [101]. The second method is to use a pitch matching algorithm 

by calculating the squared Euclidean distance, D2, between a template summary 

autocorrelograms containing pitch information reference and a summary autocorrelogram of 

the input sound signal, where the required pitch possibly resides [62]: 

 

𝐷2 = ∑(𝑟𝑠(𝑡, 𝜏) − 𝑟𝑠′(𝑡, 𝜏))
2

𝑏

𝑖=𝑎

 (2-30) 
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where 𝜏 = 𝑖 ∙ 𝑑𝑡; 𝑎 and 𝑏 are the range of lags used in the comparison. A small D2 specifies 

that the pitch information in the two summary autocorrelograms is similar, whereas a large 

D2 specifies dissimilarity between the two summary autocorrelograms. 

2.2.2.3. SPINET Model 

Spectral theories of pitch perception often use a central pattern recognition hypothesis 

to match spectral templates [74], [102]–[104]. There is physiological evidence supporting this 

hypothesis [73]. One model that characterises this hypothesis is the SPINET model by 

Cohen et al. [76]. 

Figure 2-20 displays the seven stages of the SPINET model. In stages 1 and 2, the 

model takes a sound signal as its input and streams the signal into a gammatone filterbank 

simulating the characteristic of the basilar membrane (BM), as illustrated in Figure 2-20. In 

stage 3, each gammatone filter output corresponding to a specific centre frequency is 

averaged over a 5 ms window to generate a short-term energy spectrum. In stage 4, a broad 

bandpass filter is then applied to the averaged values, which removes low and high 

frequency components of the perceived hearing range akin to the outer and middle ear 

filtering. 

Stage 5 models the spatial interactions of channels, whereby channels in closer 

proximity to a specific channel have a larger effect on that channel than channels further 

away. The interactions between the channels are defined by: 

 

𝑆(𝑓𝑖, 𝑛) = ∑ 𝑌(𝑓, 𝑛) (
|𝐻(𝑓𝑖, 𝑓𝑗, 𝜅𝑒𝑥)|

2

𝐴𝑒𝑥(𝑓𝑖)
−

|𝐻(𝑓𝑖, 𝑓𝑗, 𝜅𝑖𝑛)|
2

𝐴𝑖𝑛(𝑓𝑖)
)

𝐽

𝑗=1

 (2-31) 

 

where 𝑛 is the sample number; 𝑓𝑖 is the centre frequency of the channel; 𝑓𝑗 is the centre 

frequency of other gammatone filters; 𝐽 is the total number of gammatone filters; 𝜅𝑒𝑥 is the 

excitatory region, and 𝜅𝑖𝑛 is the inhibitory region set as a constant of the equivalent 

rectangular bandwidth (ERB) of a frequency channel; 𝐴𝑒𝑥 and 𝐴𝑖𝑛 are the areas of the 

excitatory and inhibitory regions, which are power spectrums, |𝐻(𝑓𝑖, 𝑓𝑗, 𝜅𝑒𝑥)|
2
 and 

|𝐻(𝑓𝑖, 𝑓𝑗, 𝜅𝑖𝑛)|
2
 summed over all the centre frequencies of the gammatone filterbank. The 

power spectrum of a gammatone filter is calculated as: 

 

|𝐻(𝑓𝑖, 𝑓𝑗, 𝜅)|
2

= [1 + (
(𝑓𝑗 − 𝑓𝑖)

𝜅𝑏(𝑓𝑖)
)

2

]

−4

 (2-32) 

 

where 𝑏(𝑓𝑖) is the bandwidth of a gammatone filter. With a flat power spectrum, the 

excitatory and inhibitory segments combine to output zero across the frequency spectrum, 

simulating the equilibrium response of neurons. 

Finally, in stages 6 and 7, a weighted harmonic summation is done: 

 
𝑃(𝑝, 𝑛) = ∑[𝑆(𝑚𝑝, 𝑛)]+

𝑚

ℎ(𝑚) (2-33) 
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[𝑥]+ = {

𝑥,       for 𝑥 > 0
  0,      otherwise

 (2-34) 

 

 
ℎ(𝑚) = {

1 − 𝑀 log2(𝑚) ,       for 𝑀 log2(𝑚) < 1
  0,                otherwise

 (2-35) 

 

where 𝑃 is the pitch strength; 𝑆(𝑚𝑝, 𝑛) is the non-negative spectral strength calculated in 

stage 5 and weighted by the distance between nominal pitch 𝑝 and harmonic frequency 𝑚𝑝; 

𝑀 defines the slope of the decay with harmonic number 𝑚. 

The output of the model is the pitch with the strongest activation. In other words, pitch is 

determined to be the value of 𝑝, with the largest pitch strength 𝑃. 

 

Figure 2-20: The SPINET model. Adapted from Cohen et al. [76]. 
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2.2.2.4. Model Selection 

Table 2-2 presents a summary of the three pitch models. The virtual pitch model has 

already been implemented in real-time on an analogue very large-scale integrated (VLSI) 

chip [105] and so is not considered for FPGA implementation. Both the SPINET and 

autocorrelation function (ACF) models are calculable on an FPGA. However, both models 

are computationally intensive as they rely heavily on multiplication and accumulate (MAC) 

operations.  

The ACF and SPINET models differ in the way they use MAC operations. For the ACF 

model, the multiply and accumulate operations are evoked consecutively for every input 

sample. However, this is not the same for the SPINET model, as the equations for 

calculating pitch combine multiply and accumulate operations are non-consecutively. In 

other words, these two operations are distributed separately throughout the model and do 

not appear in the order of the MAC sequence that is then processed iteratively. Iterative 

MAC operations are crucial in model selection since an alternative method is presented in 

chapter 4 to approximate MAC operations, which means the model with a higher iterative 

MAC operations usage is required to demonstrate the difference in computational resource 

utilisation between the MAC and the novel approximation operations. Thus, the ACF model 

is selected over the SPINET model for FPGA implementation. 

Although the ACF model is selected for FPGA implementation, its reliance on significant 

MAC operations to calculate an autocorrelogram poses a problem. This heavy reliance on 

MAC operations will undoubtedly, consume significant memory and power as well as utilise 

significant digital signal processors (DSP) on an FPGA, mainly if parallel computation is 

used. However, these computational resources can be minimised by pipelining the MAC 

operations, instead of computing the operations in parallel. Furthermore, and more 

importantly, a spike-based approach alleviates the use of MAC operations and offers a 

cheaper computing alternative. These are addressed with respect to the ACF models in 

chapter 4. 

Pitch Model Features 

Physiological Model Physiological model based on temporal pitch theory, which can 
be regarded as a general pitch model. 

Encompasses a chopper neuron algorithm to simulate a 
functional part of the ventral cochlear nucleus (VCN) and a 
functional part of the inferior colliculus (IC) to strengthen 
periodicities across cochlear sections. 

Autocorrelation Function 
(ACF) 

Mathematical equivalent of the virtual pitch physiological model. 

Correlation across delayed samples per cochlear section for 
every cochlear section. 

SPINET model Based on spectral pitch theory and central template matching 
hypothesis. 

Pitch determined by the strongest frequency channel activation. 
Table 2-2: Summary of auditory pitch models. 

2.3. Auditory Timbre 

According to the Acoustical Society of America (ASA) [106], timbre is defined as a 

multidimensional auditory sensation that enables a listener to distinguish two non-identical 

sounds of the same loudness, pitch, spatial location, and duration [107], [108]. It is an 

essential cue in the identification of a sound source, e.g. musical instrument, human 
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speaker, animal, other natural and man-made sound sources [43]. The dimensions of timbre 

are defined in subsection 2.3.1. 

In the next subsections, two aspects of timbre are presented: studies of timbre 

perception in subsection 2.3.1 and biologically-inspired auditory cortical models that may 

influence timbre perception in subsection 2.3.2. 

2.3.1. Timbre Perception 

One of the earliest studies of timbre perception was by Helmholtz. He gave a descriptive 

account of the physics of musical instruments, their playing styles and the types of tones 

generated [109]. In his PhD dissertation, Lichte reported that the timbre of complex tones 

has at least three dimensions: brightness, roughness, and fullness [110]. Brightness is the 

midpoint of energy distribution in the frequency domain. It has similar physical properties as 

sharpness [111], which is defined as the intensity levels of the high frequency components of 

a sound signal [112]. Roughness is the perception of an unpleasant sound [113] due to the 

presence of a low fundamental frequency component [114], [115], which produces a ripple in 

its amplitude over time in the range of 20 Hz to 200 Hz. Fullness is the presence of a broad 

range of frequency components, particularly at lower frequencies [116]. 

Timbre is also heavily influenced by the time-varying contour, especially at the onset 

(attack) or initial transient of a signal [117], [118]. Using early digital computers and musical 

notes from fourteen musical instruments, Luce found invariances in the attack phases 

unique to each instrument. This response was validated by Grey [119], who found that 

temporal cues such as attack as well as spectral cues such as brightness of monophonic 

musical signals (signals originating from a single musical instrument) are necessary to define 

timbre. However, Iversen found that by removing the attack phase of a monophonic musical 

signal, musical instruments can be still be identified by human listeners [120]. In spite of the 

progress of timbre perceptual research over time, it is beneficial to understand the 

underlying mechanics of the mammalian auditory system that allows us to perceive timbre. 

2.3.1.1. Modulation Filterbank 

Since the envelope of a sound signal carries vital information of the temporal 

dimensions of timbre, applying a temporal modulation filter is a sensible solution for 

representing the envelope of a carrier signal. In psychoacoustical studies, it has been found 

that low envelope frequencies with modulation peak rates of 3 to 4 Hz are associated with 

sequence rates of words and frequencies up to 20 Hz are associated with rhythm [121]. 

From 10 Hz to 200 Hz, modulation components define the roughness of a sound signal 

[122]. Such temporal modulation dynamics are found in a mammalian primary auditory 

cortex (A1) [123]. In addition, the same cortical region is also reactive to spectral envelope 

frequencies found in the range of 0.2 to 3 cycles/octave [124]. This form of spectral 

modulation is analogous to cepstral representation [125], which is the inverse Fourier 

transform of the logarithm of a sound signal spectrum. Spectral modulation is applied on a 

local scale of the spectrum, whereas the cepstral calculation is applied to the entire 

spectrum. It has been postulated by Shamma that the dimensions of spectral and temporal 

(spectro-temporal) modulations form the basis of representing timbre [126]. 

Modulation filterbanks can also characterise the responses of a group of neuronal cells 

in a mammalian primary auditory cortex (A1). The manner a group of A1 neuronal cells 
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respond to a stimulus is known as the spectro-temporal receptive field (STRF). The STRF 

responses of A1 neuronal cells are related to the Fourier transform, i.e. cells that are tuned 

broadly correspond to low ripple densities and cells that are sharply tuned are most sensitive 

to high ripple densities [127]. Similarly, A1 cells that best respond to slower dynamics are 

better tuned to low ripple velocities than cells sensitive to fast dynamics, which are tuned to 

high ripple velocities. The STRFs can be modelled from a functional perspective as selective 

modulation filters. Each filter is sensitive to a specific spectral resolution, known as scale, as 

well as to a temporal modulation, known as rate. Together, these STRFs form a filterbank 

corresponding to a wide range of psychoacoustical recordings of rate [128] and scale [129] 

sensitivities found in humans [130], [131] and animals [132]. 

2.3.1.2. Effect of Stimulus Type on Modulation Filterbank Response 

In an auditory computational model, the capability of a modulation filterbank emulating 

A1 neuronal response is dependent on the type of stimulus used and the linearity of the 

filterbank. In an experiment by Sahani and Linden [133], A1 neuronal responses of mice and 

rats were recorded with a presentation of random chord stimuli to the animals’ outer ear. 

Here, a random chord is a combination of pure tones with randomly selected frequencies 

[134]. The researchers then compared the A1 neuronal responses from the animal with 

responses from a linear STRF model. The input to the model was the same random chord 

stimuli used in the animal experiment. The stimuli were transformed into a spectrogram, 

which were then processed by the linear STRF modulation filters. It was found that the linear 

STRF model could only account for 18% to 40% of the A1 neuronal responses recorded 

from the animals. Using natural-sounding stimuli, inclusive of narrowband sound signals 

such as cricket calls to broadband sound signals such as gurgling creek, Machens et al. 

reported that only an average of 11% of the A1 neuronal responses of rats is accountable by 

a linear STRF model [135]. 

Yet another stimulus type is a broadband signal with sinusoidally modulated spectro-

temporal envelopes called moving ripples. Moving ripples have identical functions as regular 

sinusoids (pure tones) in measuring the transfer functions of linear filters [136]–[138]. The 

exception is that moving ripples are two-dimensional, covering spectral and temporal 

dimensions. They comprise a combination of pure tones having frequencies that are spaced 

logarithmically. Shamma, Versnel, and Kowalski found that approximately 90% of selected 

neurons in A1 of ferrets respond to moving ripples [136]. Transfer functions of an STRF 

modulation filterbank are derived as a result of the experiment with moving ripples stimuli, 

which are used in a predictive model to correlate the A1 neuronal response of ferrets in 

another experiment using naturally- and artificially-voiced vowels as stimuli [139]. It was 

found in the latter experiment that the moving ripple-derived transfer function of the STRF 

filterbank is capable of accounting 71% of the selected A1 neuronal responses to moving 

ripples. Aside from moving ripples, other selected methods of measuring A1 neuronal 

response include naturally- and artificially-generated bird chirps [140]. 

2.3.2. A Survey of Auditory Cortical Models 

Two biologically-inspired models of timbre perception are presented in this subsection to 

represent signals for the recognition of sound sources. Both these models use wavelet 

transform through a filterbank comprising of either multiple time or time-frequency 

components to extract either a temporal or spectro-temporal multiresolution representation 

of the envelopes present in the sound signal. 
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2.3.2.1. Dau’s Temporal Modulation Model 

The temporal modulation model is a psychoacoustical model that utilises a temporal 

modulation transfer function (TMTF) [128] to extract the envelope of an input sound signal at 

multiple temporal modulation rates [141]. It is a functional abstract of a mammalian auditory 

cortex determined from perceptual experiments. Figure 2-21 illustrates the model. The 

bandpass characteristics of the basilar membrane (BM) is modelled using a gammatone 

filterbank with centre frequencies ranging from 100 Hz to 4 kHz [142]. A gammatone filter is 

used widely as auditory filters, which has impulse response shaped like gamma distribution 

that mimics the response of a specific location on a BM [29], [143]. 

The output of each of the 24 gammatone filters is half-wave rectified and low-pass 

filtered at 1 kHz to simulate inner hair cell (IHC) characteristics. This processing preserves 

the envelope of high frequency components of the signal. The IHC output is transmitted to 

the adaptation stage to reduce large-signal envelope variations. The adaptation stage is a 

nonlinear model comprising five low-pass filters (LPFs) connected in series with a feedback 

loop on each filter. The time constants are different for each filter ranging from 5 ms to 500 

ms. The combined output of each of the five LPF fed back determines the amount of 

attenuation applied to the input signal [144]. 

The output of each of the adaptation stages is connected to a modulation filterbank, 

comprising 12 filters. The lowest modulation frequency filter is a low-pass filter (LPF) with a 

2.5 Hz cut-off. All other filters are bandpass filters (BPFs). BPFs ranging from 0 to 10 Hz are 

linearly scaled, and those between 10 Hz to 1 kHz are logarithmically scaled. The output of 

the temporal modulation filterbank is interpreted as a three-dimensional representation of an 

input sound signal, comprising amplitude, time and modulation centre frequency information. 

Internal noise with a constant variance is added to each modulation filter output to 

simulate the limitations of the resolution. This internal representation of the input sound 

signal is cross-correlated with several pre-acquired internal representation of the sound 

signal with high signal-to-noise (SNR). This form of optimal detector uses high correlation 

coefficients as a decision device to match and predict the performances of subjects on a 

trial-by-trial basis in a temporal modulation psychoacoustic experiment. 
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Figure 2-21: An abstract of the temporal modulation model. Adapted from Dau et al. [141]. 

2.3.2.2. Multiresolution Spectro-temporal NSL Model 

The multiresolution spectro-temporal model [127] is an abstract formulation of 

physiological recordings of the primary auditory cortex (A1) of the ferret [136], [145]. The 

spectral and temporal modulation contents of the auditory spectrogram are extracted using a 

modulation filterbank. The filterbank parameters correspond to spectro-temporal envelopes 

ranging from slow to fast rates temporally and from narrow to broad scales spectrally. The 

spectro-temporal receptive fields (STRF) are distributed at various frequencies along the 

frequency axis as displayed in Figure 2-22. The STRF can be defined using seed functions 

in the time domain, 𝑡, and frequency domain parameter, 𝑥, as follow: 

 ℎ𝑡(𝑡) = 𝑡2𝑒−3.5𝑡 𝑠𝑖𝑛(2𝜋𝑡) (2-36) 

 

 ℎ𝑠(𝑥) = (1 − 𝑥2)𝑒−𝑥2/2 (2-37) 

 

where ℎ𝑡 is a gammatone function [146]; ℎ𝑠 is a second-order Gaussian Gabor-like function 

that is usually used for describing spatial receptive field in vision literature [147]. For different 

rates, 𝜔, and scales, 𝛺, the seed functions are: 

 ℎ𝑡(𝑡; 𝜔) = 𝜔ℎ𝑡(𝜔𝑡) (2-38) 
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 ℎ𝑠(𝑥; 𝛺) = 𝛺ℎ𝑠(𝛺𝑥) (2-39) 

 

The seed function, ℎ𝑡, is used in a temporal function, ℎ𝑖𝑟𝑡, and ℎ𝑠 is used in a spectral 

function, ℎ𝑖𝑟𝑠. These temporal and spectral functions are each represented in an analytic 

signal equation format, which comprises two real-valued terms: the output of the seed 

function and a 90° phase-shifted output of the seed function. The temporal and spectral 

functions are defined as: 

 ℎ𝑖𝑟𝑡(𝑡; 𝜔, 𝜃) = ℎ𝑡(𝑡; 𝜔) 𝑐𝑜𝑠 𝜃 + ℎ̂𝑡(𝑡; 𝜔) 𝑠𝑖𝑛 𝜃 (2-40) 

 

 ℎ𝑖𝑟𝑠(𝑥; 𝛺, ∅) = ℎ𝑠(𝑥; 𝛺) 𝑐𝑜𝑠 ∅ + ℎ̂𝑠(𝑥; 𝛺) 𝑠𝑖𝑛 ∅ (2-41) 

 

where ℎ̂𝑡 and ℎ̂𝑠 represent Hilbert transform (90° phase-shifted) of the two seed functions, ℎ𝑡 

and ℎ𝑠, respectively; 𝛺 and 𝜔 are the spectral density and temporal velocity parameters of 

the filter defining discrete rates of change of spectral and temporal envelopes; Ø and 𝜃 are 

characteristic phases. From ℎ𝑖𝑟𝑡 and ℎ𝑖𝑟𝑠, the complex temporal impulse response, ℎ𝐼𝑅𝑇, and 

the complex spectral impulse response, ℎ𝐼𝑅𝑆, can then be defined as: 

 ℎ𝐼𝑅𝑇(𝑡; 𝜔, 𝜃) = ℎ𝑖𝑟𝑡(𝑡; 𝜔, 𝜃) + 𝑗ℎ̂𝑖𝑟𝑡(𝑡; 𝜔, 𝜃) (2-42) 

 

 ℎ𝐼𝑅𝑆(𝑥; Ω, ϕ) = ℎ𝑖𝑟𝑠(𝑥; Ω, ϕ) + 𝑗ℎ̂𝑖𝑟𝑠(𝑥; Ω, ϕ) (2-43) 

 

These complex impulse responses are capable of representing excitatory and inhibitory 

neuronal responses observed in a mammalian A1 [124], [136], [145]. The real components 

of the product of equations (2-42) and (2-43) result in the STRF: 

 𝑆𝑇𝑅𝐹 = ℛ𝑒{ℎ𝐼𝑅𝑇(𝑡; 𝜔, 𝜃) ∙ ℎ𝐼𝑅𝑆(𝑥; 𝛺, 𝜙)} (2-44) 

 

The differential sensitivity of A1 neuronal cells demonstrate the modulation drifts of 

spectral envelopes in two directions [148]: upward and downward. Neuronal cells exhibiting 

this property have spectral peaks that move upward and downward in frequency for an input 

signal with changing frequencies. However, in reality, most A1 cells are not strongly 

bidirectionally (upward and downward) sensitive. Instead, they are more responsive to either 

one direction (upward) or the other (downward). Regardless, the mathematical formulation 

defining these characteristics captures frequency modulation (FM) sweeps and amplitude 

modulations (AM) from the input auditory spectrogram [127]: 

 𝑆𝑇𝑅𝐹⇓ = ℛ𝑒{ℎ𝐼𝑅𝑇(𝑡; 𝜔, 𝜃) ∙ ℎ𝐼𝑅𝑆(𝑥; 𝛺, 𝜙)} (2-45) 
 

 𝑆𝑇𝑅𝐹⇑ = ℛ𝑒{ℎ𝐼𝑅𝑇
∗ (𝑡; 𝜔, 𝜃) ∙ ℎ𝐼𝑅𝑆(𝑥; Ω, ϕ)} (2-46) 

 

where ⇓ and ⇑ denotes downwards and upwards modulations drifts, respectively and ∗ 

defines complex conjugate. 
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Figure 2-22: The multiresolution spectro-temporal auditory cortical model. Adapted from Shamma et al. [126], 

[127]. 

2.3.2.3. Model Selection 

A summary of the two auditory cortical models are projected in Table 2-3. Dau’s 

temporal modulation model has been used for automatic speech recognition [149], 

assessing speech quality [150], predicting speech intelligibility in hearing-impaired subjects 

[151], detecting across-channel sound fluctuations [152], audio quality assessment [153], 

audio decoding for audio signal transmission [154], and a binaural sound signal detector 

[155]–[157]. 

Like Dau’s model, the NSL model extracts temporal modulation information from a 

sound signal. In addition, the NSL model also extracts spectral modulation information. The 

combination of spectro-temporal modulation information from the NSL model has several 

features. It can be resynthesised to restore perceptually intelligible speech, advantageous 

for speech compression [158] and as a result, has also been used in speech intelligibility 

experiments [159]. Other applications of the NSL model include source separation of speech 

signals by gender [160], speech detection amid animal vocals, music and environmental 

sounds [161], noise suppression in speech signals [162] or speech enhancement [163], 

phoneme discrimination for automatic speech recognition [164], automatic speech emotion 

recognition [165], and investigation of speech signal reconstruction quality under various 

spectro-temporal fluctuations [166]. 

Aside from speech signals, the NSL model is also used for musical timbre classification, 

which has resulted in a musical instrument classification accuracy as high as 98.7% [167] 

using a support vector machine (SVM) and 11 musical instrument classes. Burred et al. used 

an alternative method of extracting spectro-temporal envelopes using sinusoidal modelling, 

frequency interpolation, and principal component analysis to attain a score of 94.9% musical 

instrument classification accuracy from five instruments [168]. Eronen and Klapuri used 

temporal features such as rise-time and decay-time in addition to temporal envelope 

information as well as spectral features using mel-frequency cepstral coefficients (MFCC), 

representing discrete magnitudes of short-term power distributed on a nonlinear frequency 

scale, to achieve 80% classification of 30 musical instruments [169]. Out of all the models 

mentioned above, the NSL model has the highest classification accuracy of musical 

instruments. Hence, the NSL model is selected to be implemented on FPGA. 
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Auditory Cortical Model Features 

Dau‘s Temporal Modulation 
Model 

Nonlinear adaptation. 

Temporal modulation filterbank implemented. 

Features extracted from temporal modulation filterbank 
output to match the performances of subjects in a 
psychoacoustic experiment. 

Multiresolution Spectro-
temporal NSL Model 

Spectral and temporal (spectro-temporal) modulation 
filterbanks implemented. 

Neuronal cell directionality capturing upward and 
downward modulation drifts. 

Features extracted from spectro-temporal receptive fields 
(STRFs) under various spectral densities and temporal 
velocities capable of representing features for classifying 
musical instruments accurately up to 98.7% [167]. 

Table 2-3: Summary of auditory timbre models. 

2.4. Chapter Summary and Conclusion 

In this chapter, a brief description of a mammalian auditory pathway is presented along 

with psychoacoustical studies of human pitch and timbre perceptions. Two cochlear models, 

three pitch perception models, and two timbre perception models are reviewed. Out of the 

two cochlear models reviewed, the CAR segment of the CAR-FAC model is selected to be 

modified and implemented on FPGA, which is presented in chapter 3. A pitch perception 

model, the ACF model, is selected to be fitted with a novel algorithm to run on an FPGA, 

which is presented in chapter 4. For timbre perception, the multiresolution spectro-temporal 

auditory cortical model is selected to be modified and implemented on FPGA with selected 

algorithm segments from the other reviewed timbre models to be included as well. The 

details of this design and FPGA implementation are covered in chapter 5. The capabilities of 

the selected pitch models and timbre model are also showcased in chapters 6 and 7 for the 

classifications of monophonic musical notes and musical instruments, respectively. 
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3. CAR-Lite: A Multi-Rate Cochlear Model 

The cochlear models reviewed in chapter 2 operate at a single sampling rate. This 

chapter presents a cochlear model operating at multiple sampling rates, which is 

implementable on hardware. Out of the two cochlear models reviewed in chapter 2, the 

cascade of asymmetric resonator (CAR) filter configuration from the CAR-FAC model is 

selected to be implemented with multi-rate operation. The reason behind this selection is 

because the CAR configuration [1] characterises most biological features when compared to 

other configurations [2] and enables real-time implementation [3]–[5]. 

3.1. Motivation 

The degree of sophistication of an auditory cochlear model configuration is dependent 

on the signal processing algorithm used in the acquisition of spectral information from a 

sound signal. With a sophisticated cochlear model, digital hardware such as an FPGA 

running an algorithm using a number of filters running in the time domain to capture these 

spectra is affected by the significant number of filter coefficients that require non-volatile 

storage. This characteristic, in turn, impacts memory and silicon area costs as well as power 

consumed by the hardware, which is a significant factor for signal processing engineers to 

avoid using auditory models to develop real-world applications. Instead, they rely heavily on 

computationally cost-saving algorithm such as the fast Fourier transform (FFT) [6] for 

hardware implementation [7], [8], which represents spectral information of a sound signal in 

the frequency domain [9], [10]. 

In this chapter, an attempt is made to reduce the computational costs of an auditory 

model by introducing a multi-sampling-rate cochlear model, as per Occam’s Razor principle. 

As observed in section 3.2, the multi-sampling-rate used across octaves enables coefficients 

from one octave to be reused for the other octaves, which leads to the reduction of filter 

coefficients as well as digital hardware computational resources on the FPGA. Because of 

its small scale and simplicity, the cochlear model output can be fitted with other sophisticated 

algorithms to process perceptual sound cues. As an illustration, the multi-rate cochlear 

model from section 3.2 is modified with a novel spiking algorithm to capture sound 

intensities, which is presented in section 3.3. The multi-rate cochlear model is also used as a 

frontend model cascaded with other models to characterise pitch and timbre cues, which are 

described from chapters 4 to 7. 

3.2. A Multi-Rate Cochlear Model 

This section presents a multi-sampling rate cochlear model. Subsection 3.2.1 revisits 

the CAR model, where more of the model’s characteristics are presented before subsection 

3.2.2 introduces the multi-rate model. Subsections 3.2.3 and 3.2.4 present an 

implementation of the model on FPGA. Subsection 3.2.5 discusses the software and 

hardware characteristics of the model, and subsection 3.2.6 compares filter coefficients 

usage of the model with the CAR model. Subsection 3.2.7 presents the response of the 

model to a log chirp signal while subsection 3.2.8 presents the model response to a musical 

signal. 



55 
 

3.2.1. CAR Model Revisited 

Chapter 2 provides an overview of the CAR-FAC model. This section presents an 

expansive view of the CAR segment of the CAR-FAC model, which is a precursor to the next 

section. As described in chapter 2, the CAR model [11], [12] uses a cascade filterbank to 

model sound wave propagation of the basilar membrane in the cochlea [13]. Each filter in the 

filterbank is known as an asymmetric resonator (AR) [14], which is configured as a two-pole-

two-zero filter with an infinite impulse response (IIR). The AR has an asymmetric gain 

response shaped like a skewed bell-shaped curve, which is defined by a shallow gradient 

before its centre frequency (CF) and a steep gradient after the CF. 

Coefficients of the AR placed at the start of the cascade filterbank result in a resonance 

corresponding to a high CF. ARs placed after that, have coefficients resulting in decreasing 

CFs. The transfer function of an AR [1], H(z), is defined in chapter 2 but is reiterated here for 

clarity: 

 
𝐻(𝑧) =

𝑦

𝑥
= 𝑔 (

𝑧2 + (−2𝑎 + ℎc)𝑟𝑧 + 𝑟2

𝑧2 − 2𝑎𝑟𝑧 + 𝑟2
) (3-1) 

 

where x is the input signal; y is the output signal; coefficients a and c are the real and 

imaginary components of a complex signal. They are computed as follow: 

 
𝑎 = cos (2𝜋

𝑓𝑐

𝑓𝑠
) (3-2) 

 

 
𝑐 = sin (2𝜋

𝑓𝑐

𝑓𝑠
) (3-3) 

 

where fc is the centre frequency of the filter and fs is the sampling rate. Coefficients h 

controls the distance of zeros from the frequency of the poles and is set to the real 

components of the ringing frequency, c. r is the radius of the poles and zeros in the z-plane 

and g is an overall unity gain at DC defined by: 

 
𝑔 =

1 − 2𝑎𝑟 + 𝑟2

1 − (2𝑎 − ℎ)𝑟 + 𝑟2
 (3-4) 

 

3.2.2. CAR-Lite 

The CAR-Lite cochlear model is based on the single sampling rate CAR model but has 

multiple sampling rates. Figure 3-1 displays its configuration. Each filter in CAR-Lite is 

organised in a closed-couple form [1] comprising two split first-order difference equations 

from the transfer function defined in equation (3-1). Calculation of the coefficients in CAR-

Lite is identical to that of the CAR model [1], [3]–[5], [12] for the first 12 sections, i.e. for the 

highest octave, o1. We used 12 sections as there are 12 musical notes in an octave from A 

to G# (7 major notes from A to G and 5 sharp notes from A# to G#). This note range applies 

to all octaves for any pitched musical instrument in the RWC database [15], which are used 

in the classification exercises in chapters 6 and 7. The CFs of the 12 ARs in an octave are 

equally spaced on a log scale spanning from 𝑓𝑠/4 to 𝑓𝑠/8. The ratio of the CF to the 
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bandwidth, known as Q, of every AR remains the same. In other words, the CAR-Lite model 

has a logarithmically spaced constant-Q filterbank. 

Coefficients a, c, and g of the 12 ARs in o1 are pre-computed with the settings in 3.2.3. 

Coefficient r is calculated for only the 12 ARs in o1, which are then reused for all other 

octaves: 

 𝑟 = 1 − 𝜁2𝜋𝑓𝑐/𝑓𝑠 (3-5) 

 

where ζ is the damping factor set at 0.28 to ensure minimum peak gain response error 

between neighbouring filter sections calculated from equation (3-1) to maintain constant gain 

responses across the 12 ARs. The 12 r values are empirically modified to reduce the errors 

further. This modification is done by iteratively adjusting r for every neighbouring pair of filter 

sections up to 3 decimal places until the errors of their respective gains are minimal. 

At the next lower octave, o2, the same set of coefficients, namely a, c, g, and r, are 

reused, but the sampling rate is halved. This technique ensures that the ARs in o2 have the 

same gain response as the ARs in o1. However, the centre frequencies (CFs) of the ARs in 

o2 are halved with respect to the CFs of the ARs in o1 in accordance with sound wave 

propagation in BM in decreasing CFs. On FPGA, this technique brings forth three 

advantages. Firstly, only coefficients from ARs in o1 require storage, which conserves 

memory by as many as N times. Here, N refers to the number of octaves. Secondly, a 

halving sampling rate can be implemented simply by ignoring every second input sample to 

o2. This technique is applied to all other octaves, with the sampling rate reduced according 

to: 

 𝑓𝑠(𝑛) = 𝑓𝑠(1)/(2𝑛−1) (3-6) 

 

where n is the octave index number and 𝑓𝑠(1) is the sampling rate at the highest octave, o1. 

Hence, no expensive division circuit [16], [17] is required to be implemented on FPGA.  

The last advantage is that only a single AR circuit needs to be implemented on FPGA to 

process all the cochlear section. The use of this circuit can be pipelined through time-slicing 

– an allocated amount of time is given for a cochlear section to be processed by this circuit 

with the output sample fed to the input of the next section, which is processed by the same 

AR circuit for the same duration of allocated time. In this way, no extra circuit is required to 

process multiple cochlear sections. 
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Figure 3-1: The CAR-Lite model with the sampling rate halved at the start of each octave. 

The ARs used in CAR-Lite are low-pass filters with a resonant gain around CF, but they 

all have a 0-dB gain at DC as observed for the low-frequency slopes in Figure 3-10(a). This 

characteristic can be used to represent the basilar membrane (BM) displacements. 

However, inner hair cells (IHCs) are sensitive to BM velocity, which means 6 dB per octave 

pre-CF low-frequency slopes are required. One way to compute BM velocity is to implement 

a temporal differentiation step by taking the difference of the output at previous and current 

discrete times from the same section. However, this reliance on previous time values 

requires additional storage. A simple solution is to take the difference between neighbouring 

sections since the output of the previous section is the input to the current one. Therefore, 

there is no need to store the previous time AR filter output, which conserves memory size 

equivalent to the total number of cochlear sections for the BMd signal. This lateral section 

difference technique is applied to the output of the CAR filters to calculate the BM velocity, 

BMd: 

 𝐵𝑀𝑑(𝑠, 𝑡) = 𝑦(𝑠, 𝑡) − 𝑦(𝑠 − 1, 𝑡) (3-7) 

 

where y(s,t) is the AR output of section s at time t. As a result, the pre-CF low-frequency 

slopes have the desired gains of 6 dB/octave as observed in Figure 3-10(c). 

Biologically plausible models characterise the mechanical-to-electrical transduction 

process in the IHCs in several ways. Sumner et al. [18] modelled an IHC with a sigmoid 

function based on an analogue circuit to generate a voltage output to initiate the release of 

neurotransmitters for spike generation in the auditory nerve (AN). Carney [19], Zhang et al. 

[20], and Zilany et al. [21] modelled the IHC voltage output using a logarithmic compression 

function and a low-pass filter (LPF). Here, the LPF is a smoothing filter to remove high-

frequency artefacts generated from the nonlinear functions. The nonlinear functions used in 

these models are fundamentally sigmoidal functions that can be abstracted as half-wave 

rectifiers (HWR) [22]. Such an HWR is used to model the IHC in the CAR-Lite model: 

 
𝐼𝐻𝐶(𝑠, 𝑡) = {

𝐵𝑀𝑑(𝑠, 𝑡),            𝐵𝑀𝑑(𝑠, 𝑡) ≥ 0
0,                             𝐵𝑀𝑑(𝑠, 𝑡) < 0

 (3-8) 
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An LPF is not used after the HWR because the IHC signal is not used as input for 

auditory spike generation at the next stage. Hence, introducing an LPF after the HWR 

needlessly adds redundant computation. Although this makes the IHC stage redundant for 

the CAR-Lite model, it is retained here for completeness of the output of the CAR-Lite model 

and to ensure that the size of the model remains small. Furthermore, the IHC signal from the 

CAR-Lite model is used as input to the auditory models described in section 3.3 and 

chapters 4 and 5, which are then low-pass filtered in adherence to the aforementioned 

biologically plausible models. 

The auditory nerve (AN) spikes output after the IHC stage is generated at positive zero-

crossings of the BMd signal, which is different from biologically plausible models, where the 

IHC signal is used instead of the BMd signal: 

 
𝐴𝑁(𝑠, 𝑡) = {

1,            𝐵𝑀𝑑(𝑠, 𝑡) < 0 𝑎𝑛𝑑 𝐵𝑀𝑑(𝑠, 𝑡) ≥ 0.01
0,            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                

 (3-9) 

 

The BMd signal is selected over the IHC signal at this stage because positive zero-crossings 

is achievable by checking only the most significant bit of the BMd signal, when it changes 

from 1 to 0, instead of the entire bit width when an IHC signal is used. Hence, this algorithm 

reduces runtime logic elements on hardware. An arbitrary amplitude threshold of 0.01 is 

introduced to equation (3-9) to avoid spike generation by sound signals with very low 

amplitude out of a full-scale amplitude range of -1 and +1. Additionally, binary spikes from 

equation (3-9) are capable of characterising periodicity in the input sound signal, which 

indicates a simple manner of accounting for pitch information as presented in chapters 4 and 

6. However, the intensity level of the input sound signal cannot be characterised by such 

spikes. To accommodate the intensity level, section 3.3 describes a modified CAR-Lite 

model extended with a new algorithm. 

3.2.3. Fixed-Point Implementation 

The CAR-Lite model was implemented initially in floating-point arithmetic to acquire a 

benchmark response and subsequently, converted to fixed-point numbers in Matlab. The 

fixed-point model is used as the reference model for an FPGA implementation via 

SystemVerilog. From the floating-point implementation, the CAR-Lite model is simulated with 

nine octaves totalling 108 sections. The centre frequencies (CFs) from the filters span from 

50 Hz to 24 kHz, which cover the range of human hearing. The sampling rate for the first 

octave, o1, is set at 96 kHz and is halved for every octave down the cascade. Therefore, the 

second octave, o2, operates at a sampling rate of 48 kHz, and the final octave, o9, operates 

at 375 Hz sampling rate. 

Subsection 3.2.3.1 presents the determination of the bit widths of the coefficients of the 

CAR-Lite model as well as bit widths of its input and output signals. Subsection 3.2.3.2 

presents the dynamic range of the model based on the set bit widths from subsection 

3.2.3.1. 

3.2.3.1. Bit Widths of Signals and Coefficients 

In the FPGA implementation of the CAR [3] and CAR-FAC [25] models with a single 

sampling rate, the coefficients are set to 16 bits. Since CAR-Lite is aimed to be a simple and 
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small implementation of a silicon cochlea, a review of the bit widths of the fixed-point 

implementation is required to ensure that the coefficients are set at the minimum bit widths 

to generate output responses close to the floating-point model. The input signal used for 

testing the bit widths is a log chirp. The details of this signal are given in subsection 3.2.7. 

The output signal used is the AR output, representing the basilar membrane (BM) output. 

With this signal, the gain response of the BM output signal (from 108 ARs) is generated and 

compared with the floating-point gain response. Details of the gain response calculation are 

given in subsection 3.2.7. The AR coefficients are set separately at 8 bits, 12 bits, and 16 

bits. The input signal is set at five different bit widths: 8 bits, 10 bits, 12 bits, 14 bits, and 16 

bits. 

Figure 3-2 displays the gain responses of the floating-point and fixed-point 

implementations for 8 bits AR coefficients and input signal ranging from 8 bits to 16 bits. 

Figure 3-3 displays the 2D correlation coefficients (CC) of the comparison between the 

floating-point implementation and the combinations of bit widths of the AR coefficients and 

the input signal cited in the previous paragraph. The gain responses are treated as 2D 

images to quantify the degree of similarity, which is calculated with the following equation 

[26]: 

 
𝑟 =

∑ ∑ (𝐴𝑚𝑛 − �̅�)𝑛 (𝐵𝑚𝑛 − �̅�)𝑚

√(∑ ∑ (𝐴𝑚𝑛 − �̅�)2
𝑛𝑚 )(∑ ∑ (𝐵𝑚𝑛 − �̅�)2

𝑛𝑚 )
 (3-10) 

 

where 𝑟 is a correlation coefficient; 𝑚 is the row number; 𝑛 is the column number; 𝐴 and 𝐵 

are the two 2D matrices to be compared; �̅� and �̅� are the mean of the 2D matrices. 

When 8 bits AR coefficients and 8 bits input signal are used, the gain response appears 

to be the noisiest as observed in Figure 3-2(b). This characteristic is corroborated by the 

lowest 2D correlation coefficient (CC) score of 0.569 in Figure 3-3. As the bit width of the 

input signal is increased, the gain response begins to appear more like the floating-point 

gain response. The increase of the CC also corroborates this characteristic. It is expectedly 

the highest for 16 bits coefficients and 16 bits input signal. Using a small bit width for the 

input signal at 8 bits, and scaling up the bit widths of the AR coefficients from 8 bits to 16 bits 

does not result in any improvement to the CC – the CC remains at its lowest at 

approximately 0.57 similar to when 8 bits AR coefficients and 8 bits input signal are used. 

Conversely, when the input signal is fixed to 16 bits, and the bit widths of the AR 

coefficients are increased from 8 bits to 16 bits, the CC improves significantly by 38% as 

opposed to when 8 bits input signal is used. So, to ensure a high similarity between the 

benchmark software floating-point and hardware fixed-point responses, the bit width of the 

input signal should be set high, while the bit widths of the AR coefficients can be set low. 

Although the CCs reflected in Figure 3-3 for 8 bits AR coefficients is lower than 12 bits and 

16 bits AR coefficients for 16 bits input signal, the conservation of memory is prioritised over 

the small differences observed in the CCs. Hence, the AR coefficients are set to 8 bits, and 

the input, the BM output, BMd output, and the IHC signals are set to 16 bits. The AN spike is 

a single bit signal. 
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Figure 3-2: BM signal gain response of the (a) floating-point implementation and fixed-point implementation with 
8 bits coefficients and (b) 8 bits, (c) 10 bits, (d) 12 bits, (e) 14 bits, and (f) 16 bits input signal. 

 

Figure 3-3: Correlation coefficients showing the similarity between the floating-point and the fixed-point BM gain 
responses for various AR coefficients and input signal bit widths. The input signal is at 0 dB full-scale (FS). CC 
score (of 0.953) in bold blue font shows the selected bit widths of the AR coefficients and input signal at 8 bits 
and 16 bits, respectively. 

3.2.3.2. Dynamic Range 

Dynamic range, 𝐷𝑅, is the ratio of the maximum (𝑥𝑚𝑎𝑥) and minimum (𝑥𝑚𝑖𝑛) value that 

can be represented in a signal [34]. In music, the DR signifies the quality [35] of a musical 

signal affecting its emotional influence to a listener [36]. The DR also affects the quality of a 

speech signal, which impacts both normal-hearing and hearing-impaired listeners [37]. The 
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DR of a human auditory system is approximately 140 dB [38]. However, the DRs are lower 

for different categories of sound signals, i.e. 30 dB to 60 dB for speech [37], and 20 dB to 60 

dB for music [39]. 

DR is expressed in decibels (dB) as: 

 𝐷𝑅 = 20 log10 (
𝑥𝑚𝑎𝑥

𝑥𝑚𝑖𝑛
) (3-11) 

 

where for an 𝑁 bit fixed-point signal, 𝑥𝑚𝑎𝑥 is calculated as 2𝑁, and 𝑥𝑚𝑖𝑛 is the interval 

between two consecutive N bit numbers, i.e. 1 for 16 bits fixed-point numbers. Since the bit 

widths of the BM, BMd, and IHC signals are all dependent on the input signal, the input 

signal determines the dynamic range of the CAR-Lite model. 

Using the values of the last paragraph in section 3.2.2 as an illustration, let us assume 

an input signal is having 𝑥𝑚𝑎𝑥 = 2 based on the difference between the peak-to-peak 

amplitudes of +1 and -1, and 𝑥𝑚𝑖𝑛 = 0.01 based on the arbitrary amplitude threshold of  

0.01. Then the dynamic range of the model is 46 dB [= 20 log(2/0.01) using equation 

(3-11)]. Consequently, each sample in the BM, BMd, and IHC signal requires a minimum of 

8 bits ≈ ⌈log2(2/0.01)⌉ to be represented. However, without considering an automatic gain 

control (AGC), this dynamic range is insufficient in representing music [24] as well as speech 

[23] range of approximately 60 dB sound pressure level. Thus, a higher BMd bit width must 

be used. 

With the input signal, BM, BMd, and IHC signal set a bit width of 𝑁 = 16 bits, then 

𝑥𝑚𝑎𝑥 = 2𝑁 = 65,536 and 𝑥𝑚𝑖𝑛 = 1. The dynamic range of the model is 96 dB [= 20 log(216/

1)]. In this case, the DR of the CAR-Lite model is larger than the DRs of speech and musical 

signals mentioned in the preceding paragraph. Hence, the model is capable of representing 

such signals, which will be seen throughout this dissertation, starting in subsection 3.2.8. 

3.2.4. FPGA Implementation 

An Altera Cyclone V FPGA (target FPGA chip: 5CGXFC5C6F27C7N) is used to 

implement the CAR-Lite model with a system clock speed of 250 MHz and an audio codec 

sampling rate set at 96 kHz. Figure 3-4 displays the architecture of the FPGA 

implementation of the CAR-Lite model. The model is characterised by two modules: a 

supervisor module and an equation module. The supervisor module invokes the equation 

module using time-multiplexing, as well as manages the flow of computation by controlling 

resources. These resources include the cochlear section to be processed and the 

transmission of its corresponding coefficients and data into the equation module. The 

equation module implements the AR difference equations defined by the transfer function in 

equation (3-1), as well as equations (3-7), (3-8), and (3-9) for BMd, IHC, and AN stages, 

respectively. The operations between these equations are serialised but are not pipelined to 

ensure a simple supervisor module circuitry. 

Figure 3-5(a) illustrates the FPGA operations of the CAR-Lite model upon the arrival of 

an audio sample. The octave processing control (OPC) and the section processing control 

(SPC) in the supervisor module determines the cochlear octave number and cochlear 

section number to run at T0 and T1, respectively. Once determined, the supervisor module 
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transmits the relevant coefficients and signal samples to the equation module before going 

into IDLE mode. At T3, the equation module is awakened from an IDLE state and processes 

the cochlear equations mentioned in the preceding paragraph. Before the equation module 

finishes, the supervisor module pre-empts the next cochlear section to be processed and 

prepares its corresponding coefficients. As soon as the equation module finishes, it goes 

briefly into an IDLE state (not shown). During this time, the SPC transmits the coefficients 

and the input samples for the next section to be processed at T4. The reason behind this 

waiting is because the input to the next section is the output of the current section and thus, 

requires the completion of the equation module. The same operation shown between T0 to 

T4 is applied to all other sections until the end of an octave, as shown in Figure 3-5(b), is 

reached. At this time, either a new octave is invoked with the same procedure, or the 

operation is ceased, and the supervisor and equation modules transition into an IDLE state. 

 

Figure 3-4: Architecture of the CAR-Lite model implemented on FPGA. 
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Figure 3-5: FPGA output vector waveforms of the supervisor and equation modules operating at (a) the arrival of 
an audio sample; and (b) the end of the processing of a cochlear octave, where 12 cochlear sections have been 
processed at a specific sampling rate. 

3.2.4.1. Supervisor Module 

The supervisor module oversees the running of the CAR-Lite model, whose equations 

are housed in the equation module. The module has a finite state machine (FSM) that 

controls which octave and which sections are processed at any time. It uses two states to 

achieve this: octave processing control (OPC) and section processing control (SPC). The 

former is explicitly used for controlling multiple sampling rates across octave groups, 

whereas the latter is used for selecting coefficients and data entry into the equation module.  

The OPC state implements sampling rate reduction by a factor of 2 for every octave 

from o2 to o9. These octave groups ignore every second input sample. A 9 bit register is 

used to administer the activation of octaves, where every 1 bit is allocated to an octave 

group, i.e. bit 1 to o1, bit 2 to octave o2, up to bit 9 to octave o9. Two conditions are required 

to activate an octave group as defined by the following Boolean control logic: 

 𝐵(𝑛, 𝑡) = 𝐵(𝑛 − 1, 𝑡) ∙ 𝐵(𝑛, 𝑡 − 2𝑛−2)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  (3-12) 

 

where B is a 9 bit register with the nth bit corresponding to octave group, on. The first 

condition in equation (3-12) is that the preceding octave group on-1 has already been 

activated, which ensures sequential octave group activation in the cascade. The second 

condition in equation (3-12) requires that on is inactive at previous discrete-time, t-2n-2. In the 

latter condition, the toggled bit generates the bypassing of every 2nd input sample to on. 

These conditions apply to all octave groups except for bit 1 corresponding to o1. This bit is 

set at the arrival of an input sample. Sections in octave groups that are not processed at the 

present timestamp, t, simply output values from the previous timestamp, t-1. As an example 

(see Figure 3-6), to activate o4 when the 9th input sample arrives, o3 must be activated as 
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part of the first condition of equation (3-12). The second condition of equation (3-12) 

stipulates that o4 must not be activated when the 5th input sample arrived. When these two 

conditions are true, then o4 is activated. 

Figure 3-6 displays the octave processing map for up to 19 input samples from system 

start-up. At the arrival of an input sample, the xReady flag is set HIGH and is stored in bit 1 of 

register B. This enables the twelve corresponding cochlear sections from 1 to 12 in o1 to be 

processed. Subsequently, the contents of B are left-shifted and bit 2 is set as HIGH to 

enable the AND (or multiply) operation associated with equation (3-12). But before this is 

done, the old value of bit 2 is read and inverted to bypass octave processing at every 

alternate discrete time. After the left-shift and AND operations, the final value of bit 2 

determines whether cochlear sections 13 to 24, corresponding to o2, should run. This 

operation continues for the remaining 7 bits in B. Once completed, the contents of B are 

cleared to prepare for the next input sample. 

 

Figure 3-6: Octave processing map based on the contents of 9 bit register B from equation (3-12) for the first 19 

input samples. Yellow boxes indicate octave activation and white boxes indicate no activation. 

When a new octave is required to run, the OPC state explicitly updates the section index 

in the SPC state to be processed, which indicates the next cochlear section to be processed. 

Otherwise, the SPC tracks the section number to be processed by itself and only updates 

the OPC with the already processed cochlear section number. The SPC invokes the 

equation module with coefficients and input data for a cochlear section to be processed, and 

once, the equation module finishes, the SPC reads back the output data and stores them in 

memory. 

3.2.4.2. Equation Module 

An equation module comprises BM, BMd, IHC, and AN stages of the cochlea defined by 

equations (3-1), (3-7), (3-8), and (3-9), respectively. A finite state machine (FSM) is used to 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

1 o1

2 o2

4 ↓ o3

8 → o4

16 o5

32 o6

64 o7

128 o8

256 o9

Activation of register B in octave 4 (o4) addressed by 10002 (810)

→ 1st condition of equation (3-12)

↓ 2nd condition of equation (3-12)

O
ctave N

u
m

b
er, n

Input Sample Number, t

O
ct

av
e 

A
ct

iv
at

io
n

 (R
eg

is
te

r 
B

)



65 
 

achieve serial processing of these stages for a single cochlear section within the equation 

module. These equations are broken down into smaller parts comprising two operands. 

Each of these parts is processed within a discrete state of the FSM. A single cochlear 

section requires 20 states corresponding to 20 system clock cycles to complete processing. 

Individually, each BM, BMd, IHC, and AN stage in the equation module takes 17, 1, 1, and 1 

system clock cycles respectively, to process (17 + 1 + 1 + 1 = 20 system clock cycles). The 

20 clock cycles correspond to a latency of 80 ns (= 20 cycles / 250 MHz) per cochlear 

section based on a system clock rate of 250 MHz. For a total of 108 cochlear sections, the 

latency is 8.64 µs (= 80 ns ×108 cochlear sections). This latency is less than 10.42 µs (= 1 / 

96 kHz) – the time interval between the arrivals of two successive audio samples at a rate of 

96 kHz. 

Due to their low number, all 48 (= 4 coefficients per cochlear section × 12 cochlear 

section per cochlear octave) 8 bits coefficients, namely a, c, g, and h, are stored on the 

FPGA chip, instead of the off-chip memory. 

3.2.4.3. Hardware Resource Utilisation 

The logic utilisation in adaptive logic modules (ALM) on an Altera Cyclone V FPGA for 

the implementation was only 2.57% with 747 registers used. With such low utilisation, more 

complex IHC and AN models as well as other sound processing algorithms, such as 

loudness, pitch, and timbre auditory-based models can be appended to the CAR-Lite 

cochlear model on a single FPGA. Furthermore, running models on a single FPGA reduces 

implementation complexities and data transmission constraints inherent in the usage of 

multiple FPGAs. 

Table 3-1 shows a comparison of FPGA utilisation between CAR-Lite and other selected 

cochlear models on FPGA. CAR [3], [4] and CAR-FAC [25], [27] models have single audio 

sampling rates at 48 kHz and 32 kHz, respectively. The CAR-Lite model uses the least ALM 

and registers as opposed to the other cited cochlear models. One exception is Gambin’s 

model [28], which utilises fewer registers on an FPGA than the CAR-Lite model. However, 

the CAR-Lite accommodates more cochlear sections, which can create a higher resolution 

auditory image. 

Model FPGA No. of filters ALM 
Utilisation 

Registers 
Utilisation 

Gambin et al. [28] Xilinx XC3S500E 24 - 352 

Leong et al. [29] Xilinx XCV1000-6 88 - 6,800 

CAR [3], [4] Xilinx Virtex-6 102 - 9,480 

CAR-FAC [25], [27] Altera Cyclone V 100 18% - 

Thakur et al. [5] Altera Cyclone V 70 3% 3,899 

This work (CAR-Lite) Altera Cyclone V 108 2.57% 747 

Table 3-1: Performance of cochlear filters on FPGA. 

3.2.5. Software Floating-point vs. Hardware Fixed-point 

The hardware implementation of the CAR-Lite model was verified by comparing the 

fixed-point Altera Quartus SystemVerilog simulations with benchmark results generated by 

the floating-point Matlab implementation. Figure 3-7 displays the gain difference between the 

software floating-point and hardware fixed-point BM, BMd, and IHC signals generated using 

the log chirp signal described in section 3.2.7. Gain differences begin minimally at high 

frequencies (low cochlear section number) and rise towards low frequencies (high cochlear 
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section number) for all three responses. This growth is due to the cascaded configuration, 

which enables differences to accumulate at every cochlear filter section. The difference 

increases nonlinearly for the BM response from section 80 and beyond (250 Hz and below). 

However, this effect is curbed for the BMd and IHC signals, resulting in a steady linear rise in 

its gain error responses. This slow growth is primarily due to the BM lateral section 

difference defined by equation (3-7), which results in the BM velocity, BMd. In addition, this 

effect along with quantisation errors between the floating- and fixed-point numbers 

accentuate the gain difference of the BMd signal and even more of the IHC signal at fixed 

intervals, giving rise to regular spikes occurring at every octave. 

Despite the gain differences, the correlation coefficients between floating-point and 

fixed-point responses of BM, BMd, IHC, and AN signals are 0.99, 0.99, 0.99, and 0.98, 

respectively. These scores show the highest degree of similarity attainable from a fixed-point 

model with the signal and coefficient bit widths set at 16 bits and 8 bits respectively. The few 

mismatches present are due to quantisation errors in the fixed-point model. 

 

Figure 3-7: Gain difference between floating-point and fixed-point responses of the BM, BMd, and IHC signals. 

3.2.6. CAR vs. CAR-Lite 

This subsection shows that the use of multiple sampling rates results in lower bit widths 

of AR coefficients in CAR-Lite than with the conventional CAR model using a single 

sampling rate. Figure 3-8 displays the coefficients used in the CAR model [3], [4], which has 

a single sampling rate of 32 kHz. The low cochlear section number represents high 

frequency, and the high cochlear section number represents low frequency. The values of 

coefficients a and r converge to unity from low to high cochlear sections. Their values 

saturate within 5% of unity beyond section 55 (CF = 1,061 Hz). Using 8 bits to represent 

these numbers, both a and r are represented by the largest 8 bit number at 255, beyond 

section 87 (CF = 167 Hz). Similarly, coefficient c saturates to 5% full-scale above zero from 

section 96 (CF = 99 Hz) and beyond. Therefore, 8 bit numbers are insufficient to differentiate 

coefficients between neighbouring cochlear sections. These effects cause the gain response 
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of all the filters in the CAR model to have uneven peaks, especially in the low-frequency 

range, which covers cochlear section 60 (CF = 795 Hz) and above.  Using 16 bits to 

represent the coefficients alleviates this problem and ensures a smooth peak gain response, 

as seen in [3], [4], [25]. Furthermore, a minimum bit width of 16 bits is necessary to 

represent the small changes in coefficients between successive cochlear sections, 

especially in the low and high-frequency regions in the CAR model. 

Figure 3-9 displays the coefficients for each of the 12 sections (an octave) used in CAR-

Lite. These coefficients do not have values close to either 0 or 1. The only exception is 

coefficients a and c, in section 1. However, these only occur for a single section instead of a 

group of sections as is the case in the CAR model. In section 2, although c has a value still 

within 5% of unity, the value of a has moved beyond 5% (full-scale) above 0. As a result, the 

coefficients are representable by a smaller bit width, i.e. 8 bits instead of 16 bits used for the 

CAR model coefficients. To process 108 cochlear sections on an FPGA regardless of the 

system clock rate and an audio sampling frequency of 96 kHz, the CAR-Lite model requires 

only 48 bytes (4-coefficients per cochlear section × 12-cochlear sections × 1-byte per 

coefficient) of coefficients storage as opposed to 864 bytes (4-coefficients per cochlear 

section × 108-cochlear sections × 2-bytes per coefficient) needed by the CAR model [3]. On 

an FPGA with a 250 MHz system clock rate and 96 kHz audio sampling rate, the CAR-Lite 

model can process up to 130 cochlear sections (≈ (250 MHz / 96 kHz) / 20 clock cycles per 

cochlear section), while the CAR model can only process up to 89 cochlear sections (≈ (250 

MHz / 96 kHz) / 29 clock cycles per cochlear section). 

 

Figure 3-8: 16 bits AR coefficients used in the CAR [3], [4] and CAR-FAC [25], [27] models. 
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Figure 3-9: 8 bits AR coefficients used in each of the nine octaves in the CAR-Lite model [30]. 

3.2.7. Response to Log Chirp 

A logarithmic sine tone sweep, also known as a log chirp, is used as the input signal to 

demonstrate the similarity of responses of the various stages of the CAR-Lite model 

between the software floating-point and hardware fixed-point implementations. The duration 

of the log chirp is 10.93s ranging from 10 Hz to 48 kHz. Figure 3-12 and Figure 3-13 

illustrate the hardware fixed-point implementation of the BMd, IHC, and AN responses, 

respectively, while Figure 3-7 projects the difference between the software floating-point and 

hardware fixed-point implementations. Figure 3-10(a) and Figure 3-10(b) displays the gain 

and phase responses for the 108 CAR filter sections for the fixed-point BM response. The 

gain, G(s), and phase, P(s), are calculated as follow: 

 
𝐺(𝑗𝜔) = 20 log10 |

𝑌(𝑗𝜔)

𝑋(𝑗𝜔)
| (3-13) 

 

 
𝑃(𝑗𝜔) = tan−1 (𝐼𝑚 |

𝑌(𝑗𝜔)

𝑋(𝑗𝜔)
| /𝑅𝑒 |

𝑌(𝑗𝜔)

𝑋(𝑗𝜔)
|) (3-14) 

 

where 𝑌(𝑗𝜔) is the Fourier transform of the BM signal; 𝑋(𝑗𝜔) is the Fourier transform of the 

input signal; Re is the real component and Im is the imaginary component of a complex 

signal. 

Coefficient r in equations (3-1) and (3-4) is responsible for the approximately constant 

gain responses for all cochlear sections except for the ones in the first two octaves at high 

frequencies. Here, the cochlear sections have reduced gains that increase with decreasing 

centre frequencies from 19.43 kHz (section 1) to 5.996 kHz (section 24). One method of 

correcting these reduced gains is to amplify the gains in this region by using weighting 

networks [31] to ensure constant gain responses for all cochlear sections. This solution 

involves scaling the BM signals with a vector of gain-correcting factors, where each factor 
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corresponds to a cochlear section. However, due to the dependence of a BM signal from 

one cochlear section used as an input to the next cochlear section, the amplification of the 

gains at a low-section (high frequency) affects the gain at the next higher section (lower 

frequency). As a result, the gains across all the cochlear sections, which include DC gains 

across all channels, is scaled up. One solution to this issue is to amplify the BMd signal 

instead of the BM signal since a BMd signal generated from one cochlear section does not 

affect the BMd signal in the next higher cochlear section. An example of this is illustrated in 

Figure 3-11, where the gains of sections 1 to 24 are scaled up to the mean of the gains from 

sections 25 to 108, while the gains of sections 24 to 108 remain the same as the levels 

shown in Figure 3-10(c). The gain-correcting factors for sections 1 up to 24 are tuned to 

4.63, 4.78, 4.42, 3.98, 3.55, 3.16, 2.84, 2.56, 2.33, 2.14, 1.98, 1.85, 1.72, 1.62, 1.55, 1.48, 

1.42, 1.36, 1.32, 1.28, 1.25, 1.22, 1.19, and 1.17 respectively. 

Another method of addressing the irregular gains from sections 1 to 24 is to ignore 

these reduced gains. This notion means that signals above 6 kHz do not have significant 

gain representation, such as those below 6 kHz. This solution is taken because the constant 

gains of the CAR-Lite model encapsulates the most sensitive region of human hearing 

between 2 kHz to 5 kHz as well as perceptible pitch information frequencies between 20 Hz 

to 5 kHz [32], [33]. The lack of sensitivity above 6 kHz, is captured by the decreasing gains 

of the CAR-Lite model and maintaining these signals with reduced gains decreases the 

emphasis of the frequencies above 6 kHz that may contain low-impact vocal information in 

speech and singing signals. 

The effect of subjecting CAR filter output to lateral section difference leads to BMd gain 

responses in Figure 3-10(c). As described in subsection 3.2.2, this gain response has 6 

dB/octave pre-CF low-frequency slopes, which is equivalent to BM velocity required to 

calculate IHC signals. 
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Figure 3-10: Fixed-point (a) gain response and (b) phase response of the BM signal (BM displacement) 
calculated from equation (3-1). Fixed-point (c) gain response of the BMd signal (BM velocity) calculated from 
equation (3-7). Each curve represents the response of a cochlear section, starting from section 108 (extreme left 
curve) to section 1 (extreme right curve). Note that the BMd response for sections 1 to 4 are below 0 dB due to 
the lateral cochlear section difference and the reduced gains of the ARs at the first two octaves (24 sections). 
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Figure 3-11: Fixed-point gain response of the BMd signal with the gain responses of sections 1 (extreme right) to 
24 scaled up to the mean of the gain response levels from sections 25 to 108 (extreme left). 
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Figure 3-12: Normalised fixed-point responses of (a) the basilar membrane velocity, BMd; (b) the inner hair cell, 
IHC, based on log chirp input signal for cochlear sections 104 (extreme left signal), 92, 80, 68, 56, 44, 32, 20 and 
8 (extreme right signal); (c) IHC for all 108 sections. 

 

Figure 3-13: Fixed-point auditory nerve (AN) spike response based on the log chirp input signal. 
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3.2.8. Response to Music 

Real-world sound signals vary unpredictably in intensity levels at various times, which 

affects loudness. One such signal is music, which is used to test the behaviour of the CAR-

Lite model to generate responses at different intensity levels. Doing so provides information 

on the capability of the model to process real-world signals. 

The 96 dB dynamic range of the CAR-Lite model is governed by the bit width of the 

input signal. Hence, input signals from 0 dB full-scale (dBFS) and below are accurately 

representable in CAR-Lite with 16 bit numbers. Beyond 0 dBFS, an input signal is amplified, 

which means that more than 16 bits are required to represent them accurately. However, 

due to the fixed bit width, the amplitudes of the input signal are saturated. Here, saturation 

refers to the inability of the peaks and troughs of an input signal to be represented at the 

correct levels. Instead, amplitude values larger than 2𝑁−1 − 1 are capped at 2𝑁−1 − 1 and 

amplitude values lower than −2𝑁−1 are capped at −2𝑁−1, which in turn causes audible 

distortion. 

To overcome the saturation of amplitudes, an automatic gain control (AGC) is used to 

vary the amplitude levels of an input signal. The AGC algorithm selected for use in this 

dissertation is detailed in appendix A. While the correction of the levels by the AGC removes 

the audible distortion, the timbre of the signal is altered, as discussed in section 7.5.2. The 

pitch components are also affected, but the fundamental frequency in the signal remains 

intact, as discussed in section 6.3.2. Despite altering the timbre and pitch components of a 

signal, the signal is intelligible. 

The audio codec [40] on board the Altera V GX starter kit [41], acquires a sound signal 

via a microphone or another computing device connected to the starter kit. An AGC circuit in 

the audio codec conditions the input signal and suppresses saturation before transmitting 

the signal out of the codec and into the Cyclone V FPGA to be processed by the CAR-Lite 

model. To simulate such an operation, the AGC algorithm in appendix A conditions a sound 

signal before inputting it into the CAR-Lite model. Here, the input signal is a fixed-point 

representation of a musical signal of a piano note, A3. Figure 3-14 displays the musical 

signal at three intensity levels (-20 dBFS, 0 dBFS, and 20 dBFS) with the AGC algorithm 

disabled [Figure 3-14(a) – (c)] and enabled [Figure 3-14(d) – (f)]. 

Figure 3-15 displays the BM response of the input signals from Figure 3-14 calculated 

using fixed-point arithmetic in the CAR-Lite model. Here, the displayed BM signals are 

selected arbitrarily, i.e. the eighth cochlear section from each of the nine octaves: 8, 20, 32, 

44, 56, 68, 80, 92, and 104. The increasing amplitudes of the musical signal from -20 dBFS 

to 20 dBFS are also reflected in the increasing amplitudes of the BM signals, especially 

when the AGC is disabled. When the AGC is enabled, the amplitudes across the three 

intensity levels are similar to one another, as observed in Figure 3-14(d-f) and Figure 3-15(d-

f). This is because the AGC algorithm normalises the maximum amplitudes of the signals to 

+1 and -1 in floating-point representation, corresponding to 32,767 and -32,768 in 16 bits 

fixed-point representation. 

The benefit of the AGC is evident for a 20 dBFS signal. When the AGC is disabled, the 

high amplitudes of the input signal and its BM representation are saturated at 32,767 and -

32,768, as observed in Figure 3-14(c) and Figure 3-15(c), respectively. For the latter, this 

saturation is represented as red waveforms in Figure 3-16(a), ranging from cochlear sections 
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32 (CF = 4,005 Hz) to 80 (CF = 250 Hz). This saturation indicates that the CAR-Lite model is 

unable to properly represent the levels of an input signal at the BM stage and beyond. In 

contrast, the amplitude saturation is absent when the AGC is enabled, as shown in Figure 

3-14(f), Figure 3-15(f), and Figure 3-16(b). Hence, the AGC enables the representation of 

amplitudes of the musical signal at various intensity levels, which then enables the CAR-Lite 

model to represent the signal at the BM stage and beyond accurately. 

Let us assume that the bit width of the BM signal, 𝑏𝐵𝑀, varies and is calculated using 

fixed-point arithmetic with maximum and minimum amplitude values of the BM signal from 

Figure 3-15, as follows: 

 𝑏𝐵𝑀 = ⌈log2(max(𝐵𝑀) − min(𝐵𝑀))⌉ (3-15) 

 

where ⌈… ⌉ is a ceiling operation. 𝑏𝐵𝑀 increases from 13 to 16 bits with increasing intensity 

from -20 dBFS to 20 dBFS when the AGC is disabled, as observed in the left half of Figure 

3-17. In contrast, when the AGC is enabled, 𝑏𝐵𝑀 is constant at 16 bits for the same 

increasing intensity, as seen in the right half of Figure 3-17. This attribute indicates that the 

AGC enables the bit width of the BM signal to be maintained uniformly across intensity 

levels. 

Overall, the AGC (described in appendix A) aids in improving the dynamic range (DR) of 

the CAR-Lite model, while maintaining a fixed bit width of an input signal across intensity 

levels. Consequently, the responses of the CAR-Lite model also have fixed bit widths and 

are unaffected by saturation issues across various intensity levels. 

 

Figure 3-14: Musical signals (piano note A3) generated in fixed-point at various intensities from -20 dBFS to 20 
dBFS. The left column depicts the signals directly input into the CAR-Lite model; the right column depicts the 
signals from the left column conditioned by an AGC algorithm before being input into the CAR-Lite model. Note 

that the 20 dBFS signal in (c) has its amplitude clipped at 32,767 [= (216−1) − 1] and -32,768 [= −216−1]. 
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Figure 3-15: Fixed-point BM responses of the input signals from Figure 3-14. Responses in the left column are 
results of the input signals at three intensities with the AGC algorithm disabled, whereas the responses in the 
right column responses are input signals conditioned by the AGC algorithm before being processed by the CAR-
Lite model. 
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Figure 3-16: Fixed-point BM responses across cochlear sections for a 20 dBFS musical signal with (a) AGC 
disabled and (b) AGC enabled. Red waveforms have amplitudes clipped at 32,767 and -32,768 while blue 

waveforms have unclipped amplitudes. 
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Figure 3-17: Bit widths of the BM signal generated from the input musical signal at multiple intensities from -20 
dBFS to 20 dBFS with the AGC algorithm disabled and enabled. 

3.3. Encoding Sound Intensity (SI) 

The CAR-Lite model was designed to be a small-scale cochlear model for 

implementation on hardware. Although the CAR filters in the CAR-Lite model emulate basilar 

membrane (BM) characteristics, the auditory nerve (AN) segment does not adhere to 

biology. This attribute is due to the spike trains output from the AN segment of the model 

being generated from the zero-crossings (ZC) of the basilar membrane velocity (BMd) 

signals defined by equation (3-9), instead of inner hair cells (IHC) signals. As a result, this 

operation can be modelled with only a single bit comparator check on the most significant bit 

of a BMd output sample. However, the ZC algorithm is unable to capture sound intensity 

(SI), which is essential to describe perceptual loudness [42]. To represent sound intensity 

using spike trains, it is ideal to design the spiking algorithm based on how a mammalian 

cochlea characterises sound intensity at the AN stage. 

In this section, the AN algorithm in the CAR-Lite model is modified to characterise sound 

intensity, leading to the formation of the CAR-Lite-SI model. The CAR-Lite-SI differs from the 

CAR-Lite model, particularly in the manner the auditory nerve (AN) segment encodes sound 

as an array of spike trains. The upcoming subsections present a new spiking algorithm that 

enables AN spike trains to capture sound intensity satisfactorily. The solution involves 

replacing the simple ZC spike generation algorithm with a sophisticated and biologically 

plausible algorithm, as is presented in subsections 3.3.1 and 3.3.2. Furthermore, the use of 

spike trains to represent sound intensity is essential to the design of simple algorithms, 

which can be implemented on hardware and operated at low power [43]. This algorithm 

projects intensity levels at multiple spiking rates through multiple neuron firing thresholds. 

Subsections 3.3.3 and 3.3.4 present an FPGA implementation of the CAR-Lite-SI model. 

The response of the model to input pure tones at various intensity levels is presented in 

subsections 3.3.5 and 3.3.6 as well as to real-world signals in subsection 3.3.7. 
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3.3.1. CAR-Lite-SI 

The CAR-Lite-SI model is divided into two stages based on their respective sampling 

rates: the basilar membrane and inner hair cell (BM-IHC) stage and the spontaneous rate 

and auditory nerve (SR-AN) stage. The BM-IHC stage operates at multiple sampling rates as 

presented in the CAR-Lite model in section 3.2 and remains the same here, whereas the 

SR-AN stage housing the new AN algorithm, operates at a single sampling rate. The input to 

the second stage of the auditory nerve (AN) spike generation is the inner hair signal (IHC) 

signal, as opposed to the BMd signal in the CAR-Lite model. Since the IHC signal is positive, 

no sign bit is required to represent an IHC sample, resulting in less memory usage. 

Furthermore, the use of an IHC signal as a means to generate an AN signal agrees with 

biology. 

At the second stage, action potentials, which are also known as spikes, are generated 

using leaky-integrate-and-fire (LIF) neurons. LIF neurons have been implemented on FPGA 

for a large parallel simulation of a neuromorphic cortex [44], which serves as an inspiration 

for the new AN spike generator algorithm. A LIF neuron contains a low-pass filter (LPF) 

stage to generate spikes. This LPF can be seen as a smoothing filter to remove high-

frequency artefacts, which was absent in the CAR-Lite model. The spikes generated here 

are input to an optional complementary pseudorandom binary number generator (PBNG). 

The optional use of a PBNG is adopted from a biologically inspired rendition of AN spike 

generation for representing sound intensities [19], [45]. Figure 3-18 illustrates the signal 

pathway of the CAR-Lite-SI model. The next section describes the new SR-AN algorithm, 

and Figure 3-19 shows its signal pathway. 

 

Figure 3-18: The CAR-Lite-SI with IHC signals as input to the new AN algorithm instead of the BMd signals used 
initially in section 3.2 in the CAR-Lite model. 

3.3.2. The New Auditory Nerve Algorithm 

In a mammalian cochlea, there are approximately 30,000 auditory nerve (AN) fibres 

[46]. About 10 to 30 fibres are connected to an IHC [47], and each fibre has a specific 

spiking threshold [48]. A fibre generates a spike due to the release of neurotransmitters from 

the IHC to the AN fibre via the synaptic cleft [49]. This release of neurotransmitters is based 

 



79 
 

on the build-up of presynaptic potassium in the IHC [45], which can be modelled as a moving 

average filter [50] by temporally integrating the IHC values [51]: 

 

𝑇𝐼(𝑠, 𝑡𝑇𝐼) =
1

𝑇
∑ 𝐼𝐻𝐶(𝑠, 𝑡)

𝑡+𝑇

𝑡

 (3-16) 

 

where tTI is the subsampled time index for the temporally integrated (TI) IHC values; and T is 

an octave-specific accumulation cap, which is set to a multiple of 2. Thus, each octave is 

subsampled at a different factor, which brings the sampling rate across all octaves down to a 

common value. In addition, equation (3-16) functions as an anti-aliasing filter that can be 

implemented on FPGA with only addition and right-shift operations. 

 

Figure 3-19: Spontaneous-rate (SR) – auditory nerve (AN) algorithm in place of the positive zero-crossing 
algorithm from section 3.2. 

From TI, an AN spike can be generated in two conditions [19], [52]: (a) in the presence 

of a sound signal and (b) randomly, in the absence of a sound signal. In the former 

condition, a spike can be generated using a variation of the Fitzhugh-Nagumo neuron model 

[53], [54], which is also known as a leaky-integrate-and-fire (LIF) neuron model: 

 𝑣(𝑠, 𝑡𝑇𝐼) = 𝑣(𝑠, 𝑡𝑇𝐼 − 1) + 𝑐𝐿𝐼𝐹(𝑇𝐼(𝑠, 𝑡𝑇𝐼) − 𝑣(𝑠, 𝑡𝑇𝐼 − 1)) (3-17) 

 

 

𝐴𝑁𝑎𝑆𝑅(𝑠, 𝑡𝑇𝐼) = {

1,               𝑣(𝑠, 𝑡𝑇𝐼) > 𝑡ℎ𝑟𝑒𝑠ℎ𝑎𝑆𝑅

𝑅𝑎𝑆𝑅 ,        𝑣(𝑠, 𝑡𝑇𝐼) ≤ 𝑡ℎ𝑟𝑒𝑠ℎ𝑎𝑆𝑅

0,              𝐴𝑁(𝑠, 𝑡𝑇𝐼 − 𝑡𝑟𝑒𝑓𝑟𝑎𝑐)   

 (3-18) 

 

where v is the internal state voltage of a LIF neuron, which is reset to 0 after the 

corresponding AN associated with it fires a spike; threshaSR is the spike threshold at which 

the LIF neuron fires a binary pulse of 1 for a specific fibre a (termed as H, M, or L  - see next 

paragraph); RaSR is the output of a PBNG with a uniform distribution between 0 and 1 

representing spontaneity (optionally enabled); and cLIF is the coefficient to determine how 

much of TI is accumulated to or leaked out from v and is computed using: 

 
𝑐𝐿𝐼𝐹 =

1

𝑓𝑠−𝐴𝑁 × 𝜏𝐿𝐼𝐹
 (3-19) 
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Here, fs-AN is the sampling rate of the AN stage and τLIF is a time step constant. The 

minimum inter-spike interval durations of the spikes generated for all three conditions in 

equation (3-18) remain the same. 

In the absence of a sound signal, the spiking activities of AN fibres do not cease. 

Instead, spikes are generated randomly at lower rates, due to the presence of presynaptic 

calcium [55], than when a sound signal is present. A possible outcome of incorporating 

random spike generation in an auditory model is the strengthening of a low-intensity sound 

signal represented in the AN fibres. Sparsely populated spikes in an AN fibre representing 

low information entropy can be enhanced by random spikes generated at low frequency. 

This notion results in a rise in phase-locked spikes that may improve the fidelity of a speech 

signal representation [56]. Randomly generated spikes may also improve timing precision of 

a stimulus, where the inter-spike-intervals (ISI) of a stimulus-driven spike train can be 

reinforced with a separate spike train generated from intrinsic neuron noise properties 

through coincidence matching [57].  Yet another contribution of random spikes is in general 

neural encoding in the auditory pathway, where combined stimulus-driven spikes and 

spontaneously-driven spikes containing attributes such as spike counts and spike train 

structure provides a statistical foundation [58] that may be beneficial to sound discrimination 

tasks involving source localisation, loudness, pitch, and timbre. 

These AN fibres can be generally categorised into three primary groups based on their 

respective spontaneous rates (SR) of spike generation: high SR (HSR), medium SR (MSR), 

and low SR (LSR) [59], [60]. In HSR fibres, IHC presynaptic calcium builds up more than in 

LSR fibres. As a result, more spikes are generated in HSR fibres than in LSR fibres. This 

effect can be modelled in equation (3-18) by using a low threshold for HSR fibres and a high 

threshold for LSR fibres. Hence, for an ideal situation where there is no spontaneous spike 

generation for all three fibres, a sound with increasing intensity enables spike generation 

initially on the HSR fibre only, followed by HSR and MSR fibres, and finally across all three 

fibres. 

In [55], the concentration of calcium is modelled as a cubic function, which is 

proportional to spike generation through the release of a finite number of circulating 

neurotransmitters between the IHC and AN fibres [49]. This feature is key to characterising 

varying spontaneous rates and the falling sensitivity of spike generation in AN fibres to a 

sound signal of constant intensity and frequency [61], called neural adaptation [62]. An 

alternative rendition is to bypass the modelling of calcium concentration and 

neurotransmitter release and generate spikes randomly using a Poisson process model [19], 

[63]. 

In the new AN spike generation algorithm in the CAR-Lite-SI model, linear methods are 

used for generating spikes randomly. The advantage of this implementation is that it is 

simple and implementable on hardware, which means that the spontaneous rates are fixed 

and capture deterministic dependencies that might otherwise be unpredictable if variable 

rates are used. Neural adaptation is also not implemented in this model as I aim to improve 

the AN algorithm in the CAR-Lite model to capture intensity as it appears in a sound signal 

across all cochlear sections. As a result, the number of spikes generated in this model is 

higher than those observed in animal studies as well as biologically plausible models strictly 

adhering to animal studies using sophisticated nonlinear equations [45]. In other words, the 
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spike rate of this model can operate at levels that might otherwise lead to a saturated spike 

rate in animal biology. 

To exhibit the spontaneous rate effect across the three fibres, RaSR from equation (3-18) 

is expanded as follow: 

 𝑅𝐻𝑆𝑅 = 𝑅1^𝑅2 (3-20) 

 

 𝑅𝑀𝑆𝑅 = 𝑅3^𝑅4^𝑅5 (3-21) 

 

 𝑅𝐿𝑆𝑅 = 𝑅6^𝑅7^𝑅8^𝑅9 (3-22) 

 

where ^ represents a 2-input logical AND operation; Rm is the content of bit-m of a 32 bit 

variable generated by a twisted generalised feedback shift register algorithm [64], which is a 

sophisticated implementation of the Berlekam-Massey algorithm to generate pseudorandom 

binary number sequence [65]. 

The number of bits used for the calculation of RaSR in equations (3-20), (3-21), and 

(3-22) grow at one bit per equation in the order of HSR, MSR, and LSR. This growth 

indicates the increasing sparsity of spontaneous spikes across the three fibres, i.e. HSR 

fibres generate more spikes that are more densely populated than in MSR and LSR fibres. 

As a quantitative illustration of this effect, let us assume that the probability of Rm, P(Rm) 

being either a LOW or HIGH, is 0.5. Then, the likelihood of RHSR being a HIGH is 0.25, which 

is calculated as P(R1)∙ P(R2) from equation (3-20). The likelihood of RMSR being a HIGH is 

0.125 using P(R3)∙P(R4)∙P(R5), and for RLSR being a HIGH is 0.0625 using 

P(R6)∙P(R7)∙P(R8)∙P(R9). The decreasing probability factors correlate to sparser spike 

distributions across HSR, MSR, and LSR fibres, respectively. 

Using this method, the inter-spike-interval generated by the spontaneous effect [second 

condition of equation (3-18)] is twice of that generated by the sound signal [first condition of 

equation (3-18)]. As a result, stimulus-driven spikes have twice the spike rate of the 

spontaneously-driven spikes. This attribute is advantageous as the stimulus-driven spikes 

can be clearly distinguished from spontaneously-driven spikes [66] in a sound classification 

and sound recognition tasks despite the contributions of spontaneous-driven spikes to 

stimulus-driven spikes in terms of information entropy improvement [56]. This specific form 

of algorithm is used solely for simulating spontaneous rate spikes in software. A hardware 

implementation of the PBNG is detailed in subsection 3.3.4.2, where an 8 bit linear feedback 

shift register (LFSR) is used to calculate RHSR (3-20), RMSR (3-21), and RLSR (3-22). 

3.3.3. Fixed-Point Implementation 

The model was initially implemented using floating-point numbers to acquire a 

benchmark response in Matlab. Subsequently, the model was converted to fixed-point 

numbers in Matlab to simulate digital hardware (FPGA) responses. The fixed-point version is 

then implemented on FPGA in SystemVerilog. For the fixed-point implementation, each CAR 

coefficient is 8 bits and each LIF neuron coefficient and firing threshold, as well as every 

sample corresponding to the signals in the CAR-Lite-SI model, are set to 16 bits to match 

the floating-point responses. These bit widths are the minimum required to attain correlation 

coefficient scores, which quantifies the degree of similarity between floating-point and fixed-
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point gains responses, as close as possible to positive unity (+1). Here, signal refers to input 

audio data, the BM output, the IHC output, and the LIF neuron internal state voltage. The AN 

signal is a single bit. 

3.3.3.1. SR-AN Stage 

Only the fixed-point implementation of the SR-AN stage is covered here as the BM-IHC 

stage is the same as the equation module described in subsection 3.2.4.2. The maximum 

rate of spike generation in the MAP model described in chapter 2 with default settings, is 

1,000 spikes/s primarily in the HSR fibre at the onset of a stimulus. Based on this maximum 

rate, the sampling rate of the SR-AN stage, fs-AN, is set at 3 kHz, which corresponds to the 

sampling rate of the sixth cochlear octave, o6. This sampling rate corresponds to a Nyquist 

frequency of 1.5 kHz and enables spike generation up to 1,500 spikes/s. Temporal 

integration via the moving average filter defined by equation (3-16) is applied only from 

octaves 1 to 5, which allows the down-sampling of IHC values from high multiple sampling 

rates to a low single rate of 3 kHz. In addition, the binary spikes generated from octaves 7 to 

9 are up-sampled to 3 kHz. Using this approach, there is no need to manipulate the 16 bit 

LIF neuron voltages from equation (3-17) multiple times to generate the spike train. Instead, 

the single bit spikes themselves from equation (3-18) are dealt with, which reduces memory 

utilisation from 16 bits to 1 bit per SR-AN fibre from o7 to o9. Table 3-2 shows the BM-IHC 

sampling rates across nine cochlear octaves and their respective sub-sampling factors in the 

SR-AN stage to achieve a sampling rate of 3 kHz. 

Octave fs (kHz) Down-sampling Factor Up-sampling Factor 

1 96 32 1 

2 48 16 1 

3 24 8 1 

4 12 4 1 

5 6 2 1 

6 3 1 1 

7 1.5 1 2 

8 0.75 1 4 

9 0.375 1 8 
Table 3-2: Sub-sampling factors in the SR-AN stage operating at a sampling rate of 3 kHz. 

AN fibres in a biological cochlea possess different spiking thresholds across sound 

intensities [55] and frequencies [67]. For the sake of simplicity, the spiking thresholds in this 

model are only set for the three discrete fibres regardless of the cochlear section. They are 

calculated as follow: 

 𝑡ℎ𝑟𝑒𝑠ℎ𝐿𝑆𝑅 = ℎ𝐿𝑆𝑅 ∙ 𝑡ℎ𝑚𝑛 (3-23) 

 

 𝑡ℎ𝑟𝑒𝑠ℎ𝑀𝑆𝑅 = ℎ𝑀𝑆𝑅 ∙ 𝑡ℎ𝑟𝑒𝑠ℎ𝐿𝑆𝑅 (3-24) 

 

 𝑡ℎ𝑟𝑒𝑠ℎ𝐻𝑆𝑅 = ℎ𝐻𝑆𝑅 ∙ 𝑡ℎ𝑟𝑒𝑠ℎ𝐿𝑆𝑅 (3-25) 

 

where hLSR, hMSR, and hHSR are fibre-specific scalars; thmn is the mean of the distribution of 

the maximum of a LIF neuron internal state voltage  across all cochlear sections, s, for an 

input pure-tone signal, x, for 23 fixed frequency, f, at three arbitrary frequency ranges: 100 
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Hz to 1kHz in 100 Hz steps; 1 kHz to 5 kHz in 500 Hz steps; and 5 kHz to 10 kHz in 1 kHz 

steps: 

 

𝑡ℎ𝑚𝑛 =
1

23
∑ max

𝑓∈𝑓(𝑥)
𝑣𝑓(𝑠, 𝑡)

10 𝑘𝐻𝑧

𝑓=100 𝐻𝑧

 (3-26) 

 

The internal voltage defined by equation (3-17) in this case is allowed to vary freely and 

is not reset to 0 V after the respective AN fibre fires. Using this approach, the LSR fibre 

threshold can be determined, along with the thresholds for MSR and HSR fibres using 

equations (3-24) and (3-25), respectively. The fibre specific scalars are then tuned to 

achieve a mean spike rate of 1,000 spikes/s at the HSR fibre. The mean spike rate is 

calculated using the total number of spikes per fibre over the time duration of an input signal. 

Table 3-3 shows the settings to achieve this. 

Variables Floating-point Fixed-point 

𝜏𝐿𝐼𝐹 1.33 ms 

𝑐𝐿𝐼𝐹 0.25 16,384 

ℎ𝐻𝑆𝑅 0.01 

ℎ𝑀𝑆𝑅 0.1 

ℎ𝐿𝑆𝑅 2.329 × 10-2 

𝑡ℎ𝑚𝑛 0.979 

𝑡ℎ𝑟𝑒𝑠ℎ𝐻𝑆𝑅 2.28 × 10-4 7 

𝑡ℎ𝑟𝑒𝑠ℎ𝑀𝑆𝑅 2.28 × 10-3 75 

𝑡ℎ𝑟𝑒𝑠ℎ𝐿𝑆𝑅 2.28 × 10-2 747 

Absolute refractory period 
closest to 075 ms [19], [68]: 

1.33 ms (1 sample skip) 

Table 3-3: Variables set to achieve a mean spike rate of 1,000 spikes/s at the AN HSR fibre. 

3.3.4. FPGA Implementation 

Figure 3-20 displays the architecture of the CAR-Lite-SI model implemented on an 

Altera Cyclone V FPGA (target FPGA chip: 5CGXFC5C6F27C7N). The FPGA system and 

audio codec clock rates are set at 250 MHz and 96 kHz, respectively. The model is 

characterised by three modules: a supervisor module, a BM-IHC module, and an SR-AN 

module. As observed from Figure 3-21, the operation of the supervisor and the BM-IHC 

modules in the CAR-Lite-SI model are identical to the supervisor and equation modules in 

the CAR-Lite model shown in Figure 3-5. The SPC and OPC states in the supervisor module 

of the CAR-Lite-SI model also control the invocation of the SR-AN module in addition to 

controlling the invocation of the BM-IHC module. 

The role of the supervisor module is to pre-empt the next cochlear section to be 

processed and prepare its coefficients corresponding to the BM-IHC and SR-AN. It does so 

one cochlear section at a time, whereby it prepares coefficients for the BM-IHC module 

corresponding to section s and coefficients for the SR-AN module corresponding to section 

s-1. This operation is indicative of the SR-AN module cascaded after the BM-IHC module. As 

an illustration, in Figure 3-21, the supervisor prepares BM-IHC coefficients for section 2 and 

SR-AN coefficients for section 1 at T3 and T4, while the BM-IHC module is processing 

section 1 and the SR-AN module is in IDLE state. The inactive SR-AN is awaiting samples to 

be output from the BM-IHC module via the supervisor module as well as coefficients from 

the supervisor module for section 1. It begins processing section 1 at T5. This scenario is 

repeated for all twelve cochlear sections corresponding to an octave. After the twelfth 
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section is processed, all three modules continue processing the next twelve sections serially 

in the next higher octave. When all the octaves are processed, all three modules transition to 

the IDLE state until the next audio sample arrives. Descriptions of the three modules are 

detailed in the next two subsections. 

 

Figure 3-20: FPGA architecture of the CAR-Lite-SI model with the extended SR-AN module, where y represents 
a selected output signal from either the BM, BMd, IHC or AN stage. 
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Figure 3-21: FPGA output vector waveform of the supervisor, BM-IHC, and SR-AN modules operating when (a) 
an audio sample arrives; and (b) at the end of the processing of a cochlear octave, where 12 cochlear sections 
have been processed at a specific sampling rate. 

3.3.4.1. Supervisor and BM-IHC Modules 

The implementation of the supervisor module is identical to the implementation 

described in subsection 3.2.4.1. The BM-IHC module is similar to the equation module 

described in subsection 3.2.4.2 with one exception. The auditory nerve (AN) spike generator 

using the positive zero-crossing of the BMd signal, defined by equation (3-9), is omitted. This 

omission brings the number of states in the finite state machine (FSM) of the BM-IHC 

module to 16 as opposed to 20 states in the equation module of the CAR-Lite model. The 

latency of the BM-IHC module is 64 ns (= 16 states / 250 MHz) per cochlear section. The 

BM, BMd, and IHC stage takes 14, 1, 1 clock cycles respectively, to process. 

3.3.4.2. SR-AN Module 

The structure of the SR-AN module is similar to the equation module in subsection 

3.2.4.2 in that equations (3-16), (3-17), (3-18), (3-20), (3-21), and (3-22) are broken down 

into two operands per state, as part of an FSM. A total of 9 states are required to calculate 

the spiking activities of three AN fibres per cochlear section at 1 clock cycle per state, which 

amounts to a latency of 36 ns (= 9 states / 250 MHz). In the first state, IHC values are 

accumulated to generate T as many times as defined by an octave-specific cap. In the next 

state, the mean of the accumulated values is calculated by a right-shift operation as the 

octave-specific cap is a multiple of 2 as defined by equation (3-16). 
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In the next state, an 8 bit linear feedback shift register (LFSR) using Galois configuration 

[69], is updated to generate a pseudorandom sequence of binary numbers. The LFSR 

replaces the 32 bit software-based PBNG for generating spontaneous spiking activity on the 

FPGA. Its polynomial feedback is characterised as: 

 𝐿(𝐷) = 𝐷8 + 𝐷6 + 𝐷5 + 𝐷4 + 1 (3-27) 

 

where L(D) is output of the LFSR defined by a polynomial equation; and Dm is the period of 

the exponent, m, indicating a tap-off from the mth flip-flop to an XOR gate. Figure 3-22 

illustrates the LFSR configuration. 

 

Figure 3-22: Linear feedback shift register (LFSR) implemented in fixed-point arithmetic and on an FPGA. 

After the LFSR state, the three AN fibres types corresponding to a specific cochlear 

section, are calculated serially in the order of HSR, MSR, and LSR in three separate states 

(4 to 6), using equations (3-17) and (3-18). This serial computation is possible as the BM-

IHC and the SR-AN modules are processed in a pipeline architecture and the latency of the 

SR-AN module is lower than BM-IHC. So, there is no need to calculate the spikes for the 

three AN fibres for each cochlear section in parallel. As a result, there is no risk of AN data 

corruption due to either buffer overrun or underrun. Within the same three serial states (4 to 

6) of stimulus-driven spikes generation, the output of the LFSR calculated in the third state 

are then combined per equations (3-20), (3-21), and (3-22) to generate three spontaneous 

rate bits. In the next state, the three spontaneous rate bits are used for updating the three 

AN fibre output based on equation (3-18). 

3.3.4.3. Hardware Resource Utilisation 

The logic utilisation in adaptive logic modules (ALM) on an Altera Cyclone V FPGA for 

the fixed-point implementation is 15% with 8,420 registers used. Table 3-4 shows a 

comparison of the FPGA resource utilisation between the CAR-Lite and the CAR-Lite-SI 

models as well as with other analogue and digital models. The SR-AN algorithm described in 

subsection 3.3.2 is also implemented for the single-sampling rate CAR model [3] for the sake 

of comparison with the CAR-Lite-SI model. This modified CAR model is hereby known as the 

CAR-SI model. The CAR-Lite-SI model utilises lower ALMs and registers than the CAR-SI 

model by 2% and 2,161 registers, respectively. The CAR-SI also has the highest utilisation 

over all other models in Table 3-4. The exception is the single-sampling rate CAR-FAC 

model with OHC and automatic gain control, which has the highest overall ALM utilisation 

[27]. The ALM utilisation for all other digital models is significantly lower. Therefore, it can be 

concluded that the SR-AN algorithm increases FPGA resource utilisation significantly. 
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The CAR-Lite-SI model utilises logic significantly higher than the CAR-Lite model by five 

times in ALM utilisation and twelve times in the utilisation of registers. This attribute is due to 

the CAR-Lite-SI model having an extra module (SR-AN) than the CAR-Lite model. In 

addition, the increase of the AN output sections from 108 to 324 (3 AN fibres × 108 cochlear 

sections) channels as well as a more sophisticated manner of generating spikes have led to 

the increased number of registers used for buffering as well as heightened inter-connectivity 

between the modules in the CAR-Lite-SI model. However, there is still ample space 

available on the FPGA for expanding CAR-Lite-SI further, which enables the implementation 

of more complex algorithm such as neural adaptation [70] in the SR-AN segment and 

nonlinearity in the BM response through outer hair cell (OHC) feedback and automatic gain 

control such as the one used in the CAR-FAC model [27]. Incidentally, the increase in logic 

utilisation due to the SR-AN algorithm is justifiable as the CAR-Lite-SI model can represent 

sound intensity levels in the spike-time domain as presented in subsection 3.3.7, which 

cannot be performed by the other models in Table 3-4 except for the CAR-SI model. 

A power analysis tool from Altera, called PowerPlay with default settings enabled, is 

used to estimate the power required to run the CAR-Lite-SI model because the power 

consumption for the Altera Cyclone V GX Starter Kit cannot be measured directly. As shown 

in Table 3-4, the estimated power consumed by the CAR-Lite-SI model is higher than the 

CAR-Lite model. This characteristic is to be expected due to the higher logic utilisation of the 

former than the latter. However, the multi-sampling rate CAR-Lite-SI model still consumes 

less power than the single sampling rate CAR-SI model, which consumes the highest power 

as compared to all other presented models in Table 3-4. Another significant observation is 

that the FPGA-based cochlear models consume more power than analogue silicon cochlear 

models. However, analogue silicon cochleae may become unstable due to the various 

degrees of tolerances of analogue electronic components in the circuit. 

Model FPGA No. of filters ALM utilisation Registers utilisation Power (mW) 

Sarpeshkar et 
al. [71] 

- 16 - - 0.3 

Lazzaro et al. 
[72] 

- 119 - - 5 

Hamilton et al. 
[73] 

- 83 - - 57 

Shih-Chii et al. 
[74] 

- 128 - - 22 

Wang et al. [75] - 9 - - 0.09 

CAR-FAC [27] Altera 
Cyclone V 

100 18% 5,235 240 

Thakur et al. [5] Altera 
Cyclone V 

70 3% 3,899 - 

CAR-Lite [76] Altera 
Cyclone V 

108 2.57% 887 234 

*CAR-SI [3] Altera 
Cyclone V 

108 17% 10,581 250 

This work (CAR-
Lite-SI) 

Altera 
Cyclone V 

108 15% 8,420 244 

Table 3-4: Performance of cochlear filters on analogue (described as ‘-‘ under FPGA column) and digital 
hardware. *Single sampling rate cochlear model fitted with SR-AN algorithm from subsection 3.3.4.2. 

Furthermore, as the analogue models are hardwired, they are not scalable. In contrast, 

FPGA-based cochlear models are stable as they operate in the digital domain and do not 

have tolerance issues with their internal components. Additionally, the reconfigurable 

attribute of the FPGA allows cochlear models to be scalable. This characteristic includes 
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adding or omitting cochlear octaves and sections, which is achievable at a shorter time than 

for the analogue silicon cochleae. 

3.3.5. Response to Pure Tones 

A 1 kHz, 0.68 s pure tone signal with a 50 ms ramp-up and 50 ms ramp-down is used to 

generate six types of AN fibre responses from the fixed-point implementation of the CAR-

Lite-SI model, as illustrated in Figure 3-24. The pure tone is chosen to demonstrate and 

distinguish between spikes generated directly by the sound signal (stimulus-driven spikes) 

and spikes generated by the spontaneous effect (spontaneously-driven spikes). The HSR 

responses in Figure 3-24 depict the input signal spread across more contiguous cochlear 

sections [58 cochlear sections from sections 11 (13,470 Hz) to 69 (472 Hz)] than the MSR 

response [43 cochlear sections from sections 24 (6,357 Hz) to 67 (530 Hz)]. The LSR 

response of the 1 kHz pure tone is contained within the smallest number of contiguous 

cochlear sections at 27, spanning from sections 38 (2,832 Hz) to 65 (595 Hz). In terms of 

spontaneous rate activities, the HSR fibres generate the most densely packed random 

spikes, and the LSR fibres generate the least, which are in agreement with biologically 

plausible models [19], [20]. The intensity information from the combined stimulus-driven and 

spontaneous-driven spikes are acquirable by the mean spike rate across the three fibres 

presented in Table 3-5. 

 

Figure 3-23: Time-frequency representation (cochleagram) of the IHC signal of a pure tone whose AN response 
is shown in Figure 3-24. 
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Figure 3-24: SR-AN spike response from a fixed-point implementation of the CAR-Lite-SI model of a 0.68 s, 1 
kHz input pure tone with a 50 ms ramp-up and 50 ms ramp-down (IHC representation displayed in Figure 3-23) 
for the following conditions: (a) both spontaneity and refractoriness disabled; (b) spontaneity disabled and 
refractoriness enabled; (c) spontaneity enabled using PBNG and refractoriness disabled; (d) spontaneity enabled 
using PBNG and refractoriness enabled; (e) spontaneity enabled using LFSR and refractoriness disabled; and (f) 
spontaneity enabled using LFSR and refractoriness enabled. 

When the AN refractory period is enabled (labelled as refractoriness in Table 3-5), the 

AN fibres produce sparser spike distributions, as observed for (b), (d), and (f) of Figure 3-24, 

and quantified as lower spike rates in Table 3-5, than when the AN refractoriness is 

disabled. This characteristic is mainly due to the bypassing of the computation of every 

second input sample to the SR-AN module to signify the inability of the AN to generate 

spikes immediately after firing. The absence of spontaneously-driven spikes (AN spontaneity 

disabled) coupled with the LIF neurons’ inability to immediately fire (refractoriness enabled) 

leads to the lowest spike rate across all three fibre types. When both spontaneity and 

refractoriness is enabled, as seen in (d) and (f) of Table 3-5, the spike rate is close to the 

design requirements of a mean of 1,000 spikes/s on the HSR fibre. 

Figure 3-24 Spontaneity Refractoriness Mean Spike Rate (spikes/s) 

LFSR 
(FPGA) 

PBNG 
(Software) 

HSR MSR LSR 

(a) 0 0 0 607 419 230 

(b) 0 0 1 531 371 206 

(c) 0 1 0 1,212 741 400 

(d) 0 1 1 917 613 340 

(e) 1 0 0 1,212 745 407 

(f) 1 0 1 916 623 359 
Table 3-5: Mean spike rate of each AN fibre with various spontaneous spiking conditions generated from the 
fixed-point implementation of the CAR-Lite-SI model. 

3.3.6. Iso-Intensity Response 

Figure 3-25 displays the AN spike rate response from the fixed-point implementation of 

the CAR-Lite-SI model to a frequency sweep of a 0.68 s pure tone input signal with its 

frequency ranging from 100 Hz to 1 kHz. For iso-intensity frequency responses [77] of the 
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AN, the input pure tones at the aforementioned varying frequencies are repeatedly streamed 

into the model at different input levels from 0 dB full-scale (FS) to -60 dBFS, in steps of -10 

dBFS. At high-intensity levels of 0 dBFS, spike generation at all three fibres are mainly 

driven by the sound input frequency range. As sound level reduces, the spike rates of all the 

three fibre types drop expectedly regardless of the sound input frequency. Below -40 dBFS, 

the LSR fibres are no longer sensitive to the stimulus as illustrated in the negligible spike 

rates in Figure 3-25(c) when no spontaneously-driven spikes are present. When the 

spontaneously-driven spike generation algorithm is enabled, the spikes rates at these levels 

rise, as depicted in Figure 3-25(f) and Figure 3-25(i). At -60 dBFS, only the HSR fibres are 

driven by the sound input as observed in the active spike rates in Figure 3-25(a), and no 

spike rate activities in the MSR [Figure 3-25(b)] and LSR [Figure 3-25(c)] fibres when no 

spontaneously-driven spikes are present. When spontaneously-driven spikes are present, 

the MSR and LSR fibres are exclusively driven by spontaneous activity, as observed in 

Figure 3-25(e), (f), (h), and (i). 

The spike rates exhibited in Table 3-5 and the iso-intensity curves in Figure 3-25 are 

higher than the iso-intensity curves recorded in animal studies that include squirrel monkey 

[78], guinea pig [61], and lake sturgeon [77]. This attribute is due to the absence of neural 

adaptation feature in the model as my intention is to characterise sound signal intensity 

variations as it occurs without any reduction to the sensitivity across all cochlear sections. As 

a result, the spike rates projected by the CAR-Lite-SI model remain constant as long as the 

sound signal is present. Furthermore, the iso-intensity curves from the animal studies are 

generally bell-shaped. In contrast, the iso-intensity curves in this model have a general 

outlook of an unsmoothed right-half of a bell (a steeper roll-off at the high frequency end 

than the low frequency end), which indicate that this model is generally more responsive to 

low-frequency sound signals than the responses found in animal studies [61], [77], [78]. This 

characteristic is an advantage as this enables the model to respond to low pitch speech and 

musical signals. 

An alternative viewpoint is that the shape of these curves in the model resembles the 

gain response shape of a low-pass filter (LPF). An indication of this is that firstly, the spike 

rate above 1 kHz drops lower than those below the 1 kHz range. Secondly, the dips in the 

spike rate at high intensities from 0 dBFS to -30 dBFS for HSR fibres and from 0 dBFS to -

10 dBFS for MSR fibres occur at 3 kHz, 6 kHz, 9 kHz, and 12 kHz. These dips in the iso-

intensity curves are similar to the stopband ripple or known alternatively as the suppressed 

fluctuating high-frequency side-lobe of a moving average filter [50]. The cause of this is the 

temporal integration stage, which performs a moving average of IHC values and thus, 

functions as a low-pass filter with a cut-off frequency at 1.5 kHz. With regards to musical 

signals, the starting dip in the iso-intensity curve at 3 kHz corresponds to the eighth octave 

of the musical note, F#. This note and those at higher frequencies corresponding to the dips 

in the iso-intensity curves are considered to have high pitches that are outside the dominant 

region of pitch perception [79]–[81], so no measures are taken to alleviate these effects. For 

speech signals, the spectrum of interest is approximately from 200 Hz to 3 kHz [56], and so 

the dips in the iso-intensity curves have ideally minimal impact on speech signals as well. 
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Figure 3-25: Iso-intensity responses of HSR, MSR, and LSR AN fibres for 108 cochlear sections generated with 
refractoriness enabled and (a) – (c) spontaneity disabled, (d) – (f) PBNG enabled and (g) – (i) LFSR enabled. 

3.3.7. Noise Effect on Real-World Signals 

Figure 3-26(a1)-(a6) displays a musical note signal, A4, from a piano [15], along with its 

AN responses. Figure 3-26(b1)-(b6) displays a speech signal with a male voice uttering “1-o-

7” [82] and it’s corresponding AN responses. These two signals are up-sampled from 44.1 

kHz to 96 kHz before being injected into the fixed-point hardware implementation of the 

CAR-Lite-SI model. At the AN stage, noisy spikes are introduced to these real-world signals 

either with the PBNG or the LFSR circuit when the spontaneity option is enabled (as seen in 

Table 3-6 and Table 3-7). Two methods are used to measure the effect of the noise on the 

signals. One involves calculating the signal-to-noise (SNR) ratio: 

 
𝑆𝑁𝑅 = 20 log10

𝑠𝑝𝑘𝐴𝑁(𝑠, 𝑛)

𝑠𝑝𝑘𝑆𝑅𝐴𝑁(𝑠, 𝑛)
 (3-28) 

 

where 𝑠 is the cochlear section spanning to a maximum of 𝑆 (= 108) sections; 𝑛 is the 

sample number spanning up to the length of the sound signal 𝑁; 𝑠𝑝𝑘𝐴𝑁 is the AN response 

comprising stimulus-driven spikes and spontaneously-driven spikes (noisy spikes) generated 

either from the PBNG or LFSR circuit; 𝑠𝑝𝑘𝑆𝑅𝐴𝑁 is the spontaneously-driven spikes generated 

from either the PBNG or LFSR circuit. 

Alternatively, to understand how much information from the input sound signal is 

preserved in the AN response amid noise generated from either the PBNG or LFSR circuit, a 

spike coincidence ratio is used. It is calculated as the ratio of the number of spikes match 

between the AN response and the binarized TI response (subsampled low-pass filtered inner 

hair cell response), which is then normalized by the number of binary TI spikes: 

 
𝐶𝑠𝑝𝑘 =

∑ ∑ 𝑠𝑝𝑘𝐴𝑁(𝑠, 𝑛)𝑁
𝑛=1

𝑆
𝑠=1 𝑠𝑝𝑘𝑇𝐼(𝑠, 𝑛)

∑ ∑ 𝑠𝑝𝑘𝑇𝐼(𝑠, 𝑛)𝑁
𝑛=1

𝑆
𝑠=1

 (3-29) 

 



92 
 

where 𝑠𝑝𝑘𝑇𝐼 is the binarized TI response, which is assumed to be a 2D spike representation 

of the input signal unaffected by spontaneously-driven spikes (noisy spikes). It is defined as: 

 
𝑠𝑝𝑘𝑇𝐼 = {

1,     𝑇𝐼(𝑠, 𝑛) > 0
0,     𝑇𝐼(𝑠, 𝑛) = 0

 (3-30) 

 

The SNR profiles for the speech and musical signals using noises generated from the 

PBNG and the LFSR circuits across the three AN fibres are displayed in Figure 3-27. The 

real-world signals have three discrete intensity levels, represented as three distinct colour 

bars in the figure. The SNR is at its lowest for low-intensity signals and highest for high-

intensity signals regardless of the input signal type used here. This attribute is expected as 

low-intensity signals result in a low number of stimulus-driven spikes generated at the AN 

stage and thus, spontaneously-driven (noisy) spikes affect the AN response significantly, 

which results in a low SNR. Conversely, high-intensity signals result in a higher number of 

stimulus-driven spikes generation, which lowers the influence of spontaneously-driven 

(noisy) spikes in the AN response. This characteristic indicates that an LSR fibre has a lower 

SNR than an MSR fibre, and an HSR fibre has a higher SNR than the MSR fibre. Moreover, 

as the intensity of the input signal increases as observed in Figure 3-27, the SNRs for all 

three fibres also increase due to the stimulus-driven spikes being represented more in these 

fibres than spontaneously-driven spikes. 

The effect of refractoriness also generally reduces the SNRs for the three AN fibres 

because a spike generated immediately after a LIF neuron fires is likely a stimulus-driven 

spike and a delay in the LIF neuron firing due to refractoriness, suppresses this spike. There 

are instances where there are gaps of silence in an input sound signal, such as a speech 

signal. In this case, the stimulus-driven spikes generated during the gaps is suppressed. If 

the refractoriness is enabled, more noisy spikes are generated, especially during the gaps, 

which reduces the SNR. 

Table 3-6 and Table 3-7 provides a comparison between spike coincidence ratios of the 

AN responses generated from the CAR-Lite and CAR-Lite-SI models for the speech and 

musical signals, respectively. AN responses of the fixed-point implementation of the CAR-

Lite model are shown in Figure 3-26(a3) and (b3) corresponding to the 0 dBFS musical 

signal [Figure 3-26(a1)] and 0 dBFS speech signal [Figure 3-26(a2)] respectively. Their 

corresponding AN responses from the fixed-point implementation of the CAR-Lite-SI model 

are displayed in Figure 3-26(a4)-(a6) and (b4)-(b6), respectively. It is expectedly difficult to 

determine input sound intensity from the AN response of the CAR-Lite model because this 

response contains no intensity information and thus, is incapable of capturing sound 

intensity levels in the musical and speech signals. This attribute is evident in the low 

coincidence matching ratio, 𝐶𝑠𝑝𝑘, under the “Zero-Crossings” column of Table 3-6 and Table 

3-7. In contrast, the AN response of the CAR-Lite-SI model can represent sound intensity by 

the difference of spike rates across three AN fibres indicating three discrete levels. This 

characteristic is visually apparent in Figure 3-26(a4)-a(6) and (b4)-(b6) as well as 

quantitatively, with the higher 𝐶𝑠𝑝𝑘 values under the “LSR”, “MSR”, and “HSR” columns of 

Table 3-6 and Table 3-7. 

Another observation from Table 3-6 and Table 3-7 is that added noise either via PBNG, 

or LFSR circuit increases Cspk. Stimulus-driven spikes are generated when the intensity of 
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the TI signal increases above the firing thresholds of the LIF neurons. When the intensity of 

the TI signal is low, and below firing thresholds, spikes are generated spontaneously 

according to equations (3-20), (3-21), and (3-22) based on the AN fibre type. Hence, if a 

spontaneously-driven spike coincides with a binarized TI sample, then this indicates a low-

intensity signal representation in the spike trains of the AN. As a result, the coincidence 

matching ratio, Cspk, increases when noisy spikes in the form of spontaneously-driven spikes 

are introduced. Disabling the refractoriness further increases Cspk according to the 

explanation above that led to the rise in the SNR. In other words, the highest Cspk readings 

for all three fibre types occur when either PBNG or LFSR is enabled and refractoriness 

disabled. If the refractoriness is enabled, then Cspk readings for all three fibre types fall. 

The coincidence matching ratio, Cspk, is higher for the CAR-Lite-SI model than the CAR-

Lite model. It is larger when spontaneously-driven (noisy) spikes are introduced. The Cspk as 

well as the SNRs for all three AN fibres also increase when the intensity of the input sound 

signal increases. However, there is no indication that noisy spikes at the AN stage aids in 

boosting signal coherence [83]–[85]. A further investigation is warranted to understand 

whether induced noisy spikes aids in boosting signal coherence that may include feature 

extraction, pattern recognition, and classification tasks. 

 

Figure 3-26: Sound intensity representation of real-world sound signals that includes (a1) musical forte note, A4, 
from a piano; and (b1) speech signal of a male voice uttering “1-o-7”, and their respective cochleagrams in (a2) 
and (b2), respectively. AN spikes generated from the fixed-point hardware implementation of the CAR-Lite model 
using (a3) the musical signal and (b3) the speech signal. AN spikes generated from the fixed-point hardware 
implementation of the CAR-Lite-SI model from the (a4) HSR, (a5) MSR, and (a6) LSR fibre responses of the 
musical signal; and (b4) HSR, (b5) MSR, and (b6) LSR responses of the speech signal. Note that the spontaneity 

is generated using LFSR and refractoriness is disabled. 
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Figure 3-27: Signal-to-noise (SNR) ratio of the following real-world input signals with increasing intensity across 
the three AN fibres: HSR; MSR; and LSR under two noise (either PBNG or LFSR) and two refractoriness 
settings: (a) the speech signal of a male voice uttering “1-o-7”; and (b) the musical signal, A4 played from a 
piano. 
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Spontaneity Refractoriness Spike Coincidence Ratio 

LFSR (FPGA) PBNG (Matlab) Zero-crossings LSR MSR HSR 

0 0 0 0.008% 1.4% 6.6% 13% 

0 0 1 0.008% 1.0% 4.6% 8.6% 

0 1 0 0.008% 3.5% 10% 19% 

0 1 1 0.008% 3.0% 7.6% 12% 

1 0 0 0.008% 3.6% 10% 19% 

1 0 1 0.008% 3.4% 8.2% 13% 

Table 3-6: Coincidence matching ratio between the AN responses from the CAR-Lite model and the CAR-Lite-SI 

model, and the binarized TI response for the utterance of “1-o-7” under various spiking configurations. 

Spontaneity Refractoriness Spike Coincidence Ratio 

LFSR (FPGA) PBNG (Matlab) Zero-crossings LSR MSR HSR 

0 0 0 0.002% 2.2% 17% 37% 

0 0 1 0.002% 1.7% 11% 25% 

0 1 0 0.002% 8.3% 27% 53% 

0 1 1 0.002% 7.4% 20% 35% 

1 0 0 0.002% 8.5% 22% 53% 

1 0 1 0.002% 8.5% 22% 36% 

Table 3-7: Coincidence matching ratio between the AN responses from the CAR-Lite model and the CAR-Lite-SI 
model, and the binarized TI response for the A4 piano note under various spiking configurations. 

3.4. Chapter Summary and Conclusion 

In the first half of this chapter, a small and simple cochlear model, known as CAR-Lite, 

comprising a cascade of asymmetric resonators (CAR), is presented. For an implementation 

of 108 cochlear sections, the model operates at nine different sampling rates, with an octave 

group of twelve sections operating at a specific sampling rate. It uses 16 bits signals and 8 

bits coefficients, which is half of the bit width of coefficients used in the CAR model. 

Furthermore, the CAR-Lite model uses nine times fewer coefficients than the CAR model. 

On an Altera Cyclone V FPGA, the logic utilisation of the model is only 2.57%. Its dynamic 

range is 96 dB, which covers the range of speech, music and other perceivable audible 

stimuli. Stimuli at high intensity levels have saturated amplitudes resulting in information 

loss, which consequently yields saturated waveforms output from the model. However, using 

an automatic gain control (AGC) algorithm to vary the intensity levels of the stimuli enables 

the model to generate output responses without saturation. 

In the second half of this chapter, the zero-crossing spiking algorithm in the CAR-Lite 

model is replaced with an abstract biologically plausible spiking algorithm capable of 

encoding sound at various intensity levels. Known as the CAR-Lite-SI model, the output of 

the CAR filters with high sampling rates are down-sampled, and the ones with low sampling 

rates are up-sampled to a common sampling rate before being converted to spikes using 

leaky-integrate-and-fire neurons. Spontaneous spike generation is also included in the 

model that increases the degree of similarity between the spike trains and the outputs of the 

CAR filters. This characteristic enables spike representation of real-world signals such as 

musical notes and speech to resemble closer to their output representation from the CAR 

filters. On an Altera Cyclone V FPGA, the logic utilisation is 15%, which allows room for 

expansion with the implementation of more sophisticated algorithms. 
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4. Auditory Pitch Model: Autocorrelogram Generation   

 (In memory of Ray Meddis) 

This chapter presents a novel algorithm for calculating an autocorrelogram, which 

contains pitch information. The next section presents the motivation behind this novel 

algorithm. After that, details of the conventional algorithm and the novel algorithm for 

calculating an autocorrelogram are presented. The novel algorithm is applied to an auditory 

pitch model, and the resulting autocorrelograms are compared to autocorrelograms 

generated from the conventional algorithm to understand the degree of similarity between 

them. Two FPGA implementations of the model are presented – one with the conventional 

algorithm and the other with the novel algorithm. Their results are compared to indicate the 

benefits of the hardware implementation of operating the new algorithm over the 

conventional one. Additionally, the hardware responses of the model fitted with the novel 

algorithm are used to explain several auditory pitch phenomena.  

4.1.  Motivation 

The workings of the bipolar cells in the vision pathway inspire the novelty of generating 

autocorrelogram for the pitch perception model presented in this chapter. The bipolar cells 

transmit neural images from the retina to the cortical regions of vision through ON and OFF 

events when there is a change in the field of view [1]. This binary event served as an 

inspiration for the development of event-based silicon retina such as the dynamic vision 

sensor (DVS) camera [2] and the asynchronous time-based image sensor (ATIS) camera 

[3], [4]. 

Out of the three auditory pitch models reviewed in chapter 2, Meddis physiological 

model of virtual pitch has been implemented on a field-programmable gate array (FPGA), 

which is a configurable digital electronics hardware platform – Lim et al. [5] and Jones et al. 

[6] used binary ON and OFF events to represent chopper neuron firing responses in the 

ventral cochlear nucleus (VCN) in FPGA. From the VCN module, the spikes are sent to an 

inferior colliculus (ICC) module housing coincidence neurons that sum up the number of 

spikes (ON events) and compare the summed value to a threshold using a comparator 

circuit. A coincidence neuron behaves identically in spiking operation to the chopper neurons 

and outputs an ON event via a spike when the sum of input spikes value crosses a 

threshold. Otherwise, the coincidence neuron outputs an OFF event (no spike). This binary 

property can be applied to the auditory nerve (AN) signal since the distribution of the time 

intervals between successive output spikes in the auditory nerve contributes to the pitch 

periodicity of the input sound signal [7]. 

Alternatively, an analogue very-large-scale-integrated (VLSI) chip implementation of the 

VCN-ICC model has been implemented by van Schaik and Meddis [8], [9]. van Schaik 

improved his VLSI design by incorporating a simple 2-input logical-AND gate to model 

coincidence detector neuron, using ON and OFF responses to extract periodicities between 

two successive spikes [10]. Using the binary ON and OFF events such as those used by Lim 

et al., Jones et al. and van Schaik et al. as well the utilisation of 2-input logical-AND gates 

from van Schaik et al., I will show in this chapter that the autocorrelograms generated from 

the model reviewed in chapter 2 are capable of using fewer computational resources on 

FPGA than the conventional means of computing these autocorrelograms. For estimating 

pitch information from these autocorrelograms, the reader is advised to refer to chapter 6. 
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In the next section, the algorithm is presented. The algorithm is then applied to CAR-

Lite-ACF model presented in section 4.4. Within this section, FPGA implementations are 

presented with conventional mathematical operations as well as with the novel algorithm for 

comparison. 

4.2. Algorithm Characteristics 

The critical ingredient in calculating an autocorrelogram using either the conventional 

method or the novel method is the type of input signal. As presented in chapter 2, auditory 

pitch models using the autocorrelation function (ACF) model rely on low-pass filtered inner 

hair cell (IHC) signals from a cochlear model as their input. Hence, the input signal is made 

up of real-valued numbers. From a computational perspective, each point in the correlation 

matrix calculation requires the usage of an arithmetic logic unit (ALU) found in a central 

processing unit (CPU). The total number of points in an autocorrelogram, (the output 

correlation matrix), is dependent on the number of cochlear sections as well as the temporal 

window lag size. 

Let us consider the dimensions of the cochlear model (CAR-Lite) described in chapter 3 

for use with an ACF model to be described in a later section of this chapter. For this cochlear 

model, there are 108 sections. Assuming a temporal lag size of 2,048, an autocorrelogram 

generated from the output of these 108 sections contains 221,184 (108 × 2,048) values, as 

observed in Figure 4-2. From a computational perspective, the multiplier of the ALU has to 

be invoked as many as 221,184 times at the onset of every 2,048 input sample. In real-time 

operation, this may block the processing of other functions that rely on the multiplier. 

An alternative is to use more CPU cores containing multiple ALUs at higher clock 

speeds that can operate in parallel. However, this would come at a high cost of 

computational redundancy and increased power consumption. 

Furthermore, CPU usage for autocorrelogram generation in real-time requires an 

understanding of the operating system (OS). The manner the OS divides software 

applications into multiple computational segments called threads to be processed on 

available CPU in a round-robin, and priority-based format also requires understanding, i.e. 

high-priority threads are serviced more frequently than low-priority threads [12]. This notion 

increases the complexity of implementing real-time autocorrelogram generation. Alternative 

platforms such as embedded systems consisting of affordable small to medium-sized 

microcontrollers usually do not possess sufficient CPUs, clock speed as well as high-speed 

data transmission medium to handle the calculation mentioned in the preceding paragraph. 

Although large and costlier microcontrollers may be capable of handling the calculations, 

CPU accesses are done through a real-time OS, which adds to development complexity and 

leads to higher power consumption than small- and medium-sized microcontrollers [13]. 

To reduce computational resources for generating an autocorrelogram, I propose to use 

binary spike trains generated from the auditory nerve as input to the ACF model instead of 

real-valued inner hair cell (IHC) signal. The binary spikes generated are pulses, and each 

binary spike has two states: ON and OFF. Hence, with binary spikes, only a single bit is 

required to represent an input signal to generate an autocorrelogram as opposed to an 𝑛 bit 

real-valued IHC signal. This approach obviates the need for a conventional CPU as there is 

only be a single bit active. A resource-efficient method to calculate an autocorrelogram from 

binary spikes is to develop a customised CPU made up of a small number of logic gates with 
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a straightforward configuration. This form of processing can be implemented on an FPGA. A 

disadvantage with an autocorrelogram generated from binary spikes is that low amplitude 

sound information is lost, which may correspond to information from other sound sources. 

Here, low amplitude sound refers to magnitudes of sound lower than the salient or 

noticeable sound that is usually captured in an autocorrelogram generated using real-valued 

IHC signal. Despite the loss of information, the autocorrelogram still captures sufficient 

salient pitch information, as observed in this chapter as well as chapter 6. 

An autocorrelogram generated from an ACF model [14], [15] uses multiply-and 

accumulate (MAC) operations iteratively: 

 
𝑟𝑔(𝑠, 𝑡, 𝜏) = ∑ 𝑔(𝑠, 𝑡)

𝑁−𝜏

𝜏=0

∙ 𝑔(𝑠, 𝑡 − 𝜏) (4-1) 

 

where 𝜏 is a lag corresponding to the time-delayed shift of 𝑔 representing an IHC sample 

output from a cochlear section, 𝑠, at time, 𝑡; 𝑁 is a upper limit where 𝜏 is capped. 

In equation (4-1), an input sample, 𝑔, is a base-10 number; the dot operator represents 

multiplication. For m bit 𝑔 values, the product between two 𝑔 values results in a 2m bit 

number. This number is then normalised to m bits by dividing the 2m bit number by 2𝑚. After 

that, the bit-width of an output sample in 𝑟𝑔 is calculated as log2(𝑁 ∙ 2𝑚). As an example, if 

the values of 𝑔 are 16 bit numbers, then each multiplication results in a 32 bit number. This 

32 bit output sample is normalised to a 16 bit output sample, by dividing the 32 bit number 

with 216, as illustrated in Figure 4-1(a). Then, summing up 𝑀 and 𝑁 number of 16 bit values 

would result in log2(𝑁 ∙ 216) bits to represent an output sample in 𝑟𝑔. For 𝑁 with a length of 

2,048, an output sample in 𝑟𝑔 is representable by at least 27 bits. 

Using binary spike trains as inputs, equation (4-1) can be modified to use only logical-

AND and accumulate operations (AAC) in the following respective forms: 

 

 
𝑟𝑏(𝑠, 𝑡, 𝜏) = ∑ 𝑏(𝑠, 𝑡)

𝑁−𝜏

𝜏=0

^𝑏(𝑠, 𝑡 − 𝜏) (4-2) 

 

where 𝑏 is a single bit binary number; ^ represents a logical-AND operation. Each AND 

operation results in a single bit output as opposed to the 2m bit number required using 

equation (4-1) as illustrated in Figure 4-1(b). Moreover, no normalisation is required. The bit-

width of an output sample in 𝑟𝑏, is now log2(𝑁 ∙ 2) instead of log2(𝑁 ∙ 2𝑚). Note that the 

former equation is calculated from the latter equation with 𝑚 = 1 representing 1 bit. Hence, 

for 𝑁 with a length of 2,048, an output sample in 𝑟𝑏 is 12 bits. This exercise reduces memory 

utilisation based on a point value on an autocorrelogram by as much as 2.2 times, i.e. 27 bits 

/ 12 bits. Despite the memory utilisation reduction, the use of low bit widths indicates a loss 

in precision, which, in turn, means the possible loss of pitch information. 
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Figure 4-1: Bit width differences of elements in coincidence matrices calculated from (a) multiplication operation 

(red dot) using 16 bits IHC input and (b) logical-AND operation (green dot) using 1 bit AN input. 

On FPGA (specifically the Altera Cyclone V 5CGXFC5C6F27C7N chip), the number of 

computational resources such as multipliers and combinational logic circuits (known 

alternatively as adaptive logic modules or ALMs) is limited. In terms of quantity (Qty), 

multipliers (Qty: 450) are a scarcer commodity than the ALMs (Qty: 29,080) [16]. There are 

three types of multipliers on board the FPGA: firm, soft, and combined. Firm multipliers use 

dedicated DSP circuit blocks numbering 150 in total, whereas soft multipliers use look-up 

tables (LUT) in configurable ALMs numbering 300 in total. Combination multipliers use a mix 

of DSP and ALM circuits numbering 450 in total. Even with 450 multipliers in total, it is 

insufficient to accommodate the parallel calculation of all the points in an autocorrelogram 

matrix comprising 221,184 multiplications. Instead, the multipliers would be time-multiplexed 

- the use of the multipliers is broken down over time to service all the multiplication 

operations, thereby reducing the need for a high number of parallel multiplier circuits. In 

contrast, the use of equation (4-2) to generate an autocorrelogram matrix enables logical-

AND gates utilisation without using any computationally expensive and sophisticated 

multiplier circuits. 

The advantages of the AAC operations algorithm defined by equation (4-2) over the 

conventional MAC operations algorithm defined by equation (4-1) are the computation, 

power and resource costs. The cost of the first three CPU processors mentioned in Table 

4-1(a) increases with increasing CPU cores. The number of CPU cores indicates the number 

of multiplier circuits used as part of an ALU circuit. So, to accommodate the computations of 

the proposed auditory pitch model, a large-sized CPU core may be needed. Alternatively, a 

medium-sized CPU is usable by operating the CPU chip at a high global clock speed along 

with a real-time operating system to slice the multiply-accumulate (MAC) operations into 

smaller manageable operations that can be serviced by a CPU quickly over multiple global 

clock pulses instead of one. This task is known as a pipeline operation [13]. Nonetheless, 

the cost of the MAC-based CPU chips outweighs the cost of logical-AND chips observed in 

Table 4-1(b) as well as FPGA chips projected in Table 4-1(c) that possess reconfigurable 

digital logical elements and digital signal processors (DSP) equipped for both AAC-based 

and MAC-based operations. Hence, it is certainly cost-effective to utilise the novel AAC-

based algorithm for real-time implementation over the conventional MAC-based algorithm. 
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(a) Processor Clock 
Speed (Hz) 

Number of 
MAC 

operations 

Power 
Consumption 

(W) 

Number of 
DSP CPU 

Cores 

Chip 
Size 
(mm) 

Cost 
(US $) 

TMS320C5545 [17] 150 × 106 400 × 106 150 × 10-3 1 7 × 7 2.76 

ADAU1467 [18]  295 × 106 1.2 × 109 69 × 10-3 1 12 × 12 8.78 

66AK2H14 [19] 1.2 × 109 307.2 x 109 10.2 to 16 8 40 × 40 661.26 

(b) Logical-AND Clock 
Speed (Hz) 

Number of 
MAC 

operations 

Power 
Consumption 

(W) 

Number of 
AND gates 

Chip 
Size 
(mm) 

Cost 
(US $) 

SN74AUP1G08 [20] - - 3 × 10-6 1 2.5 × 2.3 0.08 

SN74AUC08 [21] - - 27 × 10-6 4 4 × 4 0.26 

(c) FPGA Series Clock 
Speed (Hz) 

Number of 
Logic 

Elements 

Number of 
Adaptive 

Logic 
Modules 

Number 
of I/O 
pins 

Cost 
(US $) 

5CEBA2U15C8N [22] Cyclone V 550 25 × 103 9,434 176 39.53 

5CGXFC7D7F31C8N 
[23] 

Cyclone V 550 149 × 103 56,480 480 249.95 

Table 4-1: Survey of computational resources for using (a) MAC-based computational processors, (b) logical-

AND chips, and (c) a combination of MAC-based and AAC-based FPGA chips. 

4.3. General Model Characteristics 

The pitch model described in section 4.4 uses the output signals from the CAR-Lite 

model described in chapter 3 as their input. Based on the mathematical operation used in 

the pitch model, the input signal used is either the inner hair cell (IHC) or the auditory nerve 

(AN) signal. The IHC signal is described in section 3.2, while the AN signal is generated 

using leaky-integrate-and-fire (LIF) neuron, similar to the one described in subsection 3.3.2: 

 𝑣𝐿𝐼𝐹(𝑠, 𝑡) = 𝑣𝐿𝐼𝐹(𝑠, 𝑡 − 1) + 𝑐𝐿𝐼𝐹(𝐼𝐻𝐶(𝑠, 𝑡) − 𝑣𝐿𝐼𝐹(𝑠, 𝑡 − 1)) (4-3) 

 

 
𝐴𝑁(𝑠, 𝑡) = {

1,               𝑣𝐿𝐼𝐹(𝑠, 𝑡) > 𝑡ℎ𝑟𝑒𝑠ℎ

0,               𝑣𝐿𝐼𝐹(𝑠, 𝑡) ≤ 𝑡ℎ𝑟𝑒𝑠ℎ
 (4-4) 

 

where 𝑣𝐿𝐼𝐹 is an internal state voltage, which is reset to 0 after the AN associated with it fires 

a spike; 𝑐𝐿𝐼𝐹 is a low-pass coefficient; 𝑡ℎ𝑟𝑒𝑠ℎ is the firing threshold of a LIF neuron for 

section 𝑠, at time 𝑡. 

In the CAR-Lite-SI model described in subsection 3.3.2 of chapter 3, the AN signal is 

resampled to a standard sampling rate of 3 kHz to ensure spike rates remained under 1,000 

spikes per second. In the case of autocorrelogram generation for calculating pitch in this 

dissertation, this AN resampling is removed, thus, preserving the multiple sampling rates 

used by the different octaves in CAR-Lite, which enables an autocorrelogram to capture a 

broad pitch range. Additionally, spontaneous spike generation in the form of pseudorandom 

binary noise, and LIF neuron refractoriness are not implemented for the model in this 

chapter as the objective is to know the minimum computing mechanism required to generate 

an autocorrelogram on an FPGA. 

When the CAR-Lite-ACF model uses the IHC signal as its input, its respective 

autocorrelogram output is calculated using MAC operations. When the model uses the AN 

signal as its input, its autocorrelogram output is calculated using AAC operations. The MAC-

based model is designed first, in floating-point arithmetic in Matlab. This is regarded as the 

software implementation and is used as a benchmark for the design of the AAC-based 
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model, specifically in the determination of the firing threshold voltages of the leaky-integrate-

and-fire (LIF) neurons. From the floating-point model, the fixed-point version is implemented 

in Matlab, which is regarded as the hardware implementation as it is designed to be 

implementable on an FPGA. From here, they are implemented on an Altera Cyclone V GX 

starter kit with a 5CGXFC5C6F27C7 FPGA chip via SystemVerilog using the Altera Quartus 

software application. SystemVerilog is used over Verilog and VHDL because it is a versatile 

hardware descriptive language that combines the properties of Verilog in terms of enabling 

quick C-style writeups of the model as well as the properties of VHDL in terms of early error 

detection during model design [24]. 

As far as the bit widths are concerned for the hardware model, each element in a MAC-

based coincidence matrix (the matrix that holds real-valued numbers calculated from the 

product of two real-values before summation) is set at 16 bits – the same bit width as the 

inner hair cell (IHC) signal. For the AAC-based coincidence matrix (the matrix that holds only 

binary numbers, where each binary number is the result of the logical-AND operation 

between two binary numbers representing binary spikes), this bit width is set at 1 bit per 

matrix element. To ensure sufficient bits to represent the result of accumulation, each 

element in either MAC-generated or AAC-generated autocorrelogram is 32 bits wide. All 

other bit widths and variable settings of the CAR-Lite-ACF model used in section 4.4 are 

summarised in Table 4-2. 

Index Description Variable Setting 

1 Sampling rate, fs, of cochlear octave on, i.e. 9 

sampling rates across 9 octaves. 

fs - o1 to 

fs – o9 

96 kHz to 375 Hz (in division of 2 starting 
from 96 kHz). 

2 108 centre frequency, fc, for 108 

logarithmically-spaced cochlear sections. 

fc 50 Hz (section 108) to 24 kHz (section 1). 

3 CAR filter coefficient bit width. a, c, h, r 8 bits per coefficient. 

4 Basilar membrane (BM) signal bit width 
(CAR filter output). 

BM 16 bits per sample. 

5 BM velocity signal bit width. BMd 16 bits per sample. 

6 Inner hair cell (IHC) bit width. IHC 16 bits per sample. 

7 Point sample bit width on a MAC-based 
coincidence matrix – each sample is the 
output of a multiplication operation only. 

Cij 16 bits per sample. 

8 Intermediate variable bit width holding 
multiplication results between two 16 bit 
numbers. 

yint 32 bits 

9 Point sample bit width on an 
autocorrelogram from both MAC- and AAC-
based implementations. 

Gij or rg 32 bits per sample. 

10 LIF neuron voltage coefficient for AAC-based 
CAR-Lite-ACF model. 

cLIF fc (1)/ fs - o1 = 24 kHz / 96 kHz = 0.25 

11 LIF neuron voltage coefficient bit width. cLIF 16 bits 

12 LIF neuron voltage firing threshold (CAR-
Lite-ACF). 

vLIF-fire 0.27 V 

13 LIF neuron firing threshold bit width. vLIF-fire 16 bits 

14 Auditory nerve (AN) or LIF neuron output 
signal bit width. 

AN 1 bit 

15 Autocorrelation lag window size. Τ 2,048 samples covering up to 50 Hz. 

16 FPGA system clock speed. fFPGA-sys 250 MHz 

17 FPGA audio codec speed. fFPGA-aud 96 kHz 

Table 4-2: Settings of the CAR-Lite-ACF model implemented on software (via Matlab) and hardware (FPGA via 
SystemVerilog). 
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4.4. CAR-Lite-ACF Model 

This model determines periodicity pitch with temporal cues output from an auditory 

model. It does this in three stages, using a cochlear model, cochlear section-by-section 

autocorrelation for periodicity detection, and cross-section integration of the resulting 

autocorrelation output to generate temporal periodicity profiles, also known as the summary 

autocorrelation function (ACF) [14]. Figure 4-2 illustrates a diagram of the model operating 

using AAC operations. For MAC operations, the input to the autocorrelation stage is the half-

wave rectified inner hair cell (IHC) signal instead of the auditory nerve (AN) spikes. 

The multiple sampling rates of the CAR-Lite stage are maintained here. Ideally, this 

indicates that the number of output samples reduces by a factor of 2 per octave. Thus, the 

lengths of the output signals for every octave differ. However, to analyse the cochleagram 

across all octaves, the output signals are padded with previously computed output samples 

at the reduction factor of the octaves. This action enables the lengths of all octaves to be the 

same, as was demonstrated in chapter 3. Hence, the highest sampling rate of octave 1 is the 

global sampling rate across all octaves, and the multiple sampling rates are deemed as the 

sampling rates local to the octaves. In this case, the input and output of the ACF stage are 

also governed by this global sampling rate. 
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Figure 4-2: (a) The CAR-Lite-ACF model for pitch extraction from temporal cues in the sound signal. (b) A view of 
the periodicity detection algorithm, resulting in a 2D autocorrelogram matrix (orange) generated using either MAC 
or AAC operation and the cross-section summation (green), resulting in a 1D temporal profile containing pitch 

information. The LIF neurons binarize the inner hair cell (IHC) inputs from the CAR-Lite cochlear model. 

For the AAC-based model, the firing threshold of the leaky-integrate-and-fire (LIF) 

neuron emulating the auditory nerve stage corresponds to the maximum of a correlation 

coefficient [calculated from equation (4-9)] between a benchmark floating-point MAC-based 

autocorrelogram and fixed-point AAC-based autocorrelograms. The latter autocorrelograms 

are calculated from a linear distribution of firing thresholds from 0.23 V to 0.31 V in 0.01 V 

intervals. This range is selected as it yields high correlation coefficients above 0.96. The 

selected firing threshold is 0.27 V from the correlation coefficient in Figure 4-3 with a 

complex tone used as the input signal. This firing threshold is used to ensure that all AAC-
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based autocorrelograms in this dissertation resemble MAC-based autocorrelograms as 

closely as possible. The same stimulus is used to indicate the similarity in responses of the 

floating-point and fixed-point implementations, as illustrated in subsection 4.4.2. Subsection 

4.4.3 showcases the capability of the hardware AAC-based model to explain missing 

fundamental frequency phenomenon, and subsection 4.4.4 uses the same model to explain 

the phenomenon of harmonics phase change effect on pitch. 

 

Figure 4-3: LIF neuron firing threshold determined with high confidence from the maximum correlation coefficient 
calculated in the comparison between MAC-based and AAC-based autocorrelograms. 

4.4.1. FPGA Implementation 

The Altera Cyclone V FPGA is used for the implementation of the CAR-Lite-ACF model 

in this subsection. The model settings are presented in Table 4-2 with the FPGA system clock 

and audio clock rates set at 250 MHz and 96 kHz, respectively. 

This section is further segmented into two subsections. Subsection 4.4.1.1 describes the 

CAR-Lite-ACF model implemented on FPGA using MAC operations. Subsection 4.4.1.2 

describes the same model implemented on FPGA using AAC operations. 

4.4.1.1. CAR-Lite-ACF model using MAC operations 

Figure 4-4 illustrates the CAR-Lite-ACF model implemented with multiply-accumulate 

(MAC) operations. There are three modules implemented in SystemVerilog: supervisor, BM-

IHC, and ACF modules. The supervisor module manages the overall operation, while the 

BM-IHC module generates the 2D time-frequency signal as input to the ACF module for 

generating an autocorrelogram. In this case, as the ACF module here relies specifically on 

the inner hair cell (IHC) signal as its input, the calculation of the auditory nerve signal is 

omitted from the BM-IHC module. 

The supervisor module monitors the acquisition of input audio data sample from an 

audio buffer and oversees the data transfer to and from the BM-IHC and ACF modules. The 

BM-IHC module hosts the equations that characterise the CAR-Lite cochlear model, while 

the ACF module contains the autocorrelation function (ACF) equations using MAC 

operations. The latency of the BM-IHC module is 64 ns (16 states × 1/250 MHz) 
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corresponding to one cochlear section and 6.91 µs for 108 cochlear sections. The latency of 

the ACF module is 8.21 µs ({2 iterative states × 2,048 delay samples / 2 parallel multiply, 

right-shift, and accumulate (MRSAC) operations + 4 non-iterative states} × 1/250 MHz) for 

calculating 2,048 samples in the delay vector per cochlear section. For 108 cochlear 

sections, the ACF module is instantiated 108 times, and so, the latency of this parallel 

invocation is equivalent to invoking the ACF module once. Overall, the latencies of the BM-

IHC and ACF modules are each below 2,604 system clock cycles (based on 250 MHz) or 

10.41 µs, which is the duration between the arrival of two sequential input samples (based 

on 96 kHz audio sampling rate). 

The ACF module is instantiated 108 times, which means that the circuit defining the 

characteristics of the ACF operation is cloned 108 times – one cochlear section output 

sample to one ACF module. In other words, when the BM-IHC module outputs an IHC output 

sample of a specific cochlear section, its dedicated ACF module is activated to run as seen 

in Figure 4-5. An alternative solution is to time-multiplex a single ACF module to process all 

the cochlear sections in a pipelined manner. However, this manner of processing is not ideal 

as the ACF module is required to perform 221,184 (108 cochlear sections × 2,048 lag 

samples) multiply, right-shift, and accumulate (MRSAC) operations for every input sample 

acquired from the audio codec. Since the FPGA system clock is 250 MHz, there are only 

2,604 clock cycles available between the arrivals of two adjacent input sound samples. This 

number is translatable as the maximum number of clock cycles available to finish 221,184 

MRSAC operations. So, pipelining the MRSAC operations clearly cannot be accommodated 

unless either the system clock rate increases or each cochlear section is addressed by its 

own dedicated ACF module, i.e. ACF modules operating in parallel. Doing the former would 

mean unpredictable real-time operation due to timing latency irregularities, while the latter 

would provide a more meaningful result with 2,048 MRSAC operations for each cochlear 

section that can be processed within 2,604 clock cycles. 
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Figure 4-4: Architecture of the CAR-Lite-ACF model with fixed-point arithmetic implemented on an FPGA with 
MAC operations on inner hair cell (IHC) input signals. FSM: Finite state machine. 



113 
 

 

Figure 4-5: FPGA output vector waveforms of the supervisor, BM-IHC, and ACF modules operating at (a) the 
arrival of an audio sample; (b) the activation of each of 108 parallel ACF module at the arrival of an IHC sample 
from a specific cochlear section corresponding to the audio sample e.g. when the BM-IHC outputs an IHC sample 
for cochlear section 1, the dedicated ACF module for cochlear section 1 is activated; the same operation applies 
for the other 107 cochlear sections. 

To generate a 108-section-by-2,048-sample autocorrelogram, up to 221,184 samples 

should be available before processing commences. However, waiting on 221,184 samples to 

arrive before commencing processing would mean that the digital signal processors (DSPs) 

assigned to calculate the autocorrelogram would be inactive until all the input samples are 

acquired. A more efficient approach is to distribute the computation evenly when an input 

sample arrives instead of waiting for a block of samples. With the block-based operation, 

even after the entire 221,184 input samples are received, computational resources have to 

be allocated either by the increase in FPGA system clock rate or a higher than usual number 
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of parallel DSPs to ensure that the autocorrelogram is available at the shortest possible time. 

Otherwise, a noticeable lag is observable when a sound signal is played and when its 

corresponding autocorrelogram is projected. Processing one sample at a time means that 

this lag is minimised to become unnoticeable [13]. 

The ACF module utilises a five-state finite state machine (FSM) to perform per sample 

computation comprising Idle, ACF_VS, MRSAC, ACF_DU, and Done. At the Idle state, when 

an input sample arrives, it is stored in xn, where n signifies the cochlear section number. The 

next state is the vector shift (ACF_VS) state, where the 2,048 samples in the lag window 

vector are shifted down. Hence, all the values in 2,048 memory locations move one address 

downward, i.e. the oldest sample at memory address 2,047 is displaced by the second 

oldest value from memory address 2,046; input sample at address 2,045 moves to address 

2,046, etc. The newly acquired input sample is stored at memory address 0. Following the 

vector shift is the MRSAC state, where the multiply, right-shift, and accumulate operations 

are nested to allow DSP to calculate all three operations within a single clock cycle. Here, 

multiplication is done for the input sample, x(t), and x(t) delayed by d samples from the lag 

window vector, x_(d). Two parallel MRSAC operations are implemented at this state to 

ensure that the latency of calculating 2,048 samples in the delay vector remains below 2,604 

clock cycles (10.41 µs). Following a set of MRSAC operation, d is incremented to point to the 

next delayed sample in the lag window in the delay-index update (ACF_DU) state. After this, 

the FSM enters the MRSAC state again to calculate the next set of lag calculation. When the 

MRSAC state processes all 2,048 of the delay samples, the FSM concludes by traversing to 

the Done state, where an octave-based counter is incremented. 

As the cochlear octaves operate at different sampling rates, some input sound samples 

are dropped for cochlear octaves beyond octave 1 in the BM-IHC module. This characteristic 

means that the old input samples to the ACF modules for these octaves are retained when 

the input sound sample at their corresponding cochlear section is bypassed. An octave-

based counter is used to track this retention of input samples to the ACF module in the Store 

state. After a lag window of 2,048 samples has been processed, the octave-based counter is 

incremented and checked against an octave-based threshold. A lower count than the 

octave-based threshold means that there are no input samples to be expected, and the 

same input sample is used to calculate the next ACF output vector. From the Store state, the 

FSM progresses to the ACF_VS state, where the contents of the lag window vector are 

shifted downward, and the topmost element in the vector is updated by the same input 

sample that has been retained. For cochlear sections in the first octave, the input samples 

are the new ones passed down by the BM-IHC module via the supervisor module. 

Figure 4-6 illustrates an example of the ACF calculation for an eight-sample delay 

window vector across three cochlear sections: 0, 12, and 24 adhering to equation (4-1). 

These three cochlear sections are the first section from octaves 1 to 3. Hence, their 

sampling rates are 1, ½, and ¼ of the sampling rate of octave 1. In other words, the new 

input samples for octaves 2 and 3 are available at the third, and fifth clock cycles of the 

sampling rate of octave 1. This characteristic is indicated by the delay window vector 

represented by the coloured columns in groups of 1, 2, and 4 that are labelled as x_a, x_b, 

and x_c, respectively in Figure 4-6. Every input sample received is stored at the top of delay 

window vectors, i.e. xa_0, xb_0, and xc_0 corresponding to inputs x0, x1, and x2. But before 

this takes place, the contents of the vectors are shifted downward by one sample. The 

contents of the input sample xn is multiplied with every element of the delay vector (indicated 
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by the blue horizontal lines), and the corresponding results are accumulated over time 

(indicated by the red vertical lines) to project the autocorrelation output vector, y. Note that a 

16 bit right-shift operation is implemented immediately after a multiplication operation to 

maintain an output bit width of 16 bits. 

The SystemVerilog simulation of the example in Figure 4-6 is shown in Figure 4-7. The 

input samples x0, x12, and x24 are shown along with the eight-column outputs of y0_0, y12_0, 

and y24_0 that are colour-coded identically to the columns of Figure 4-6. The ACF module is 

instantiated three times, which indicates parallel processing to generate the three output 

vectors simultaneously. The results of the parallel processing is observable from 20 ns to 

140 ns, where the output samples of y0_0, y12_0, and y24_0 become available 

simultaneously. 
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(a) t         
 

x0 256 257 258 259 260 261 262 263 ∑(x0(t) ∙ xa(t,d) / 216) = y0  

xa_0 256 257 258 259 260 261 262 263 1 2 3 4 5 6 7 8 y0_0 

xa_1 0 256 257 258 259 260 261 262 0 1 2 3 4 5 6 7 y0_1 

xa_2 0 0 256 257 258 259 260 261 0 0 1 2 3 4 5 6 y0_2 

xa_3 0 0 0 256 257 258 259 260 0 0 0 1 2 3 4 5 y0_3 

xa_4 0 0 0 0 256 257 258 259 0 0 0 0 1 2 3 4 y0_4 

xa_5 0 0 0 0 0 256 257 258 0 0 0 0 0 1 2 3 y0_5 

xa_6 0 0 0 0 0 0 256 257 0 0 0 0 0 0 1 2 y0_6 

xa_7 0 0 0 0 0 0 0 256 0 0 0 0 0 0 0 1 y0_7 

- Multiply: (x0(t) ∙ xa(t,d) / 216);  | Accumulate: ∑ (x0(t) ∙ xa(t,d) / 216). 

(b) t          

x12 512 512 513 513 514 514 515 515 ∑(x12(t) ∙ xb(t,d) / 216) = y12  

xb_0 512 512 513 513 514 514 515 515 4 8 12 16 20 24 28 32 y12_0 

xb_1 0 512 512 513 513 514 514 515 0 4 8 12 16 20 24 28 y12_1 

xb_2 0 0 512 512 513 513 514 514 0 0 4 8 12 16 20 24 y12_2 

xb_3 0 0 0 512 512 513 513 514 0 0 0 4 8 12 16 20 y12_3 

xb_4 0 0 0 0 512 512 513 513 0 0 0 0 4 8 12 16 y12_4 

xb_5 0 0 0 0 0 512 512 513 0 0 0 0 0 4 8 12 y12_5 

xb_6 0 0 0 0 0 0 512 512 0 0 0 0 0 0 4 8 y12_6 

xb_7 0 0 0 0 0 0 0 512 0 0 0 0 0 0 0 4 y12_7 

- Multiply: (x12(t) ∙ xb(t,d) / 216);  | Accumulate: ∑ (x12(t) ∙ xb(t,d) / 216). 

(c) t         
 

x24 1024 1024 1024 1024 1025 1025 1025 1025 ∑(x24(t) ∙ xc(t,d) / 216) = y24  

xc_0 1024 1024 1024 1024 1025 1025 1025 1025 16 32 48 64 80 96 112 128 y24_0 

xc_1 0 1024 1024 1024 1024 1025 1025 1025 0 16 32 48 64 80 96 112 y24_1 

xc_2 0 0 1024 1024 1024 1024 1025 1025 0 0 16 32 48 64 80 96 y24_2 

xc_3 0 0 0 1024 1024 1024 1024 1025 0 0 0 16 32 48 64 80 y24_3 

xc_4 0 0 0 0 1024 1024 1024 1024 0 0 0 0 16 32 48 64 y24_4 

xc_5 0 0 0 0 0 1024 1024 1024 0 0 0 0 0 16 32 48 y24_5 

xc_6 0 0 0 0 0 0 1024 1024 0 0 0 0 0 0 16 32 y24_6 

xc_7 0 0 0 0 0 0 0 1024 0 0 0 0 0 0 0 16 y24_7 

- Multiply: (x24(t) ∙ xc(t,d) / 216);  | Accumulate: ∑ (x24(t) ∙ xc(t,d) / 216). 

Figure 4-6: Simulation of a MAC-based ACF algorithm with each table showing ACF results of an input signal, xn, 
where n represents cochlear sections (a) 0, (b) 12, and (c) 24. xa_d, xb_d, and xc_d are the block memory 
allocated based on the ACF window lag size, d (set as 8 in this demonstration but as 2,048 in CAR-Lite-ACF). 
yn_d is the accumulated output at various discrete-time and for various lag sizes. 
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Figure 4-7: SystemVerilog simulation of a MAC-based multi-octave autocorrelation function (ACF) corresponding 
to the example illustrated in Figure 4-6 (row ending numbers in red font). 

4.4.1.2. CAR-Lite-ACF model using AAC operations 

The architecture of the CAR-Lite-ACF model implemented with AND-accumulate (AAC) 

operations is illustrated in Figure 4-8. It is similar to the MAC-based CAR-Lite-ACF model 

described in section 4.4.1.1 and has three modules: supervisor, BM-IHC-AN, and ACF. 

However, in this case, the ACF module has auditory nerve (AN) signals as its inputs that are 

generated in the BM-IHC-AN module with leaky-integrate-and-fire (LIF) neurons. The LIF 

neuron algorithm is the new addition to the BM-IHC module from the MAC implementation, 

and thus, its title for the AAC implementation is updated to reflect this: BM-IHC-AN.  

The LIF neuron algorithm is similar to its implementation in the CAR-Lite-SI model in 

chapter 3 with three differences. Firstly, the refractory period is excluded from the LIF neuron 

spiking as it degrades the degree of similarity between AN spike and IHC signals, as 

demonstrated in subsection 3.3.7. Secondly, the multiple sampling rates from the CAR-Lite 

model is also maintained in the LIF neurons across all octaves, unlike the single sampling 

rate of 3 kHz in the CAR-Lite-SI model. This allows a large range of fundamental frequencies 

to be representable in an autocorrelogram, especially with regards to the musical notes used 

in chapter 6. Thirdly, only a single auditory nerve (AN) fibre firing threshold is implemented 

as a 16-bit value, as shown in Table 4-2, instead of three-fibre implementation as described 

by the CAR-Lite-SI model in chapter 3. The bit width of each AN signal corresponding to a 

cochlear section is 1-bit. So, for all 108 cochlear sections, only 108-bits are required as 

opposed to 1,728-bits (16-bits × 108 cochlear sections) for the MAC implementation. 

The supervisor module acquires AN signal from a cochlear section originating from the 

BM-IHC-AN module before invoking the ACF module for the specific cochlear section, as 

seen in Figure 4-9(b). For cochlear sections that are not processed due to the different 

sampling rates across the cochlear octaves, previously latched BM, BMd, IHC and AN data 

samples are reused. 

The BM-IHC-AN module has latencies of 84 ns for 21 states corresponding to one 

cochlear section invocation and 9.07 µs for 108 invocations corresponding to 108 cochlear 
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sections. Here the multiplication and right-shift operation in the ACF equation is replaced 

with the logical-AND operation. The latency of the ACF module is identical to the MAC-

based operation described in section 4.4.1.1, which is at 8.21 µs ({2 iterative states × 2,048 

delay samples / 2 parallel AAC operations + 4 non-iterative states} × 1/250 MHz) for 

calculating 2,048 samples in the delay vector per cochlear section. The latencies for this 

model are below the safe duration threshold of 10.41 µs – the duration between the arrivals 

of two successive audio samples. 

An example of the operation of the AAC-based ACF module is shown in Figure 4-10. 

Here, only logical-AND and accumulate operations are used instead of MRSAC operations 

based on equation (4-2). The colour-coded rows in Figure 4-10 are simulated in 

SystemVerilog, and their resultant FPGA vector waveforms are shown in Figure 4-11. In the 

latter, the colour-coded output vectors for the three rows are calculated in parallel by three 

separately invoked ACF modules. For demonstration purposes, the three input streams to 

the three parallel ACF modules have periods of 40 ns, 80 ns, and 160 ns corresponding to 

the reduction of sampling rates by a factor of 2 for the first three cochlear octaves. 

 

Figure 4-8: Architecture of the CAR-Lite-ACF model (fixed-point arithmetic) implemented on FPGA with AAC 
operations on the auditory nerve (AN) input signals. FSM: Finite state machine. 
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Figure 4-9: FPGA output vector waveforms of the supervisor, BM-IHC-AN, and ACF modules operating at (a) the 
arrival of an audio sample; (b) the activation of each of 108 parallel ACF modules at the arrival of one AN bit from 
a specific cochlear section corresponding to the audio sample e.g. when the BM-IHC-AN outputs one AN bit for 
cochlear section 1, the dedicated ACF module for cochlear section 1 is activated; the same operation applies for 
the other 107 cochlear sections. 
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(a) t         
 

x0 1 0 1 0 1 0 1 0 ∑(x0(t) ^ xa(t,d)) = y0  

xa_0 1 0 1 0 1 0 1 0 1 1 2 2 3 3 4 4 y0_0 

xa_1 0 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 y0_1 

xa_2 0 0 1 0 1 0 1 0 0 0 1 1 2 2 3 3 y0_2 

xa_3 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 y0_3 

xa_4 0 0 0 0 1 0 1 0 0 0 0 0 1 1 2 2 y0_4 

xa_5 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 y0_5 

xa_6 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 y0_6 

xa_7 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 y0_7 

- Logical-AND: (x0(t) ^ xa(t,d));  | Accumulate: ∑ (x0(t) ^ xa(t,d)). 

(b) t          

x12 1 1 0 0 1 1 0 0 ∑(x12(t) ^ xb(t,d)) = y12  

xb_0 1 1 0 0 1 1 0 0 1 2 2 2 3 4 4 4 y12_0 

xb_1 0 1 1 0 0 1 1 0 0 1 1 1 1 2 2 2 y12_1 

xb_2 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 y12_2 

xb_3 0 0 0 1 1 0 0 1 0 0 0 0 1 1 1 1 y12_3 

xb_4 0 0 0 0 1 1 0 0 0 0 0 0 1 2 2 2 y12_4 

xb_5 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 1 y12_5 

xb_6 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 y12_6 

xb_7 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 y12_7 

- Logical-AND: (x12(t) ^ xb(t,d));  | Accumulate: ∑ (x12(t) ^ xb(t,d)). 

(c) t         
 

x24 1 1 1 1 0 0 0 0 ∑(x24(t) ^ xc(t,d)) = y24  

xc_0 1 1 1 1 0 0 0 0 1 2 3 4 4 4 4 4 y24_0 

xc_1 0 1 1 1 1 0 0 0 0 1 2 3 3 3 3 3 y24_1 

xc_2 0 0 1 1 1 1 0 0 0 0 1 2 2 2 2 2 y24_2 

xc_3 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 y24_3 

xc_4 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 y24_4 

xc_5 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 y24_5 

xc_6 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 y24_6 

xc_7 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 y24_7 

- Logical-AND: (x24(t) ^ xc(t,d));  | Accumulate: ∑ (x24(t) ^ xc(t,d)). 

Figure 4-10: Simulation of an AAC-based ACF algorithm with each table showing ACF results of an input signal, 

𝑥𝑛, where 𝑛 represents cochlear sections (a) 0, (b) 12, and (c) 24. 𝑥𝑎_𝑑, 𝑥𝑏_𝑑, and 𝑥𝑐_𝑑 are the block memory 
allocated based on the ACF window lag size, d (set as 8 in this demonstration but as 2,048 in CAR-Lite-ACF). 
𝑦𝑛_𝑑 is the accumulated output at various discrete-time and for various lag sizes. 
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Figure 4-11: SystemVerilog simulation of the AAC-based multi-octave autocorrelation function (ACF) at 0 sample 
delay based on the example illustrated in Figure 4-10 (row ending numbers in red font). 

4.4.1.3. Results 

The results of the CAR-Lite-ACF model implemented on an Altera Cyclone V FPGA is 

shown in Table 4-3, which are extracted from the Altera Quartus compiler reports and the 

Altera PowerPlay reports for power measurements. The MAC-based implementation uses 

eight times more digital signal processors (DSPs) than the AAC-based implementation. The 

power consumption is also higher for the MAC-based implementation than the AAC-based 

implementation by 21 mW. However, the number of adaptive logic modules (ALM) and 

registers utilised by the AAC-based implementation is almost on par with the MAC-based 

implementation, though, it is slightly higher for the MAC-based implementation. 

Each set of multiply, right-shift, and accumulate (MRSAC) and AAC operations in CAR-

Lite-ACF is characterised in a nested equation housed within a single state of the finite state 

machine (FSM) in the ACF module. This implementation is due to the computations required 

based on the timing constraints of the arrivals of audio samples, i.e. 221,184 (108 cochlear 

sections × 2,048 lag samples) calculations per input audio sample is required for CAR-Lite-

ACF. The Quartus SystemVerilog compiler compensates the optimisation of DSP and logic 

utilisation for such nested equations by introducing more logic circuitry and registers. 

In summary, for the CAR-Lite-ACF model, the AAC-based implementation uses less 

computational resources and consumes less power than the MAC-based implementation. 

Model Number of ALM 
Utilised (out of 

29,080) 

Number of 
Registers 
Utilised 

Number of 
DSPs Utilised 

(out of 150) 

Power (mW) 

CAR-Lite-ACF 
(section 4.4.1.1: 

MAC-based) 
1,392 (4.8%) 2,556 60 (40%) 265 

CAR-Lite-ACF 
(section 4.4.1.2: 

AAC-based) 
1,303 (4.5 %) 2,429 7 (4.7 %) 244 

Table 4-3: Computational resources used on an Altera Cyclone V FPGA to implement the CAR-Lite-ACF model. 

4.4.2. Response to Complex Tones 

The complex tone comprises four sinusoidal tones at 100 Hz, 200 Hz, 500 Hz, and 1.5 

kHz. Figure 4-12 displays the autocorrelogram matrices generated in floating-point and 
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fixed-point arithmetic using MAC and AAC operations. Placed below and to the right of each 

autocorrelogram in Figure 4-12 is a temporal profile and a spectral profile, respectively. The 

temporal profile waveform, ytemp, and spectral profile waveform, yspec, are calculated as 

follow: 

 

𝑦𝑡𝑒𝑚𝑝 =
1

𝑚𝑎𝑥
𝑠

∑ 𝑦𝐴𝐶(𝑠, 𝑑)𝑆
𝑠=1

∑ 𝑦𝐴𝐶(𝑠, 𝑑)

𝑆

𝑠=1

 (4-5) 

 

 

𝑦𝑠𝑝𝑒𝑐 =
1

𝑚𝑎𝑥
𝑑

∑ 𝑦𝐴𝐶(𝑠, 𝑑)𝐷
𝑑=1

∑ 𝑦𝐴𝐶(𝑠, 𝑑)

𝐷

𝑑=1

 (4-6) 

 

where yAC is the 2D autocorrelogram; s is a cochlear section index; d is the lag sample 

number; S is the number of cochlear sections in the CAR-Lite cochlear model at 108; D is 

the maximum lag or delay at 2,048 samples. In other words, the temporal profile is the 

summation of rows of the autocorrelogram, and the spectral profile is the summation of the 

columns of the autocorrelogram, which are then normalised with the largest numbers in their 

respective summed vectors. 

 

 

Figure 4-12: Autocorrelogram matrices (with blue background), temporal profiles (below an autocorrelogram), 
and spectral profile (right of an autocorrelogram) generated with (a) floating-point MAC operations, (b) fixed-point 
MAC operations, (c) floating-point AAC operations, and (d) fixed-point AAC operations. Note the abbreviation – 

CF: Centre frequency of a cochlear section. 

In each of the four autocorrelograms in Figure 4-12, the four sinusoids of the complex 

tone are seen clearly as four light-blue coloured horizontal stripes. These stripes are also 

aligned with the four peaks in the spectral profile, which correspond to the frequencies of the 

four tones. However, this attribute is not apparent in the temporal profile. Figure 4-13 

illustrates the temporal profile waveforms from Figure 4-12(a) and Figure 4-12(d) magnified 
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in the arbitrary region ranging from 29 ms to 41 ms. The duration between peaks provides 

information on the frequency components residing in the signal, which is calculated as 

follows: 

 𝑓𝑖 = 1/ ((𝑝𝑗 − 𝑝𝑗−1)/𝑓𝑠) (4-7) 

 

where the ith frequency component is calculated using the distance in samples between two 

peaks, pj, and pj-1 over a sampling rate, fs, of 96 kHz. In Figure 4-13, the lag on the x-axis is 

presented as time instead of samples. With this arrangement, equation (4-7) can still be 

used to calculate the frequency by setting the sampling rate, fs, to 1 and replacing the 

sample numbers, pj and pj-1 with timestamp information. The four frequency components are 

extractable, as is evident in Figure 4-13 using this technique together with manually marked 

timestamp information. 

The temporal profile generated using AAC operations contains ‘noise’, which is 

observable in Figure 4-13(b) that is generated by the fixed-point arithmetic. This effect is due 

to the depth of the bit width reduction of the output signal from the CAR-Lite cochlear model 

to the ACF algorithm. The floating-point MAC-based signals are at least 64 bits wide and 

thus, have a smooth transition between two successive samples. In contrast, the 32 bits 

fixed-point AAC-based signals are generated from 1 bit AN binary spike-streams. 

Consequently, the streams of pulses continue to exist in the autocorrelogram and become 

apparent in the temporal profile. Here, they appear as ‘noise’ but have a resonance of 50 

kHz following the pulse output of a LIF neuron. Hence, this ‘noise’ is regarded as a carrier 

signal, and it is the lower frequency modulated signal, which is of interest that carries the 

pitch information. In other words, pitch information is the demodulated signal output from the 

CAR-Lite-ACF model. 

Two passes of a first-order infinite impulse response (IIR) low-pass filter (LPF) is applied 

to the signal with the following filter characteristic to suppress the high frequency ‘noise’: 

 𝑦𝐿𝑃𝐹(𝑑) = (1 − 𝑐𝐿𝑃𝐹) ∙ 𝑦𝐿𝑃𝐹(𝑑 − 1) + 𝑐𝐿𝑃𝐹 ∙ 𝑦𝑡𝑒𝑚𝑝(𝑑) (4-8) 

 

where cLPF is the coefficient set empirically at 0.2. The filtering effect results in a smoothed 

temporal profile signal, as displayed in Figure 4-13(c). Despite the phase shifts of the peaks 

by 60 µs, the time duration between peaks remains the same, which results in the frequency 

characteristics of the four tones displayed as clearly as the MAC-generated temporal profile 

in Figure 4-13(a). 
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Figure 4-13: Magnified temporal profiles from Figure 4-12 between time lags of 29 ms and 41 ms generated from 
(a) floating-point MAC operations, (b) fixed-point AAC operations, and (c) a low-pass filtered version of the 

waveform in (b). 

The degrees of similarity between the four autocorrelograms in Figure 4-12 and their 

corresponding temporal and spectral profiles are shown in Figure 4-14. A 2D correlation 

coefficient is used to quantify the degree of similarity, which is defined by: 

 
𝑟 =

∑ ∑ (𝐴𝑚𝑛 − �̅�)𝑛 (𝐵𝑚𝑛 − �̅�)𝑚

√(∑ ∑ (𝐴𝑚𝑛 − �̅�)2
𝑛𝑚 )(∑ ∑ (𝐵𝑚𝑛 − �̅�)2

𝑛𝑚 )
 (4-9) 

 

where 𝑟 is a correlation coefficient; 𝑚 is the row number; 𝑛 is the column number; 𝐴 and 𝐵 

are the two 2D matrices to be compared; �̅� and �̅� are the mean of the 2D matrices. 

The MAC-based floating-point and fixed-point generated autocorrelograms, as well as 

their two respective profiles, have the highest similarity with 2D correlation coefficient scores 

of 1. For the other autocorrelograms, the CCs range between 0.82 and 0.97 with a standard 

deviation of 0.083. The overall range of CC scores is higher for the temporal profiles than the 

autocorrelogram CC scores, ranging between 0.9 and 1, and even higher for the spectral 

profiles in the range of 0.97 and 1. The standard deviation of CC scores for the temporal 

profile is 0.045, and for the spectral profile, it is 0.014. Note that the temporal profiles used 

for comparison here are generated using AAC operations that have undergone two passes 

of low-pass filtering, as mentioned in the preceding paragraph. An essential comparison is 

between the floating-point MAC-based and fixed-point AAC-based autocorrelograms as the 

latter is used for FPGA implementation and a score of 0.97 shows that there is very little 

difference between the two. Also note that all the AAC-based autocorrelograms in Figure 

4-14 use the LIF neuron firing threshold of 0.27 V extracted from Figure 4-3, which is based 

on the highest CC of 0.97 (under MACflt vs. AACfix). 
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Figure 4-14: Degrees of similarity between the four autocorrelograms and their corresponding temporal and 
spectral profiles from Figure 4-12 using the 2D correlation coefficient (CC). Note the following abbreviation – flt: 

floating-point; fix: fixed-point. 

4.4.3. Response to Missing Fundamental Frequency 

An input signal containing 800 Hz, 1 kHz, and 1.2 kHz harmonics without its 

fundamental frequency, 𝑓0, of 200 Hz is used to test whether the missing 𝑓0 information is 

acquirable from an autocorrelogram. Figure 4-15(a) displays the autocorrelogram 

representing the harmonic signal. The region below 800 Hz in the autocorrelogram depict 

missing low pitch content in the input signal. This attribute indicates that the ratio of the 

distribution of pitch-related inter-spike intervals (ISI) across all cochlear sections are more 

dominant than non-pitch-related ISI [7]. 

Figure 4-15(b) displays a low-pass filtered temporal profile extracted from the 

autocorrelogram. Here, the inverse of the interval of the two peaks marked with blue dots 

results in 204 Hz, which is a close approximate to the missing 200 Hz 𝑓0 in the harmonic 

signal. However, using the two highest peaks with the blue dot marked as “t0” and the red 

dot yields a wrong fundamental frequency. Hence, a real-world sound signal comprising 

harmonic and inharmonic contents does not yield an accurate fundamental frequency using 

the two highest peaks for calculation. This assessment is also reinforced by the low 

classification scores in chapter 6, using algorithm 1 using the two highest peaks. Conversely, 

a more sophisticated algorithm is capable of calculating the fundamental frequency from the 

temporal profile in Figure 4-15(b), as is also demonstrated in chapter 6. Nonetheless, with an 

appropriate pitch estimation algorithm, this exercise shows that a missing 𝑓0 can be 

calculated with fixed-point arithmetic on hardware with AAC operations, which in turn, 

indicates low computational cost in generating an autocorrelogram. 
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Figure 4-15: Harmonic signal comprising 800 Hz, 1 kHz, and 1.2 kHz without a fundamental frequency, 𝑓0, of 200 
Hz represented on (a) an autocorrelogram calculated with fixed-point arithmetic as well as AAC operations and 
(b) a low-pass filtered temporal profile extracted from the autocorrelogram, displaying an approximate of the 

missing 𝑓0 calculated from the two blue-dotted peaks in the temporal profile. Blue dots represent peaks used for 
calculating the missing fundamental frequency. The red dot represents a false positive peak that causes a wrong 
fundamental frequency calculated with respect to the first blue dot (t0).  
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4.4.4. Response to Harmonics Phase Change 

Chapter 2 introduces how pitch perceived is not affected by the phase change of the 

harmonics of a stimulus. Carlyon and Shackleton further articulated this phase insensitivity 

phenomenon on pitch perception over existing evidence. Using harmonics at alternating 

phase, they found that the corresponding pitch perceived shifted up by an octave [25]. For 

the alternating phase, each harmonic signal is generated alternately using either sine or 

cosine functions, as opposed to the sine phase signal, whose harmonics are generated only 

by sine functions. This pitch doubling effect is observable by the temporal envelope of the 

stimuli in Figure 4-16. The normalised summation of the first ten harmonics at 0° phase of a 

100 Hz fundamental frequency (f0) is shown in Figure 4-16(a). Here, the peak-to-peak (only 

high peaks) periodicity amounts to 100 Hz. When the phases are alternated, the peak-to-

peak periodicity is halved. 

Stimuli are generated at three discrete harmonic levels (LOW, MID, and HIGH), as 

illustrated in Table 4-4 to show the phase change effects on the temporal profile of an 

autocorrelogram (AC). Two stimuli (f0 = 150 Hz and f0 = 300 Hz) are generated in sine phase 

at the three harmonic levels. A third stimulus (f0 = 150 Hz) is generated in an alternating 

phase at the three harmonic levels. Figure 4-17 illustrates the temporal profiles of these 

stimuli using hardware-based AAC operations and fixed-point arithmetic. The temporal 

profiles are conditioned by two passes of the low-pass filter defined by equation (4-8) with a 

cut-off at 400 Hz to remove high-frequency artefacts.  

The peak-to-peak (high peaks only) periodicity of the profiles in Figure 4-17(a), (b), and 

(c) correspond to the stimuli f0 of 150 Hz and for Figure 4-17(g), (h), and (i), they correspond 

to the stimuli f0 of 300 Hz. The peak-to-peak periodicity remains at 150 Hz when the phases 

are alternated for the LOW and MID range harmonics, as shown in Figure 4-17(d), and (e). 

However, when HIGH range harmonics are introduced to the stimulus with an f0 of 150 Hz, a 

new intermediate-level peak appears between two successive high peaks. Thus, the 

temporal profile is more similar to the 300 Hz profiles shown in Figure 4-17(g), (h), and (i) 

than the 150 Hz in Figure 4-17(a), (b), and (c). This characteristic leads to pitch being 

perceived at twice the f0, at 300 Hz, as was also observed by Carlyon and Shackleton [25] 

as well as Meddis [14]. 

The reason behind this behaviour is attributable to the theory of resolvability, as 

explained in chapter 2. LOW harmonics are known to be resolved in that each cochlear filter 

at this range, can output a pure tone due to its low bandwidth. Changing the phase of a pure 

tone does not affect its temporal envelope shape, and hence, its ACF is unaffected. In 

contrast, HIGH harmonics are unresolved as they are output by a high-frequency cochlear 

filter as a complex tone. This characteristic is due to the large bandwidth of each cochlear 

section at this range, resulting in an output signal that is a combination of pure tones. 

Changing the phases of harmonics changes the temporal envelope shape of a complex 

tone, which affects the ACF responses [26]. Therefore, an autocorrelogram generated with 

the CAR-Lite-ACF model using AAC operations is capable of capturing the effects of 

harmonics phase change. CAR-Lite-ACF can be regarded as a unitary model of pitch 

perception to resolved and unresolved harmonics presented in alternating phase [14]. 
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Harmonic Level Harmonic Range f0 = 150 Hz f0 = 300 Hz 

LOW 1st – 5th 150 Hz – 750 Hz 300 Hz – 1.5 kHz 

MID 8th – 16th 1.2 kHz – 2.4 kHz 2.4 kHz – 4.8 kHz 

HIGH *16th – 48th 2.4 kHz – 7.2 kHz 4.8 kHz – 14.4 kHz 
Table 4-4: Three harmonic group levels used for generating stimuli to demonstrate phase insensitivity effect on 
pitch. * - denotes increment of 2 harmonic levels. 

 

Figure 4-16: Stimulus with 1st to 10th harmonics for a fundamental frequency (f0) of 100 Hz, summed in (a) sine 

(0°) phase, and (b) alternating (90°) phase. 

 

Figure 4-17: Temporal profiles of sine-phase and alternating-phase stimuli at three harmonic group levels as 
defined in Table 4-4 and generated from the CAR-Lite-ACF model using hardware-based AND-accumulate 
operations and fixed-point arithmetic. 
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4.5. Chapter Summary and Conclusion 

This chapter presents a novel algorithm for generating an autocorrelogram for pitch 

detection. Conventional algorithm uses multiply and accumulate (MAC) operations on 

discrete real-values as its input, whereas the novel algorithm uses logical-AND and 

accumulate (AAC) operations on binary spike streams generated from leaky-integrate-and-

fire (LIF) neurons. This novel algorithm is used for generating autocorrelograms. While low 

energy contributing to pitch information is removed from the autocorrelogram due to more 

significant quantisation errors introduced by AAC operations than MAC operations, salient 

pitch information such as the fundamental frequency of an input sound signal can be 

represented. 

The firing thresholds are selected based on the highest correlation score on the 

autocorrelograms generated between the conventional and novel algorithms. This attribute 

results in a high degree of similarity between the autocorrelograms generated from both the 

algorithms. Additionally, the novel algorithm uses fewer computational resources such as 

logic circuit modules and digital signal processors on an FPGA. As a result, the power 

consumption of its implementation on FPGA is less than the conventional model, which 

makes the novel algorithm a more efficient real-time solution. 

The autocorrelogram is insensitive to harmonic content phase change and is also 

capable of finding a missing fundamental frequency. Pitch estimation from software and 

hardware implementations of the autocorrelogram using the conventional and the novel 

algorithms on real-world musical signals at multiple intensity levels as well as with and 

without noise is described in chapter 6. 
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5. A Functional Primary Auditory Cortical Model 

This chapter describes a functional model of a mammalian primary auditory cortex (A1). 

This model is based on the NSL model reviewed in chapter 2. Using this model as a 

reference, I present an implementable hardware model in this chapter, titled CAR-Lite-A1 

model. The presentation includes a description of the model architecture as well as a filter 

considered from a survey of filters for use in the A1 segment of the model. This chapter also 

presents a hardware implementation of the model on FPGA as well as the comparison of the 

responses of the software and hardware models using several stimuli.  

5.1. Motivation 

The multiresolution spectro-temporal NSL model has three stages, as reviewed in 

chapter 2. The first stage includes the seed functions for the spectral and temporal domains. 

The seed function for the temporal domain is characterised by a gammatone function that is 

implemented as a bandpass filter on FPGA [1]. The seed function for the spectral domain is 

characterised by a Gabor-like function, which is the second derivative of a Gaussian function 

and is generally used as a filter to extract spatial response of a receptive field [2]. Its 

amplitude spectrum is similar to that of a bandpass filter. Both these seed functions contain 

exponential functions. For real-time operation in floating-point, exponential functions can be 

calculated using Schraudolph’s fast exponential functions that can be approximated with 

only five 64 bits fixed-point mathematical operations and read back in a standard IEEE-754 

floating-point format [3]. An example of the use of this fast exponential function is in the real-

time implementation of Meddis’s MAP model (described in chapter 2), called RTAP [4]–[6]. 

On FPGA, with fixed-point arithmetic, the implementation of an exponential function is 

attainable with an array of constants defining a basis exponential function stored in look-up 

tables. However, the bit width of the look-up tables must be significant to ensure that the 

precision of the output signal is maintained with respect to the limited bit widths required to 

represent input and intermediate signals as well as filter coefficients within the model. The 

use of the look-up tables increases memory usage as well as bit widths of the arithmetic 

logic units through the combined usage of a large number of DSPs. Furthermore, look-up 

tables also increase processing latencies due to frequent memory read and write accesses. 

In contrast, linear signal processing filters on FPGA use only a small number of coefficients, 

have low memory usage and enable low bit-width arithmetic operation. This characteristic 

was demonstrated in the implementation of the CAR-Lite cochlear model in chapter 3 that 

used 8 bits coefficients with 16 bits arithmetic operations. 

In addition, the Gabor seed function mentioned above is used as a non-causal filter. It 

cannot principally be implemented in real-time. However, as the frequency axis of a 2D time-

frequency cochleagram is constant due to a fixed number of cochlear sections, this filter can 

be implemented in real-time when all the samples of all the cochlear sections are available 

at a specific time. Implementations of a Gabor function on FPGA are possible [7]–[10], but 

these are approximations of a discrete Gabor transform that produces the basic “Mexican-

hat” response. Intricate responses containing phase information calculations such as those 

related to the third stage of the NSL model require a large number of filter coefficients [11]–

[14], which in turn, increases the utilisation of the limited memory on an FPGA. This effect 

also predictably, increases FPGA power consumption with the use of a more significant 

number of logic circuits to accommodate these additional operations. 



134 
 

In consideration with the factors presented so far, and to keep computational resources 

small, the spectro-temporal seed functions are replaced with a bandpass filter type that uses 

a small number of coefficients. Furthermore, the phase calculations of the third stage are 

omitted from the FPGA implementation. While phase information is essential in defining the 

4D output response of the NSL model as well as synthesising the NSL model output audio 

close to the original input audio signal from the model’s 4D response, they are less 

significant than amplitude variations in a sound signal in portraying timbre information [15]. 

Hence, this chapter introduces the CAR-Lite-A1 model that extracts only the spectro-

temporal envelope from a sound signal without considering the phase information. This 

model is designed to be implementable on an FPGA. In other words, the CAR-Lite-A1 model 

is a modified version of the NSL model, which processes sound signal without calculating 

phase information. To understand the impact of the modifications, this chapter presents the 

analyses of the responses of the CAR-Lite-A1 model over various artificial stimuli. Chapter 7 

presents the responses of the CAR-Lite-A1 model in regards to real-world stimuli, where the 

results of musical instruments classification, similar to the work of Patil et al. [16], are 

presented. 

5.2. CAR-Lite-A1 Model 

Figure 5-1 illustrates the CAR-Lite-A1 model. It comprises the CAR-Lite cochlear model 

described in chapter 3, at the initial stage and a functional A1 model containing a 

multiresolution spectro-temporal model derived from the NSL model described in chapter 2, 

at the second stage. Finite impulse response (FIR) filters are not considered for the model. 

Instead, only infinite impulse response (IIR) filters are considered, as IIR filters are generally 

faster than FIR filters in the context of execution speed [17]. 

The temporal and spectral modulation filters in the CAR-Lite-A1 model are selected from 

a group of causal IIR filter configurations surveyed in subsection 5.2.2. In adherence to the 

Occam’s Razor principle, the selected configuration has a low number of coefficients, and 

stable operation across modulation ranges for FPGA implementation. This ensures low 

memory utilisation, which in turn conserves power utilised on an FPGA. Section 5.3 

describes the replacement of the Hilbert transform within the NSL model with an IIR filter in 

the CAR-Lite-A1 model. Here, the priority is given to the filter that is capable of generating 

90° phase shift at the modulation ranges. 

Section 5.4 presents the CAR-Lite-A1 configuration with the filters from sections 5.2 and 

5.3. Section 5.5 describes its fixed-point implementation, and section 5.6 describes its FPGA 

implementation. Finally, section 5.7 presents the results of the model. 
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Figure 5-1: The CAR-Lite-A1 model comprising the CAR-Lite model described in chapter 3, and a multiresolution 
spectro-temporal model, known alternatively as a functional A1 model. 

5.2.1. Input Sampling Rate 

The input to the functional A1 segment of the CAR-Lite-A1 model, known as the A1 

model, is an inner hair cell (IHC) signal from the CAR-Lite model. The first stage of the A1 

model is a temporal bandpass filterbank, also known as a rate filterbank. The rate filterbank 

comprises multiple bandpass filters configured in parallel to detect envelopes from every 

cochlear section’s IHC signal at multiple centre frequencies (or centre velocities) ranging 

from 2 Hz to 128 Hz, as specified fully in subsection 5.2.2. Due to the low modulation centre 

frequencies or also known as low envelope velocities, the IHC signal from every cochlear 

section is down-sampled to a standard sampling rate of 375 Hz, which is the sampling rate 

of cochlear octave 9. Based on the Nyquist sampling theorem, this is sufficient to 

accommodate the highest temporal modulation centre frequency of 128 Hz. Any energy 

more than 187.5 Hz is removed by an anti-aliasing filter defined by equation (5-1). 

The motivation behind the down-sampling also lies with the inability of the selected filter 

specified in subsection 5.2.2.5 to operate at low frequencies with high sampling rates and 

low bit widths. This situation is realisable with a filter coefficient which is proportional to the 

ratio of the low modulation centre frequency to the sampling rate. The result is a small 

floating-point number that cannot be represented well by a fixed-point number with a small 

number of bits. Consequently, such filter coefficients are too close to zero and do not 

produce the desired filtering effect. For example, the ratio of a modulation centre frequency 

of 2 Hz and a sampling rate of 96 kHz (sampling rate of cochlear octave 1) results in 
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1/48,000. Consequently, a fixed-point number of more than 16 bits is required to represent 

this coefficient satisfactorily. An illustration of this effect is also described in subsection 3.2.6 

of chapter 3 and agrees with [18]. 

The down-sampled IHC signal, 𝐼𝐻𝐶↓, is calculated using a mean function, identical to 

the calculation of the temporal integration variable, 𝑇𝐼, in the CAR-Lite-SI model in chapter 

3: 

 

𝐼𝐻𝐶↓(𝑠, 𝑡↓) =
1

𝑇
∑ 𝐼𝐻𝐶(𝑠, 𝑡)

𝑡+𝑇

𝑡

 (5-1) 

 

where the average IHC value of a cochlear section s at a subsampled time t↓, is calculated 

for every T samples. T is an octave specific constant set at a multiple of 2 to achieve a 

sampling rate of 375 Hz. Thus, the division can be implemented using a right-shift operation 

on FPGA. This form of averaging involves no multiplication and also functions as a low-pass 

filter as well as an anti-aliasing filter, which operates only with economical addition and right-

shift operations. 

The output of the temporal modulation filterbank is the input to a spectral modulation 

filterbank, also known as a scale filterbank. The scale filterbank extracts information on the 

density of energy across the cochlear sections. It does this with bandpass filters configured 

in parallel with spectral modulation centre frequencies (or centre densities) ranging from 0.25 

cycles per octave (c/o) to 4 c/o, as specified fully in subsection 5.2.2. The selection of the 

sampling rate at 12 c/o corresponds to the number of cochlear sections per octave in the 

CAR-Lite model described in chapter 3. Based on the Nyquist sampling theorem, this 

sampling rate is capable of accommodating the highest spectral modulation centre density of 

4 c/o. 

5.2.2. Filter Configuration Survey for Spectro-Temporal Modulation Filters 

In the NSL model reviewed in chapter 2, the rate filter is causal, whereas the scale filter 

is non-causal. A causal filter requires past and present input samples to generate an output 

sample, whereas a non-causal filter requires a past, present, and future input samples to 

generate an output sample. Hence, a causal filter can operate in real-time, because the 

generation of an output sample is dependent on a current input sample when it becomes 

available, in addition to stored past input samples. However, a non-causal filter cannot 

operate in real-time as the generation of an output sample requires future input samples as 

well as past and present input samples [19]. 

In the NSL model, the rate filterbank comprises causal filters, whereas the scale 

filterbank comprises non-causal filters. Hence, the real-time implementation of the rate 

filterbank is realisable, but this does not apply to the scale filterbank. Although the scale 

filterbank is implementable on FPGA with non-causal filters, this operation requires an entire 

vector of input samples ranging from the lowest to the highest frequency to be available, 

before the calculation of the output samples begins. This exercise does not indicate real-time 

operation as a non-causal scale filter module on FPGA remains inactive until an entire vector 

of input samples corresponding to all the cochlear sections is acquired. Thus, this adds to 

the delay in providing the output samples, which affects any causal filter that relies on these 

delayed output samples as inputs to operate. To alleviate this situation, it is a requirement to 

process every input sample as they become available for both the rate and scale filterbanks. 
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This notion requires the implementation of the scale filterbank as causal filters instead of 

non-causal filters. 

The seed functions for the rate filter, ℎ𝑡, and scale filter, ℎ𝑠, in the NSL model are 

defined in chapter 2, and are repeated here for clarity: 

 ℎ𝑡(𝑡) = 𝑡2𝑒−3.5𝑡 𝑠𝑖𝑛(2𝜋𝑡) (5-2) 

 

 ℎ𝑠(𝑥) = (1 − 𝑥2)𝑒−𝑥2/2 (5-3) 

 

where 𝑡 is time and 𝑥 is frequency. Both ℎ𝑡 and ℎ𝑠 use nonlinear functions: the temporal 

seed function, ℎ𝑡, uses an exponential, a sinusoidal and a squared function, while the 

spectral seed function, ℎ𝑠, has an exponential and a squared function. Although nonlinear 

functions are implementable on FPGA [7], [9], their nonlinear characteristics are 

approximated using an array of numerical values that are stored in look-up tables on FPGA 

[20], [21] – a more extensive array generates an approximation of the nonlinear function with 

higher accuracy as opposed to a small array. Furthermore, the number of bits required to 

represent these numbers are significant, i.e., 64 bits [22]. Hence, these look-up tables 

generally require significant memory space for operation. In contrast, a linearly-weighted 

infinite impulse response (IIR) filter does not require such additional look-up tables. It only 

requires memory for its coefficients used based on the filter order, e.g., a second-order filter 

might require memory for only four coefficients depending on the filter configuration. 

Furthermore, since the rate and scale filters have bandpass characteristics in the 

temporal and spectral domains respectively [23], each of them can be implemented by a 

linear and time-invariant IIR bandpass filter (BPF) instead of the original filters with nonlinear 

seed functions. This option would allow the IIR BPF to be implemented as a common filter 

for processing the rate and scale filters filter instead of two separate ones in the NSL model. 

Alternatively, the temporal domain filter can be implemented with a three-pole pair IIR filter 

governed by a gammatone function [24], and the spectral domain filter can be implemented 

as a multi-pass forward and backward IIR smoothing filter such as the one implemented in 

the automatic gain control (AGC) of the CAR-FAC model [25].  

The common filter option mentioned in the preceding paragraph is selected for 

implementation. In other words, only a single filter is implemented in a software function, 

and, during processing, this function is invoked twice as many times with one invocation 

running the IIR filter as a temporal filter and the other invocation running the IIR filter as a 

spectral filter. Given the limited computational resource of an FPGA, this exercise is 

appealing as less non-volatile memory is required for storage of the CAR-Lite-A1 model 

code than if two separate seed functions, such as that of the NSL model, are used. This 

implementation is per the Occam’s Razor principle, whereby a simple design approach is 

taken that aids in the conservation of computing resources, which in turn maintains low 

power utilisation. 

Several IIR BPF configurations are implementable on an FPGA. Subsections 5.2.2.1 to 

5.2.2.4 consider four such filters. Subsection 5.2.2.5 presents a selection of an appropriate 

IIR filter out of the four configurations for FPGA implementation. Finally, in subsection 

5.2.2.6, the stability of the selected filter is presented for different centre velocities for the 

rate filterbank and centre densities for the scale filterbank. Note that only second-order 
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bandpass configurations are reviewed in the subsections below – the minimum order of 

degree for a bandpass filter. The exception is the LPF-HPF cascade configuration described 

in subsection 5.2.2.3 that uses first-order filters. 

In the following subsections, the centre velocities, 𝑓𝑟𝑡, of a rate filterbank and centre 

densities, 𝑓𝑠𝑐, of a scale filterbank are defined in accordance with the settings of the NSL 

model used for musical instrument classification [16] as follows: 𝑓𝑟𝑡 = [2.00, 2.83, 4.00, 5.66, 

8.00, 11.31, 16.00, 22.63, 32.00, 45.25, 64.00, 90.51, and 128.00] Hertz (Hz); 𝑓𝑠𝑐 = [0.25, 

0.35, 0.50, 0.71, 1.00, 1.41, 2.00, 2.83, 4.00] cycles per octave (c/o). The rate filter operates 

at a sampling rate of 375 Hz, and for the scale filter, the sampling rate is 12 c/o. 

5.2.2.1. Standard Biquadratic 

The standard bandpass filter (BPF) is derived from a biquadratic transfer function 

comprising the ratio of two quadratic equations. The transfer function has an infinite impulse 

response (IIR), which is a second-order recursive linearly-weighted time-invariant filter with 

two poles and two zeros [26]. It is considered recursive as the output of the filter is 

determined by the input signal as well as the delayed version of the input and output signals 

[27]. Its transfer function is defined as: 

 
𝐻(𝑧) =

𝑏0 + 𝑏1 ∙ 𝑧−1 + 𝑏2 ∙ 𝑧−2

𝑎0 + 𝑎1 ∙ 𝑧−1 + 𝑎2 ∙ 𝑧−2
 (5-4) 

  

 

where bn are coefficients of a feedforward path; an are coefficients of a feedback path; z is a 

delay element, wherein z-n is an nth-order delay. 

From the transfer function of equation (5-4), two major signal path configurations can be 

derived based on the placement order of the poles and zeros directly factorised from the 

transfer function. When the configuration has zeros-poles connected between the input and 

output pathways respectively (zeros connected to input pathway and poles connected to 

output), it is known as direct-form-1 [28]. When it has poles-zeros connected between the 

input and output pathways, it is known as direct-form-2 [29]. The direct-form-1 is immune to 

internal numerical overflow from multiplication and addition operations in its configuration. 

However, the direct-form-2 has no such immunity and is prone to numerical overflow. As a 

result, the direct-form-1 is capable of generating stable responses more consistently than 

direct-form-2 [29]. Despite its stability, the direct-form-1 is slower in generating an output 

signal as it has more delay components than direct-form-2 [28]–[30]. To ensure stable 

operations, only the direct-form-1 configuration is considered. 

The direct-form-1 configuration is defined by the following difference equation [31]: 

 
𝑦(𝑡) =

𝑏0

𝑎0
∙ 𝑥(𝑡) +

𝑏1

𝑎0
∙ 𝑥(𝑡 − 1) +

𝑏2

𝑎0
∙ 𝑥(𝑡 − 2) −

𝑎1

𝑎0
∙ 𝑦(𝑡 − 1) −

𝑎2

𝑎0
∙ 𝑦(𝑡 − 2) (5-5) 

 

where x is the input and y is the output. It comprises two serially cascaded finite impulse 

response (FIR) filters, i.e. one FIR segment deals with the input signal convolved with 

weights 𝑏𝑛, and the other deals with the output signal convolved with weights, 𝑎𝑛. It has five 

internal variables, whereby each internal variable corresponds to a term in the equation that 

requires storage at runtime. Since FIR filters are always stable, this also enables the direct-

form-1 configuration to be more stable than the direct-form -2 configuration [29]. 
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To obtain a bandpass filter response from equation (5-5), coefficients a and b, are 

defined according to [32] and are depicted in Table 5-1(a) under the “Standard Filter” 

column. Figure 5-2 displays the gain and phase responses of the standard direct-form-1 BPF 

configured as a rate filterbank using 𝑓𝑟𝑡 and as a scale filterbank using 𝑓𝑠𝑐. 

Coefficient (a) 2nd-order IIR Standard Filter (b) 2nd-order IIR Peaking Equaliser 

𝑏0 𝛼 1 + 𝛼 ∙ 𝐴 

𝑏1 0 −2 ∙ cos(𝜔0) 

𝑏2 −𝛼 1 − 𝛼 ∙ 𝐴 

𝑎0 1 + 𝛼 1 + 𝛼/𝐴 

𝑎1 −2 ∙ cos(𝜔0) −2 ∙ cos(𝜔0) 

𝑎2 1 − 𝛼 1 − 𝛼/𝐴 

Intermediate Parameters 

𝜔0 2 ∙ 𝜋 ∙ 𝑓0/𝑓𝑠 

𝛼 sin(𝜔0)/(2 ∙ 𝑄) 

𝐴 10(𝑑𝐵𝑔𝑎𝑖𝑛/40) 

𝑄 1 

𝑑𝐵𝑔𝑎𝑖𝑛 5 

𝑓0 Centre velocities of rate filters, 𝑓𝑟, and centre densities of scale filters, 𝑓𝑠. 

Table 5-1: Coefficients used in (a) a 2nd-order IIR standard bandpass filter, and (b) a 2nd-order IIR peaking 
equaliser filter. 
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Figure 5-2: Gain and phase responses of (a) rate and (b) scale filterbanks using the 2nd-order IIR standard 
bandpass filter (BPF) direct-form-1 configuration. 

5.2.2.2. Peaking Equaliser 

Another derivative of the direct-form-1 IIR filter configuration from subsection 5.2.2.1, is 

a peaking equaliser filter, which uses the same difference equation from (5-5) but the 

coefficients are from Table 5-1(b). This configuration provides a gain response similar in 

shape to the aforementioned standard bandpass filter. However, one significant difference 

between the two is that the peaking equaliser filter has positive gains at centre velocities and 

centre densities as displayed in Figure 5-3. As a result, the peaking equaliser filters are 

known as boost filters. They are widely used in sound recording mixers for volume control at 

specific frequencies [33]. 
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Figure 5-3: Gain and phase responses of (a) rate and (b) scale filters using a 2nd--order IIR peaking equaliser 
filter. 

5.2.2.3. Low-pass Filter and High-pass Filter (LPF-HPF) Cascade 

Another bandpass filter (BPF) configuration to be considered for hardware 

implementation of rate and scale filters is a serial cascade of a low-pass filter (LPF) and a 

high-pass filter (HPF) [34]. Based on the Fourier transform property, the convolution of the 

two filter kernels in the time domain is a multiplication of their responses in the frequency 

domain [35]. This property enables the summation of their filter orders, i.e. a first-order LPF 

cascaded with a first-order HPF results in a second-order BPF. Two passes of this second-

order BPF results in a fourth-order BPF. This fourth-order BPF configuration has been used 

in the implementation of a single rate filter appended to a cochlear model on FPGA by 

Thakur et al. [1]. The second-order and fourth-order BPF cascade configuration has the 

following first-order responses: 
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 𝑦𝑙(𝑡) = 𝑦𝑙(𝑡 − 1) + 𝑐𝑙 ∙ (𝑥(𝑡) − 𝑦𝑙(𝑡 − 1)) (5-6) 

 

 𝑦ℎ(𝑡) = 𝑐ℎ ∙ (𝑦ℎ(𝑡 − 1) + 𝑦𝑙(𝑡) − 𝑦𝑙(𝑡 − 1)) (5-7) 

 

where 𝑦𝑙 is the LPF output and 𝑦ℎ is the HPF output at discrete time t. The coefficients for 

LPF and HPF, 𝑐𝑙 and 𝑐ℎ, are calculated as follows: 

 
𝑐𝑙 = 2 ∙ 𝜋 ∙

𝑓0

𝑓𝑠
 (5-8) 

 

 
𝑐ℎ =

1

1 + 2 ∙ 𝜋 ∙
𝑓0
𝑓𝑠

 
(5-9) 

 

where 𝑓𝑠 is the sampling rate; 𝑓0 is either the centre velocity, 𝑓𝑟𝑡, of a rate filter or centre 

density, 𝑓𝑠𝑐, of a scale filter. 

Figure 5-4 displays the gain and phase responses of the second-order cascaded 

configuration for the 13 centre velocities used in the rate filterbank and the 9 centre densities 

used in the scale filterbank. For the rate filters, the gain responses are similar to the second-

order standard bandpass filter configurations except for low centre velocity at 2 Hz, which 

exhibits a gain response looking more like a low-pass filter response than a bandpass 

response. At centre velocities above 45 Hz and centre densities above 1 c/o for the scale 

filter, the filter exhibits a high-pass filter response rather than a bandpass response. 

Furthermore, the filter gain responses at the high end at 90.5 Hz and 2.83 c/o have linear 

gain responses, where the passband and stopband become indistinguishable. In addition, 

the filter responses for the highest centre velocity of 128 Hz and centre density of 4 c/o are 

not displayed as they have substantial gains at 507 dB and 334 dB respectively as 

compared to all other centre velocities and densities, which possess gains within the range 

of -3 dB to -10 dB (in decreasing centre velocities and centre densities respectively). 

In [1], a fourth-order rate filter is used at only a single centre velocity at 4 Hz, where two 

second-order cascaded LPF-HPF are connected in series. With this specific configuration, 

the rate filters from 2 Hz to 64 Hz centre velocities and the scale filters from 0.25 c/o to 2 c/o 

centre densities have increasing gains as observed in Figure 5-5 instead of constant gains 

for the second-order cascaded configuration as shown in Figure 5-4. Moreover, the gains of 

the fourth-order BPF are lower than the gains of the second-order BPF, which would require 

a more significant bit widths for the former than the latter. In addition, in Figure 5-5, the 

fourth-order BPF cascade responses for two centre velocities at 90.5 Hz, 128 Hz, and two 

centre densities at 2.83 c/o, and 4 c/o, are not displayed as they have gains more significant 

than the gains delivered at lower centre velocities (2 Hz to 64 Hz) and lower centre densities 

(0.25 c/o to 2 c/o), respectively. For scale filters with centre densities at 90.51 Hz and 2.83 

c/o, the gains are 296 dB and 28 dB, respectively. For rate filters with centre velocities at 

128 Hz and 4 c/o, their gains are beyond 3,000 dB. Due to these factors, the fourth-order 

BPF cascade configuration used by Thakur et al. [1] is not considered in the characterisation 

of the rate and scale filterbanks. 
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Figure 5-4: Gain and phase responses of (a) rate and (b) scale filterbanks using a 2nd-order cascade BPF 
comprising 1st-order low-pass filter (LPF) and a 1st-order high-pass filter (HPF). 
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Figure 5-5: Gain and phase responses of (a) rate and (b) scale filterbanks using a 4th-order cascade BPF 
comprising two serial cascades of 2nd-order cascade BPF as used by Thakur et al. [1]. 

5.2.2.4. Coupled-Form (Asymmetric Resonator) 

The last configuration for consideration is a coupled-form [36] of a second-order 

asymmetric resonator, which will be alternatively known in this chapter as an asymmetric 

resonator (AR). It has been used in the cascaded configuration of the CAR-Lite model, 

depicting basilar membrane (BM) characteristics for extracting resonances from a sound 

signal as described in chapter 3. For the sake of clarity, its transfer function is repeated here: 

 
𝐻(𝑧) =

𝑦

𝑥
= 𝑔 (

𝑧2 + (−2𝑎 + ℎc)𝑟𝑧 + 𝑟2

𝑧2 − 2𝑎𝑟𝑧 + 𝑟2
) (5-10) 
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where 𝑥 is the input; 𝑦 is the output; 𝑔 is the overall unity gain at DC; 𝑎 is the real 

component, and 𝑐 is the imaginary component of a complex number structure representation 

of the coupled-form configured filter; ℎ controls the distance of zeros from the frequency of 

the poles and is set to the real components of the ringing frequency, 𝑐. 

Figure 5-6 displays the coupled-form filter configuration connections. Its output is 

defined by: 

 𝑦 = 𝑔(𝑥 + ℎ𝑊1) (5-11) 

 

where 𝑊1 is one of two internal variables; the other being 𝑊0. They are defined as: 

 𝑊1 = 𝑟(𝑎𝑊1 + 𝑐𝑊0) (5-12) 
 

 𝑊0 = 𝑥 + 𝑟(𝑎𝑊0 − 𝑐𝑊1) (5-13) 
 

The direct-form-1 configuration suffers from the shift of its poles due to round-off errors 

in a fixed-point format, especially at high filter orders [28]. In other words, a serial cascade of 

either the second-order standard bandpass filters from subsection 5.2.2.1 or peaking 

equaliser filters from subsection 5.2.2.2, designed with poles exhibiting stable operations in 

floating-point might be unstable when it operates in fixed-point arithmetic. This unstable 

operation occurs especially at low resonant frequencies [37] as is the case for centre 

velocities and centre densities that are used for the rate and scale filters, respectively. As a 

consequence, the coupled-form configuration was designed to alleviate this quantisation 

effect at low resonant frequencies [38]. 

Figure 5-7 illustrates the gain and phase responses of the rate filterbank for all 13 centre 

velocities and Figure 5-8 illustrates the same responses of the scale filterbank for all 9 centre 

densities from the coupled-form configuration. From these responses, one conclusion is that 

the coupled-form configuration is actually a low-pass filter (LPF) as it has DC gain at low 

frequencies as observed in the 0 dB gains for all centre velocities in Figure 5-7 and all centre 

densities in Figure 5-8. This configuration allows low frequencies to pass through the filter. It 

also has a low damping factor enabling positive gains, which projects bandpass responses 

in the figures. As a result, numerical values at bandpass frequencies are scaled higher than 

low-pass frequencies. 
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Figure 5-6: Coupled-form configuration of a 2nd-order asymmetric resonator. This configuration is also used to 
build the filters in the CAR-Lite model described in chapter 3. Adapted from Lyon [39]. 

 

Figure 5-7: Frequency and phase responses of a coupled-form configured asymmetric resonator tuned to centre 

velocities of temporal modulations ranging from 2 Hz to 128 Hz. 
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Figure 5-8: Frequency and phase responses of a coupled-form configured IIR filter tuned to centre densities of 

spectral modulations ranging from 0.25 c/o to 4 c/o. 

5.2.2.5. Configuration Selection 

Table 5-2 projects the coefficients for each of the four filter configurations surveyed 

above based on storage requirements ranging from the lowest to the highest. The table is 

further divided into two halves, whereby the first half shows coefficients requiring non-volatile 

(permanent) storage and the second half shows coefficients requiring volatile (runtime) 

storage. The LPF-HPF cascade requires the least amount of storage. However, as they 

have highly irregular gain responses and non-uniform bandpass shapes across all centre 

velocities and densities, the cascaded LPF-HPF configuration is not considered for 

implementations of the rate and scale filterbanks. 

As part of the direct-form-1 configuration, the standard bandpass and peaking equaliser 

filters are capable of operating over the entire range of centre velocities and centre densities. 

However, the storage requirements of their respective coefficients are high in comparison 

with the two other configurations. Specifically, in terms of volatile storage requirements, 

coefficients of the peaking equaliser require the most storage, followed by coefficients of the 

standard BPF. The significant storage requirement for the two filter types is due to the 

reliance of the generation of an output sample on the current input sample, and two past 

weighted input samples as well as the two past weighted output samples in time respectively 

as defined by equation (5-1). This notion corresponds to five internal variables that require 

storage per output sample for one filter during runtime. In contrast, a second-order IIR filter 

with coupled-form configuration is only reliant on two internal variables to generate an output 

sample for the same range of centre velocities and centre densities. As a result, the coupled-

form configuration is selected to implement the rate and scale filterbanks. 
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(a) Non-volatile Storage Requirements 

2nd-order IIR 

filter 

configuration 

Number of 

coefficients 

(per cochlear 

section) 

Number of 

coefficients 

across 108 

cochlear 

sections 

Number of 

coefficients 

for 13 

centre 

velocities 

(Rate filter 

bank) 

Number of 

coefficients 

for 9 centre 

densities 

(scale filter 

bank) 

Total 

number of 

coefficients 

requiring 

storage 

LPF-HPF 

Cascade 
2 2 26 18 44 

Coupled-Form 

Resonator 
4 4 52 36 88 

Bandpass 5 5 65 45 110 

Peaking 

Equaliser 
5 5 65 45 110 

(b) Volatile Storage Requirements 

LPF-HPF 

Cascade 
2 216 2,808 1,944 4,752 

Coupled-Form 

Resonator 
2 216 2,808 1,944 4,752 

Bandpass 5 540 7,020 4,860 11,880 

Peaking 

Equaliser 
6 648 8,424 5,832 14,256 

Table 5-2: The four filter configurations reviewed in subsection 5.2.2 and their corresponding number of 

coefficients required for (a) non-volatile (permanent) storage and (b) volatile (runtime) storage. 

5.2.2.6. Seed Function of the Selected Filter Configuration 

In this subsection, the seed function of the selected second-order coupled-form 

asymmetric resonator implemented in the CAR-Lite-A1 model is compared with the temporal 

seed function, ℎ𝑡, and spectral seed function, ℎ𝑠, from the NSL model. The seed functions 

from the NSL model are described in chapter 2 and reiterated in subsection 5.3.1 in this 

chapter. The seed function of the selected asymmetric resonator can be found by applying 

the inverse z-transform [40] to 𝐻(𝑧) from equation (5-10).  Doing so leads to the following 

temporal and spectral seed functions differentiated accordingly by 𝑡 (time) and 𝑥 (log 

frequency) variables: 

 ℎ𝑛𝑡(𝑡) = 𝑎𝛿(𝑡) + (1 − 𝑎)
𝜔𝑟

1 − 𝜁2
𝑒−𝛾𝑡 sin(𝜔𝑟𝑡) (5-14) 

 

 ℎ𝑛𝑠(𝑥) = 𝑎𝛿(𝑥) + (1 − 𝑎)
𝜔𝑟

1 − 𝜁2
𝑒−𝛾𝑥 sin(𝜔𝑟𝑥) (5-15) 

 

where 𝛿(∙) is a Kronecker delta function scaled by 𝑎; 𝜔𝑟 is the ringing resonance 

corresponding to either the centre velocity or centre density; 𝜁 is the damping factor. 
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The uniqueness of the two-pole-two-zero configuration is that each of the seed functions 

above has two terms separated by a sum operation, which can be illustrated as two parallel 

branches fed to a summing junction [41]. The second terms of ℎ𝑛𝑡 and ℎ𝑛𝑠 from above, 

containing the exponential and sine functions, are akin to the temporal seed function, ℎ𝑡, 

defined by equation (5-22) in the NSL model. ℎ𝑡 is also known as a gammatone filter made 

of a sine tone multiplied by a gamma distribution, and it is used for building auditory 

filterbanks [42]. Setting 𝑎 = 0, 𝛾 = 1.5, 𝜁 = 0.1, and 𝜔𝑟 = 2𝜋, enables ℎ𝑛𝑡 response displayed 

in Figure 5-9(c) to closely resemble ℎ𝑡 response displayed in Figure 5-9(a). An identical 

response between ℎ𝑡 and ℎ𝑛𝑡 is not sought as ℎ𝑡 contains an additional parameter, 𝑡2, which 

ℎ𝑛𝑡 does not possess. 

Moreover, introducing 𝑡2 to ℎ𝑛𝑡 requires a change in the transfer function of the latter 

that would require an extra module on the FPGA to be designed solely for ℎ𝑡. Ideally, not 

introducing any new parameters to ℎ𝑛𝑡 enables only one module to be used on the FPGA 

that can be used by both ℎ𝑡 and ℎ𝑠 as they would both have the same transfer function. 

Overall, ℎ𝑛𝑡 is considered appropriately as a modified gammatone filter that has close 

characteristics as ℎ𝑡 and hence, is used in the CAR-Lite-A1 model in place of ℎ𝑡. 

Figure 5-9(b) displays the nonlinear Gabor seed function used in the NSL model. This 

filter can be approximated using a recursive linear IIR filter. To do this, Young et al. used a 

sixth-order transfer function comprising a serial cascade of a forward pass (causal) third-

order and a backward pass (anti-causal) third-order IIR filter [12]. In the temporal domain, a 

forward pass filter is known as a causal filter, where the output of the filter is determined by 

the present, 𝑡, and past, 𝑡 − 𝑘, input samples. In the spatial domain, the output of the forward 

pass filter is dependent on the input samples from the current, 𝑛, and previous neighbouring, 

𝑛 − 𝑘, space being analysed. 

In contrast, a backward pass filter, which is known as an anti-causal filter in the temporal 

domain, generates an output sample from the present, 𝑡, and future, 𝑡 + 𝑘, input samples. In 

the spatial domain, the output of the backward pass filter is dependent on the samples from 

the current, 𝑛, and upcoming neighbouring, 𝑛 + 𝑘, space to be analysed. The combination of 

the forward and backward pass filters is feasible considering the upcoming input samples of 

the latter are already known and stored in memory when the forward pass filter is processed. 

An example of this implementation is the AGC filter [25] in the CAR-FAC model. 

David et al. extended Young’s design and incorporated the forward pass (causal) and 

backward pass (anti-causal) filters into a parallel cascade in addition to the serial cascade 

and reduced the filter order to a minimum of two, using only six coefficients instead of ten 

from Young’s implementation [13]. Doing so means that the output of the Gabor filter can be 

approximated with a single pass (delay) using the parallel cascade configuration, similar to 

the coupled-form configuration. However, the second-order IIR Gabor filter requires non-

volatile storage for up to six coefficients as opposed to four for the coupled-form configured 

asymmetric resonator per centre density. Due to its higher memory requirements, the IIR 

Gabor filter is not considered for implementation in the CAR-Lite-A1 model. Instead, the 

second-order coupled-from configured asymmetric resonator is selected. 

The Gabor-like function, ℎ𝑠, used in the NSL model has a bandpass-like response 

resembling a “Mexican-hat” as illustrated in Figure 5-9(b). To ensure that ℎ𝑛𝑠 has a response 

closely resembling ℎ𝑠, the parameters in equation (5-15) are set as follow: 𝑎 = 0, 𝛾 = 0.1, 𝜁 = 
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0.1, and 𝜔𝑟 = 2𝜋. Doing so results in ℎ𝑛𝑠 having a bandpass-like effect but with two unevenly 

suppressed sideband (a nonlinear sideband after octave 2 and a linear sideband below 

octave -2) as observed in Figure 5-9(d) instead of two even ones (a nonlinear sideband at 

octave 1.5 and another nonlinear one at octave -1.5) for ℎ𝑠 in Figure 5-9(c). This effect is 

insignificant as the sidebands represent neuronal inhibition that is meant to suppress the 

energy at regions outside the area of interest – in this case at 1 c/o centre density. So, at 

octaves below -1.5, the magnitudes of the energy are lower than the energy beyond 1.5 

octaves, which are both deemed as insignificant areas outside the region of interest. 

Therefore, their respective sideband shapes are inconsequential. Another difference 

between ℎ𝑠 and ℎ𝑛𝑠 responses is that the bandwidth of the excitatory neuronal region (areas 

above 0) is higher for ℎ𝑛𝑠 at 3 octaves than ℎ𝑠 at 2 octaves. This difference indicates that ℎ𝑛𝑠 

is sensitive to energy spread across a larger number of cochlear sections than ℎ𝑠 by 1 

octave, which is an allowable compromise at the expense of maintaining low computational 

cost. 

 

Figure 5-9: Seed functions used in the NSL model with (a) a causal gammatone function defined by equation 
(5-22) for a 1 Hz rate filter; (b) a non-causal Gabor-like function defined by equation (5-23) for a 1 Hz scale filter; 
Seed function used in the CAR-Lite-A1 with (c) a causal coupled-form configured asymmetric resonator defined 
by equation (5-14) for a 1 Hz rate filter; (d) a causal coupled-form configured asymmetric resonator defined by 
equation (5-15) for a 1 c/o scale filter. 

5.2.2.7. Selected Filter Configuration Stability 

Filter stability is paramount to indicate the presence of spectral and temporal modulation 

resonances accurately. Unstable filter operations produce an increase in amplitudes over a 

short period resulting in an inaccurate representation of modulation resonances. To ensure 

the stability of the AR, the poles of its transfer function should be contained within the unit 

circle of a pole-zero (PZ) map. The locations of its poles corresponding to centre velocities of 

a rate filterbank ranging from 2 Hz to 128 Hz are displayed in Figure 5-10, while its poles 
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corresponding to centre densities of a scale filterbank ranging 0.25 c/o to 4 c/o are displayed 

in Figure 5-11. All the pole pairs for the 13 centre velocities of the rate filterbank and 9 centre 

densities for the scale filterbank are within the unit circle. Having so indicates the stabilities 

of the rate and scale filterbanks with the aforementioned spectro-temporal modulation 

ranges. 

 

Figure 5-10: Pole-zero map of a 2nd-order AR tuned to 13 centre velocities of temporal modulations ranging from 
2 Hz to 128 Hz.  
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Figure 5-11: Pole-zero map of a 2nd-order AR tuned to 9 centre densities of spectral modulations ranging from 
0.25 c/o to 4 c/o. 

5.3. Spectro-Temporal Modulation Directionality 

The populations of neurons in a mammalian A1 are sensitive to changes across 

spectro-temporal envelopes. In other words, due to the differential sensitivity of neuronal 

groups in the A1, these neuronal groups representing receptive fields can detect the 

movement of spectral-temporal peaks [43]. The changes in the movement are known as 

directionality of the modulated signal (also known as signal envelope). In the next 

subsection, this directionality characterised in the NSL model is presented again for clarity 

(initially presented in chapter 2), and the following sub-section describes the implementation 

of this directionality in the CAR-Lite-A1 model. 

5.3.1. NSL Model 

In the NSL model [23], the directionality of a spectro-temporal receptive field (STRF) is 

defined by: 

 𝑆𝑇𝑅𝐹⇓ = ℛ𝑒{ℎ𝐼𝑅𝑇(𝑡↓; 𝜔, 𝜃) ∙ ℎ𝐼𝑅𝑆(𝑠; 𝛺, 𝜙)} (5-16) 
 

 𝑆𝑇𝑅𝐹⇑ = ℛ𝑒{ℎ𝐼𝑅𝑇
∗ (𝑡↓; 𝜔, 𝜃) ∙ ℎ𝐼𝑅𝑆(𝑠; 𝛺, 𝜙)} (5-17) 

 

where 𝑆𝑇𝑅𝐹⇓ is the spectro-temporal response in the downward direction indicating 

decreasing temporal envelope velocities and/or spectral envelope densities respectively; 

𝑆𝑇𝑅𝐹⇑ is the spectro-temporal response in the upward direction indicating increasing 

temporal envelope velocities and/or spectral envelope densities respectively; ℎ𝐼𝑅𝑇 is the 

impulse response function of the rate filter; ℎ𝐼𝑅𝑆 is the impulse response function of the scale 
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filter; ∗ denotes a complex conjugate; ω is the temporal envelope velocity in time, t↓ (↓ 

represents down-sampled 𝑡 in the cochlear stage); Ω is the spectral envelope density across 

cochlear section, s; θ and Φ are characteristic phases of the rate and scale filters 

respectively. The impulse response functions of the two filters can be represented in a 

complex form [23]: 

 ℎ𝐼𝑅𝑇(𝑡↓; 𝜔, 𝜃) = ℎ𝑖𝑟𝑡(𝑡↓; 𝜔, 𝜃) + 𝑗ℎ̂𝑖𝑟𝑡(𝑡↓; 𝜔, 𝜃) (5-18) 

 

 ℎ𝐼𝑅𝑆(𝑥; 𝛺, 𝜙) = ℎ𝑖𝑟𝑠(𝑠; 𝛺, 𝜙) + 𝑗ℎ̂𝑖𝑟𝑠(𝑠; 𝛺, 𝜙) (5-19) 

 

where ℎ̂(∙) is a Hilbert transform or 90° phase shifted version of either a temporal function, 

ℎ𝑖𝑟𝑡, or a spectral function, ℎ𝑖𝑟𝑠. These functions are defined as:  

 ℎ𝑖𝑟𝑡(𝑡↓; 𝜔, 𝜃) = ℎ𝑡(𝑡↓; 𝜔) 𝑐𝑜𝑠 𝜃 + ℎ̂𝑡(𝑡↓; 𝜔) 𝑠𝑖𝑛 𝜃 (5-20) 

 

 ℎ𝑖𝑟𝑠(𝑥; 𝛺, ∅) = ℎ𝑠(𝑥; 𝛺) 𝑐𝑜𝑠 ∅ + ℎ̂𝑠(𝑥; 𝛺) 𝑠𝑖𝑛 ∅ (5-21) 

 

where ℎ𝑡 is a gammatone seed function responding to resonances in time, 𝑡↓; ℎ𝑠 is a Gabor-

like Gaussian seed function responding to resonances in frequency, 𝑥: 

 ℎ𝑡(𝑡↓) = 𝑡↓
2𝑒−3.5𝑡 sin(2𝜋𝑡) (5-22) 

 

 ℎ𝑠(𝑥) = (1 − 𝑥2)𝑒−𝑥2/2 (5-23) 

 

5.3.2. CAR-Lite-A1 Model 

Aside from the change in the temporal and spectral seed functions, from ℎ𝑡 and ℎ𝑠 to 

ℎ𝑛𝑡 and ℎ𝑛𝑠 respectively, another consideration is the inclusion of the calculation of their 

respective characteristic phases, 𝜃, and, 𝛷. This calculation involves applying an arc-

tangent on the division between the output values of Hilbert transformed seed function, ℎ̂, 

and seed function, ℎ. Here, ℎ refers to either ℎ𝑡 or ℎ𝑠. In the NSL model, this phase 

information is required to resynthesize the original sound input stimulus from the spectro-

temporal envelope information extracted from the rate and scale filterbanks. This exercise is 

done to evaluate the fidelity of these extracted cues to the original input stimulus. However, 

as my objective is to capture timbre cues from a hardware model, input stimulus re-synthesis 

is not required. 

Furthermore, timbre is representable by envelope information and independently by 

phase information [15], [44], [45]. In other words, averaging envelope responses over time 

can represent timbre and so, the calculation of phase information is omitted from the CAR-

Lite-A1 model. Doing so removes the need for implementing a lookup table for arc-tangent 

approximation as well as the need for a computationally intensive division operation on 

FPGA. This omission means that the temporal function, ℎ𝑖𝑟𝑡, and spectral function, ℎ𝑖𝑟𝑠, 

need not be implemented and the complex-form impulse responses, ℎ𝐼𝑅𝑇, and, ℎ𝐼𝑅𝑆, can be 

formed directly with ℎ𝑛𝑡 and ℎ𝑛𝑠. As a result, the downward and upward STRF functions are 

defined as: 
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 𝑆𝑇𝑅𝐹⇓(𝑠, 𝑡↓; 𝜔, 𝛺) = (ℎ𝑛𝑡 + 𝑗ℎ̂𝑛𝑡)(ℎ𝑛𝑠 + 𝑗ℎ̂𝑛𝑠) (5-24) 

 

 𝑆𝑇𝑅𝐹⇑(𝑠, 𝑡↓; 𝜔, 𝛺) = (ℎ𝑛𝑡 − 𝑗ℎ̂𝑛𝑡)(ℎ𝑛𝑠 + 𝑗ℎ̂𝑛𝑠) (5-25) 

 

Expanding the two equations result in: 

 𝑆𝑇𝑅𝐹⇓ = ℎ𝑛𝑡 ∙ ℎ𝑛𝑠 + 𝑗ℎ𝑛𝑡 ∙ ℎ̂𝑛𝑠 + 𝑗ℎ̂𝑛𝑡 ∙ ℎ𝑛𝑠 − ℎ̂𝑛𝑡 ∙ ℎ̂𝑛𝑠 (5-26) 

 

 𝑆𝑇𝑅𝐹⇑ = ℎ𝑛𝑡 ∙ ℎ𝑛𝑠 + 𝑗ℎ𝑛𝑡 ∙ ℎ̂𝑛𝑠 − 𝑗ℎ̂𝑛𝑡 ∙ ℎ𝑛𝑠 + ℎ̂𝑛𝑡 ∙ ℎ̂𝑛𝑠 (5-27) 

 

The terms in equations (5-26) and (5-27) can then be separated and characterised based on 

the real (Re) and imaginary (Im) components that are contained within them: 

 𝑅𝑒{𝑆𝑇𝑅𝐹⇓} = ℎ𝑛𝑡 ∙ ℎ𝑛𝑠 − ℎ̂𝑛𝑡 ∙ ℎ̂𝑛𝑠 (5-28) 

 

 𝑅𝑒{𝑆𝑇𝑅𝐹⇑} = ℎ𝑛𝑡 ∙ ℎ𝑛𝑠 + ℎ̂𝑛𝑡 ∙ ℎ̂𝑛𝑠 (5-29) 

 

 𝐼𝑚{𝑆𝑇𝑅𝐹⇓} = ℎ𝑛𝑡 ∙ ℎ̂𝑛𝑠 + ℎ̂𝑛𝑡 ∙ ℎ𝑛𝑠 (5-30) 

 

 𝐼𝑚{𝑆𝑇𝑅𝐹⇑} = ℎ𝑛𝑡 ∙ ℎ̂𝑛𝑠 − ℎ̂𝑛𝑡 ∙ ℎ𝑛𝑠 (5-31) 

 

In the NSL model, the imaginary component is omitted. However, for the CAR-Lite-A1 

model, the imaginary component is retained for the calculation of neuron directionality as 

they can be represented by real-valued signals as is presented in subsection 5.3.2.1. 

The downward and upward spectro-temporal modulation envelope drifts, r⇓ and r⇑, can 

be characterised by convolving a down-sampled 2D time-frequency matrix of inner hair cell 

(IHC) values [using equation (5-1)] with either the real or imaginary components of the 4D 

STRF filterbanks as follow: 

 𝑅𝑒{𝑟⇓} = 𝐼𝐻𝐶↓(𝑠, 𝑡↓) ⊗ 𝑅𝑒{𝑆𝑇𝑅𝐹⇓(𝑠, 𝑡↓; 𝜔, 𝛺)} (5-32) 
 

 𝑅𝑒{𝑟⇑} = 𝐼𝐻𝐶↓(𝑠, 𝑡↓) ⊗ 𝑅𝑒{𝑆𝑇𝑅𝐹⇑(𝑠, 𝑡↓; 𝜔, 𝛺)} (5-33) 
 

 𝐼𝑚{𝑟⇓} = 𝐼𝐻𝐶↓(𝑠, 𝑡↓) ⊗ 𝐼𝑚{𝑆𝑇𝑅𝐹⇓(𝑠, 𝑡↓; 𝜔, 𝛺)} (5-34) 
 

 𝐼𝑚{𝑟⇑} = 𝐼𝐻𝐶↓(𝑠, 𝑡↓) ⊗ 𝐼𝑚{𝑆𝑇𝑅𝐹⇑(𝑠, 𝑡↓; 𝜔, 𝛺)} (5-35) 
 

where ⊗ denotes convolution. 

In the next subsection, a representation of the Hilbert transform with IIR filters is 

presented to generate A1 neuron directionality response, for FPGA implementation along 

with the AR representing rate and scale filters. 

5.3.2.1. Characterising the Hilbert Transform 

A sinusoid contains two frequency components: a positive frequency component and a 

negative frequency component. They are a sum of equal but opposite circular motion and 

can be projected on a frequency spectrum. Moreover, they can be analytically derived from 

Euler’s identity [46]: 
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𝐴cos(𝜃) =

𝐴(𝑒𝑗𝜃 + 𝑒−𝑗𝜃)

2
 (5-36) 

 
𝐴sin(𝜃) =

𝐴(𝑒𝑗𝜃 + 𝑒−𝑗𝜃)

2𝑗
 (5-37) 

 

where 𝐴 is the amplitude; 𝑗𝜃 is a positive frequency component; −𝑗𝜃 is a negative frequency 

component; 𝜃 is defined by frequency, 𝜔, and phase, ∅, of a sinusoid or more specifically by 

the equation, 𝜃 = 𝜔𝑡 + ∅. 

In demodulation filtering to extract the envelope of an input signal, filtering the negative 

frequency, 𝐴𝑒𝑗(−𝜔𝑡+∅), does not result in any information loss in the sinusoid. Hence, the 

positive frequency, 𝐴𝑒𝑗(𝜔𝑡+∅) of a real sinusoid, 𝐴 cos(𝜔𝑡 + ∅), is sufficient in representing 

the envelope of a signal. Furthermore, the NSL uses complex signal filtering to represent 

frequency directionality responses of neurons. In theory, this filtering involves the use of an 

imaginary coefficient, which is practically attainable by the 90° phase-shift of the real 

sinusoid. This results in a practical representation of a complex signal, known as an analytic 

signal, where no negative frequency is present [47]: 

 𝐴𝑒𝑗(𝜔𝑡+∅) = 𝐴 cos(𝜔𝑡 + ∅) + 𝑗𝐴 sin(𝜔𝑡 + ∅) (5-38) 

 

Since the cosine and sine terms are real terms, the magnitude of the positive frequency is 

doubled. 

To generate an analytic signal representation of a signal containing multiple sinusoids at 

multiple frequencies, the signal is combined with the 90° phase shift of itself based on 

equation (5-38) for all frequencies. This phase shift is attainable with the Hilbert transform of 

the signal. In other words, the Hilbert transform of a signal shifts the phases of every Fourier 

frequency component of an input signal by 90⁰ [48]. In the time domain, the Hilbert 

transform, ℋ[… ], is defined as the convolution of an input signal, 𝑥(𝑡) with 1/(𝜋𝑡): 

 
ℋ[𝑥(𝑡)] =

1

𝜋
∫

𝑥(𝑡)

𝑡 − 𝜏

∞

−∞

𝑑𝜏 (5-39) 

 

The Fourier transform, 𝔉{… }, of the Hilbert transform of 𝑥(𝑡) is: 

 𝔉{ℋ[𝑥(𝑡)]} = 𝑗𝜔𝑋(𝜔) (5-40) 
 

where 𝑗𝜔 is an imaginary term of a frequency, 𝜔, which also denote a 90⁰ phase shift of the 

frequency. 

The use of analytic signals is essential in detecting amplitude envelopes in a signal [47]. 

In the NSL model, the output signals are analytic signals that are a result of only the real 

component of the STRF equations defined by (5-16) and (5-17) convolved with the 2D IHC 

input signal. In other words, the STRF equations of (5-18) and (5-19) primarily contain the 

impulse response of a rate filter, ℎ𝑖𝑟𝑡, an impulse response of a scale filter, ℎ𝑖𝑟𝑠, as well as 
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their respective Hilbert-transformed 90° phase-shifted signal, ℎ̂𝑖𝑟𝑡 and ℎ̂𝑖𝑟𝑠. Here, the ℎ𝑖𝑟𝑡 and 

ℎ𝑖𝑟𝑠 are considered two separate real components of an analytic signal and ℎ̂𝑖𝑟𝑡 and ℎ̂𝑖𝑟𝑠 are 

their respective imaginary components. Analytic signals also define the outputs of the CAR-

Lite-A1 model defined by equations (5-32) to (5-35). However, the outputs of both the real 

and imaginary components are used in the CAR-Lite-A1 instead of only the real component 

in the NSL model. 

From a signal processing perspective, the Hilbert transform can be realised as a non-

causal, time-invariant filter. In other words, it can be applied to an input signal but can only 

be initiated when the entire signal to be analysed is acquired. However, due to its non-

causality, it cannot be implemented in hardware for real-time applications. Alternatively, the 

Hilbert transform can be applied to segmented parts of a temporal signal as they become 

available. In terms of its application, the Hilbert transform has been used in the construction 

of synthesised sounds for specific musical instruments [49]. It can also be used in image [50] 

and video [51] processing. 

For hardware implementation, the alternative to Hilbert transform is to use a causal all-

pass filter, which allows all frequency components of an input signal to pass through the filter 

with equal gain [52]. The 90⁰ phase shift occurs specifically at its cut-off frequency at -3dB. 

The phase shifts of all other frequency components occur relative to the single frequency 

component at the -3-dB point, which means that the quadrature (90⁰) phase difference 

between an input and an output signal occurs only at a single central velocity point for a rate 

filter and a single centre density point for a scale filter as opposed to all Fourier components 

in a Hilbert transform. This attribute complements the respective real component that is a 

bandpass filtered signal at the same specific point of interest. Furthermore, the utilisation of 

an all-pass filter can generate an analytic output signal in place of a complex output signal 

with a Hilbert transform in the NSL model. Therefore, the all-pass filter is used in the CAR-

Lite-A1 model to generate directional neuron responses based on equations (5-32) to (5-35). 

The all-pass filter is configurable with a quadrature mirror Hilbert transformer (QMHT) 

[53], which uses a low-pass filter (LPF) and a high-pass filter (HPF) complementary pair in 

parallel as illustrated in Figure 5-12(a). Using first-order IIR filters, the phases at the cut-off 

frequency are at -45⁰ and 45⁰ for the LPF and HPF respectively, which results in an absolute 

differential phase of 90⁰ at -3 dB. Here, the LPF branch is regarded as the real part, and the 

HPF is regarded as the imaginary branch of an analytic signal. 
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Figure 5-12: Quadrature mirror Hilbert transformer (QMHT) configuration to achieve a 90⁰ absolute phase 

difference in an analytic signal using a) complementary parallel pair of 1st-order LPF-HPF; b) 2nd-order HPF in the 
imaginary branch and the real branch scaled by a constant, c, to manually regulate its amplitude with respect to 
the signal in the imaginary branch. 

For low centre velocities such as a 2 Hz rate filter, the absolute differential phase 

generated from a 1st-order QMHT is approximately 90⁰ as observed in Figure 5-13. However, 

the phases are not uniform at 90° for different centre velocities – at 32 Hz, the phase falls to 

approximately 60° as projected in Figure 5-14. At higher velocities, the phase difference 

becomes significantly smaller, especially at centre velocities from 32 Hz to 128 Hz for the 

rate filterbank, as well as centre densities from 2 c/o to 4 c/o for the scale filterbank. 

Therefore, a 1st-order LPF-HPF parallel configuration is unable to generate the desired 

quadrature phase for the entire range of centre velocities and centre densities. 

 
Figure 5-13: Gain and phase responses of a 1st-order IIR low-pass filter (LPF) and a high-pass filter (HPF) 
configured as a quadrature mirror Hilbert transformer (QMHT), generating an absolute differential phase of 

approximately 90⁰ (≈ |−44.100 − 43.92⁰|) at 2 Hz centre velocity of a rate filter. 
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Figure 5-14: Gain and phase responses of a 1st-order IIR LPF and an HPF configured as a QMHT, generating an 

absolute differential phase of approximately 60⁰ (≈ |−21.660 − 37.60⁰|) at 32 Hz centre velocity of a rate filter. 

Using either a single second-order HPF or a single LPF results in 90⁰ phase shifts at 

cut-off frequencies for all centre velocities and all centre densities of the rate and scale filter-

banks respectively. Hence, a modified QMHT configuration can be attained as illustrated in 

Figure 5-12(b) by replacing the 1st-order IIR HPF with a second-order standard IIR 

biquadratic HPF on the imaginary branch and by replacing the 1st-order IIR LPF with a scalar 

constant to manually regulate the amplitude of the output signal on the real branch. Similarly, 

the reverse situation can be applied as well where the HPF is replaced with a scalar 

constant on the imaginary branch, and the 1st-order LPF is replaced with a second-order 

LPF on the real branch. Using either of these two configurations results in an absolute 

differential phase of approximately 90⁰ at the cut-off frequencies for all centre velocities and 

centre densities. An example of this quadrature (90⁰) phase is shown for the rate filter with a 

128 Hz centre velocity in Figure 5-15 and the scale filter with a 4 c/o centre density in Figure 

5-16. The former is generated using a modified QMHT configured with only a second-order 

HPF at the imaginary branch and a scalar constant at the real branch, while the latter is 

generated with a modified QMHT configured with only a second-order LPF at the real branch 

and a scalar constant on the imaginary branch. For the CAR-Lite-A1 model, the former 

design is used henceforth, to represent the QMHT, to generate the upward and downward 

A1 neuron directional response. 
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Figure 5-15: Gain and phase responses of a modified QMHT using a 2nd-order IIR biquadratic LPF on the 
imaginary branch and a scalar constant of 0.7071 on the real branch, generating an absolute differential phase of 

approximately 90⁰ (precisely 89.08⁰) at 128 Hz centre velocity of a rate filter. 

 

 

Figure 5-16: Gain and phase responses of a modified QMHT using a 2nd-order IIR biquadratic HPF on the real 
branch and a scalar constant of 0.7071 on the imaginary branch, generating an absolute differential phase of 

approximately 90⁰ (precisely 90.33⁰) at 4 c/o centre density of a scale filter. 

5.4. Circuit 

Figure 5-17 presents a cutaway of the CAR-Lite-A1 model circuit from Figure 5-1 for one 

cochlear section. A single cochlear output (shown in a blue-dashed box in Figure 5-17) is 

fanned out to 13 parallel branches corresponding to 13 centre velocities of the rate 

filterbank, depicted in the red-dashed box in Figure 5-17. Each rate filter output is fanned out 
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to 9 parallel branches corresponding to 9 centre densities of the scale filterbank, represented 

in a green-dashed box in Figure 5-17. The outputs of the rate and scale filterbanks feed into 

a neuron directional filterbank, which generates pairs of 2D time-frequency upward and 

downward responses for all mixed combinations between one (of 13) centre velocity and one 

(of 9) centre density. A total of 234 (13 centre velocities × 9 centre densities × 2 directions) 

2D time-frequency images are generated using either the real component or the imaginary 

component of the analytic signal defined by equations (5-32) to (5-35). Figure 5-18 

separately illustrates the circuits of the real and imaginary components of the analytic signal 

for any combination of one rate filter centre velocity, and one scale filter centre density. 

 

Figure 5-17: CAR-Lite-A1 model circuit showing one cochlear section (blue-dashed box) connected to a rate 
filterbank (red-dashed box), a scale filterbank (green-dashed box), and a neuron directional filterbank (depicted 
as “Dir.”). The output of “Dir.” generates responses from either the real (part of an analytic signal) circuit [Figure 
5-18(a)] or the imaginary (part of an analytic signal) circuit [Figure 5-18(b)]. 
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Figure 5-18: Cascade of rate and scale filters and quadrature mirror Hilbert transformers (QMHT) to generate A1 
neuronal directionality for (a) the real and (b) imaginary components of the analytic signal defined by equations 

(5-32) to (5-35). 

5.5. Fixed-Point Implementation 

The floating-point implementation of the CAR-Lite-A1 model is translated to a fixed-point 

implementation to accommodate the model on an FPGA. Doing so reduces the bit widths 

and therefore the memory utilised for all coefficients as well as input and output samples 

represented in 64 bits floating-point format to varying sizes below 32 bits in fixed-point. Each 

sample of the input and output signals for every stage in the model are 16 bits wide in fixed-
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point. All the coefficients of the 108 ARs of the CAR-Lite cochlear model are represented 

with 8 bits in fixed-point. Since the coefficients of the AR for the rate and scale filterbanks 

are both positive and negative, they are set to 9 bits in fixed-point. The extra bit at the most 

significant bit (MSB) accommodates the sign of the coefficients. 16 bits coefficients 

characterise the high-pass filter (HPF) used in the QMHT module. 

5.5.1. Filter Stability 

The stability of the filters must be studied to affirm the set bit widths of the coefficients of 

the AR and HPF in the A1 stage of the CAR-Lite-A1 model. The poles of the 9 bits 

coefficients of the AR for rate and scale filterbanks are all contained within the unit circle of 

the pole-zero maps as observed in Figure 5-19 and hence, the fixed-point implementation of 

these two filterbanks are stable. However, the placement of zeros of the ARs for 7 of the 13 

centre velocities of the rate filters from 2 Hz to 11.31 Hz and a single centre density of 0.35 

c/o from the scale filterbank, are outside the unit circle, which indicates that the inverse of 

the AR transfer functions of the centre velocities and centre density mentioned above is 

unstable [40]. In other words, for an invertible filter, the input signal can be recovered by 

applying the inverse of the rational transfer function of the filter to the output signal. 

However, for the aforementioned non-invertible filters, the input signal cannot be recovered 

by the same process. 

In the NSL model, the rate and scale filters are invertible, which means that the input 

signal can be reconstructed. The degree of similarity between the reconstructed and the 

original input indicates a measure of fidelity and the capability of the filters to manipulate 

timbre cues [23], [54]. In contrast, the fixed-point implementation of the CAR-Lite-A1 model 

is unable to reconstruct an input signal due to the non-invertibility characteristic of the filters. 

Nonetheless, in the design of the CAR-Lite-A1 model, the stability of the ARs is prioritised 

over their invertibility. Instead of using reconstructed signals, an alternative measure of the 

fidelity of input signals is used, as demonstrated by the classification of musical instruments 

in chapter 7. Therefore, no modifications are necessary to alleviate these non-invertible 

characteristics of the ARs. 

The fixed-point implementation of the HPFs with 16 bit coefficients in the QMHT rate 

and QMHT scale filterbanks are all stable as they have poles within the unit circle, as 

observed in Figure 5-20. For coefficients with bit widths lower than 10 bits, the HPFs 

become unstable as their poles are outside the unit circle, especially for low centre velocities 

of 2 Hz and 2.83 Hz of the QMHT rate filterbank as observed in Figure 5-21. From 10 bits to 

15 bits, poles reside on the unit circle resulting in undamped response, which indicates 

resonances that do not decay. 16 bits coefficients are selected to ensure all the poles in the 

filterbank are within the unit circle resulting in the decay of resonances over time. With 16 

bits coefficients, the zeros of all 13 centre velocities and 9 centre densities of the HPFs in 

the QMHT rate and QMHT scale filterbanks are outside the unit circle, which means they are 

all non-invertible. As mentioned in the preceding paragraph, this is an acceptable 

characteristic as there is no need to recover the input signal from the output signal. 
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Figure 5-19: Pole-zero (PZ) map of a fixed-point implementation of a 2nd-order AR with 9 bits coefficients used in 
(a) the rate filterbank and (b) the scale filterbank. 
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Figure 5-20: Pole-zero (PZ) map of a fixed-point implementation of a 2nd-order high-pass filter (HPF) with 16 bits 
coefficients used in (a) the QMHT rate filterbank and (b) the QMHT scale filterbank. 
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Figure 5-21: Magnified region of the unit circle (dotted blue vertical arc) in the pole-zero (PZ) map of a fixed-point 
implementation of a 2nd-order high-pass filter (HPF) with 8 bits coefficients used in the QMHT rate filterbank. 

5.6. FPGA Implementation 

This section presents the implementation of the CAR-Lite-A1 model on an FPGA. An 

Altera Cyclone V starter kit with a 5CGXFC5C6F27C7N FPGA chip is used with a global 

clock rate of 250 MHz and a 96 kHz audio sampling rate. The fixed-point implementation, 

which is interchangeably known as the hardware model of the CAR-Lite-A1 model, is 

implemented via SystemVerilog on Altera Quartus development software application. 

Instead of implementing a rate filterbank with 13 centre velocities and a scale filterbank with 

9 centre densities on FPGA, only a single 4 Hz rate filter and a single 1 c/o scale filter along 

with neuron directionality associated with these filters are implemented. This implementation 

is done for comparing FPGA computational resource utilisation between the CAR-Lite-A1 

model and other auditory models fitted with envelope extraction capabilities based on a 

single set of envelope extraction filter. 

Figure 5-22 displays the architecture of the CAR-Lite-A1 model on FPGA with four core 

modules. These modules operate using time-division multiplexing, whereby each invoked 

module operates modularly by transmitting its output samples to the next module in the 

processing queue. Once a module finishes processing an input sample, it continues to 

process the next input sample when it becomes available. If an input sample is unavailable, 

the module remains inactive. Hence, with time-division multiplexing, the invoked modules 

ideally work in parallel when necessary as well as modularly as observed in Figure 5-23. The 

supervisor module foresees and regulates the time-division multiplexing operations using a 

combination of octave processing control (OPC) and section processing control (SPC) as 

explained in detail in chapter 3. In other words, the supervisor module is a top module that 

decides which octave and which section to process in the CAR-Lite cochlear model, its 

output down-sampling as well as the invocation of the A1 segment comprising the rate, 
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scale, and neuron directional filters respectively. The next subsection provides details of the 

operation of the modules. 

 

Figure 5-22: Architecture of the CAR-Lite-A1 model implemented on an FPGA with fixed-point arithmetic. 
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Figure 5-23: FPGA vector waveform of the AR, HPF, and Direction (Dir.) modules as part of the CAR-Lite-A1 
model operating at (a) the arrival of an input sample; (b) at the end of 108 cochlear sections. Time duration Tn is 
based on 22 clock cycles (latency of 9.5 μsec) from the AR module operating all 22 states – the maximum 

number of states corresponding to the AR module out of all four modules. 
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5.6.1. Operation of Modules 

The four core modules in the FPGA implementation of the CAR-Lite-A1 model are 

Supervisor, AR, HPF, and Direction. The signal processing operations of the four modules 

obey the properties of convolution, including commutation, association, and distribution [55]. 

The AR module hosts the equations of a 2nd-order AR. At startup, the AR module is 

instantiated three times with each cloned module characterising a CAR filter of the basilar 

membrane (BM), a rate filter and a scale filter. The supervisor module determines the 

module to run. Along with the equations of the CAR filter, the AR module also hosts basilar 

membrane velocity (BMd) and inner hair cell (IHC) equations. The BMd and IHC equations 

are processed only in the instantiated AR module invoked as the CAR filter. The BMd and 

IHC computations are bypassed for the AR module instantiated as rate and scale filters. 

From the instantiated AR module operating as a CAR filter, its corresponding IHC output 

sample is used as input to the A1 model via the supervisor module. As this CAR filter-based 

AR module continues to process the next cochlear section, its output IHC sample is down-

sampled to 375 Hz, forming 𝐼𝐻𝐶↓ as defined by equation (5-1) that is output to the supervisor 

module. The supervisor module invokes the second instantiated AR module that operates as 

the rate filter, with 𝐼𝐻𝐶↓ as its input. The coefficients of this AR module are fixed to one (of 

13) centre velocity at 4 Hz. If the other 12 centre velocities are utilised, the AR has to be 

cloned 12 more times, with the coefficients for each AR module clone set to one of 12 centre 

velocities. Following the conclusion of its processing, the rate filter-based AR module 

transmits the rate filter output sample, 𝑦𝑟𝑎𝑡𝑒, to the supervisor module, before temporarily 

suspending its operation. It awakens when a subsequent 𝐼𝐻𝐶↓ sample, corresponding to the 

next section is available. 

At this point, the supervisor module invokes the following two modules simultaneously 

and transmits 𝑦𝑟𝑎𝑡𝑒 as their inputs: the third instantiated AR module dedicated to operate as 

a scale filter, and the first (of two) instantiated HPF module to perform a 90⁰ phase shift on 

𝑦𝑟𝑎𝑡𝑒, to generate 𝑦𝐻𝑟𝑎𝑡𝑒 for use in the quadrature mirror Hilbert transformer (QMHT) 

operation depicted as ℎ̂𝑛𝑡 in equations (5-28) to (5-31). Both modules operate identical to the 

rate filter-based AR module, i.e. once they are processed, their outputs [𝑦𝑠𝑐𝑎𝑙𝑒 for scale filter 

output and 𝑦𝐻𝑟𝑎𝑡𝑒 for high-pass filtered (HPF) rate filter output] are transmitted to the 

supervisor module. The two modules are suspended and await a new input (𝑦𝑟𝑎𝑡𝑒) from the 

next section. 

The output of the scale filter, 𝑦𝑠𝑐𝑎𝑙𝑒, is transmitted to a second instantiated HPF module, 

representing a QMHT, which introduces a 90⁰ phase shift to the scale filter output producing 

𝑦𝐻𝑠𝑐𝑎𝑙𝑒 that represents ℎ̂𝑛𝑠 in equations (5-28) to (5-31). Once 𝑦𝐻𝑠𝑐𝑎𝑙𝑒 is generated, it is 

transmitted to the supervisor module. The supervisor module then transmits 𝑦𝑟𝑎𝑡𝑒, 𝑦𝑠𝑐𝑎𝑙𝑒, 

𝑦𝐻𝑟𝑎𝑡𝑒, and 𝑦𝐻𝑠𝑐𝑎𝑙𝑒 to the Direction module, where the downward and upward A1 neuron 

directional outputs are calculated using equations (5-32) to (5-35). Table 5-3 illustrates the 

latencies of the invoked modules on FPGA. Each projected latency corresponding to an 

invoked module is below the threshold latency of 10.41 μsec (2,604 clock cycles) – the time 

between the arrivals of two sequential audio samples. This latency ensures that no buffer 

overrun occurs, which is necessary to avoid output data corruption during real-time 

operation. 
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FPGA Modules Invoked in Parallel 1 Cochlear Section 
108 Cochlear 

Sections 

Module 
Number 

Module Filter Type 
Number 
of States 

Latency 
(nsec) 

Number 
of States 

Latency 
(μsec) 

1 Supervisor - 9 36 972 3.888 

2 AR Cochlea 22 88 2,376 9.504 

3 AR Rate 17 68 1,836 7.344 

4 AR Scale 17 68 1,836 7.344 

5 HPF 
90⁰ phase-

shifted Rate 
16 64 1,728 6.912 

6 HPF 

90⁰ phase-

shifted 
Scale 

16 64 1,728 6.912 

7 Direction 
A1 Neuron 
Directional 

11 44 1,188 4.752 

Table 5-3: Latencies of modules in the CAR-Lite-A1 model running on an Altera Cyclone V FPGA. 

5.6.2. Hardware Resource Utilisation 

Table 5-4 shows the computational resources required to run the CAR-Lite-A1 model on 

an Altera Cyclone V GX Starter Kit fitted with a 5CGXFC5C6F27C7N FPGA chip. 

Computational resources refer to the number of digital signal processors, adaptive logic 

modules (ALMs) and registers utilised on the FPGA. For comparison, the CAR-Rate model 

[1] is included in Table 5-4 as well. The CAR-Rate model uses a 70-section CAR segment of 

the CAR-FAC cochlear model described in chapter 2 and a 4 Hz rate filter configured using 

an LPF-HPF cascade configuration described in subsection 5.2.2.3. The 4 Hz rate filter is 

invoked 70 times, and for each invocation, its input is one of 70 cochlear section output 

sample. The model uses a pipeline architecture and time-division multiplexing for cycling 

between the modules to process all the 70 sections. 

From Table 5-4, it is clear that the CAR-Lite-A1 model with 108 sections uses more 

computational resources than the CAR-Rate model, as the former uses 38 more cochlear 

sections than the latter. Furthermore, the CAR-Lite-A1 has more filter modules in its A1 

circuit (5 filter modules – 2 AR, 2 HPF, and 1 Direction) as opposed to one rate filter in the 

CAR-Rate model per cochlear section output connection. Reducing the number of cochlear 

sections of CAR-Lite-A1 model from 108 to 72 (6 octaves instead of 9 octaves with 12 

sections per octave) brings the readout of the computational resources to be slightly less 

than the CAR-Rate model. The power consumption is 4 mW higher for the 108-section CAR-

Lite-A1 implementation than the 72-section CAR-Rate implementation but can be regarded 

as an insignificant increase given the more considerable hardware usage of the former over 

the latter. 

Model Number of 
Cochlear 

Filters 

Number of ALM 
Utilised (out of 

29,080) 

Number of 
Registers 
Utilised 

Number of 
DSPs Utilised 

(out of 150) 

Power (mW) 

CAR-Rate [1] 70 1,793 (6.17%) 3,899 10 (6.67%) - 

CAR-Lite-A1 (6 
octaves only) 

72 1,743 (5.99%) 3,425 10 (6.67%) 240 

This work (CAR-
Lite-A1) 

108 2,763 (9.5%) 5,043 12 (8.00%) 244 

Table 5-4: Computational resources used on an Altera Cyclone V FPGA to implement A1 models. 
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5.6.3. Software Floating-Point vs. Hardware Fixed-Point 

Figure 5-24 displays the degree of similarity between the responses of the software-

based floating-point and the hardware-based fixed-point implementations of the CAR-Lite-A1 

model simulated in Matlab. A correlation coefficient is used to show this degree of similarity 

between two 2D matrices as defined with the following equation: 

 
𝐶𝐶 =

∑ ∑ (𝐴𝑚𝑛 − �̅�)𝑛 (𝐵𝑚𝑛 − �̅�)𝑚

√(∑ ∑ (𝐴𝑚𝑛 − �̅�)2
𝑛𝑚 )(∑ ∑ (𝐵𝑚𝑛 − �̅�)2

𝑛𝑚 )
 (5-41) 

 

where 𝑚 is the row number; 𝑛 is the column number; 𝐴 and 𝐵 are the two 2D matrices to be 

compared; �̅� and �̅� are the mean of the 2D matrices. 

Five types of signals are used individually as inputs to the model, which are discussed in 

detail in subsections 5.7.1 and 5.7.2. They include a decreasing-frequency log chirp, an 

increasing-frequency log chirp, a frequency modulated signal, and two moving ripple signals 

– one with decreasing and the other with increasing temporal velocities and spectral 

densities. The output signals are 3D (time-frequency-rate) rate filter output signal, 4D (time-

frequency-rate-scale) scale filter output signal, 4D upward and 4D downward neuron 

directional output signals. The averages and standard deviations (denoted as average ± 

standard deviation) of the correlation coefficients (CC) between the software floating-point 

and hardware fixed-point implementations of the five types of output signals for the real and 

imaginary analytic circuits are 0.98 ± 0.02 and 0.98 ± 0.02 respectively, indicating high 

degrees of similarities between floating-point and fixed-point implementations. 

A 4D (time-frequency-rate-scale) matrix output from the CAR-Lite-A1 model is converted 

into a 2D summary (rate-scale) matrix to analyse the five signal types. This conversion is 

done using two methods: sum and root-mean-square (RMS). The next section provides 

details for these methods. Figure 5-25 displays the degree of similarity between the floating-

point and fixed-point implementations of 2D (rate-scale) neuron directional responses 

calculated using sum operations from equations (5-42) and (5-43) and RMS operations from 

equations (5-44) and (5-45), respectively. The averages and standard deviations of CC for 

the sum responses of the real and imaginary analytic circuits between the software floating-

point and hardware fixed-point implementation are 0.94 ± 0.03 and 0.96 ± 0.03 respectively. 

For the RMS responses of the real and imaginary analytic circuits between the software 

floating-point and hardware fixed-point implementation, these values are at 0.97 ± 0.01 and 

0.97 ± 0.02 respectively. These results indicate that when a 4D output from the model is 

transformed into a 2D summary matrix, a response from an implementable hardware model 

can closely match the response from a software model. 
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Figure 5-24: Correlation coefficients showing the similarity between the software floating-point and hardware 
fixed-point implementations of the CAR-Lite-A1 model 3D (rate) and 4D (scale, down, and up) responses for 
various input signals: log chirp with (a) decreasing frequency and (b) increasing frequency; (c) frequency-
modulated signal; moving ripple with (d) decreasing and (e) increasing temporal velocity and spectral density 

respectively. 

 

Figure 5-25: Correlation coefficients showing the similarity between the software floating-point and hardware 
fixed-point implementations of the 2D neuron directional rate-scale response from the CAR-Lite-A1 model for the 
same input signal described in Figure 5-24 using the following arithmetic operations to collapse at time-frequency 
axes (detailed in section 5.7), while maintaining rate-scale axes: (a) summed (b) RMS. 

5.7. Model Responses 

The upward and downward neuron directional outputs of the CAR-Lite-A1 model are 

each four-dimensional (4D) containing time, frequency, rate, and scale. Figure 5-26 displays 

two such 4D responses from the hardware fixed-point implementation specified in section 

5.5, using a moving ripple input signal described in subsection 5.7.1 and Table 5-5. In this 
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Real Imaginary 

Real Imaginary 



172 
 

figure, the two 4D responses are 4D matrices corresponding to the downward and upward 

neuron directional filter outputs. Additionally, each 4D matrix displayed contains only 3 

arbitrarily selected rate filter settings (4 Hz, 16 Hz, and 128 Hz) out of a total 13, and 3 

arbitrarily selected scale filter settings (0.25 c/o, 1 c/o, and 4 c/o) out of a total of 9. Hence, 

the size of each 4D matrix displayed here is 108 cochlear sections by 103,217 samples by 

three centre velocities (three rate filter settings mentioned earlier) by three centre densities 

(three scale filter settings mentioned earlier). A typical 4D output matrix size is 108 × 

103,217 × 13 × 9, considering all 13 rate filter centre velocities and 9 scale filter centre 

densities for this specific input signal. 

At a low rate (centre velocity) filter or low scale (centre density) filter setting, the output 

image has a blurry response. Conversely, at a high rate filter or high scale filter setting, the 

output image has a sharper response. This effect is consistent with image processing 

filtration outcomes. However, a piece of valuable information that is not observable from a 

4D output matrix is a summary of power distribution across all rate and scale settings. To 

attain such an observation, it is beneficial to convert the 4D matrix to a conventional 2D 

matrix. Doing so would provide more unambiguous visual cues of power distribution over the 

two axes on only a single graph instead of multiple graphs laid out on additional two-

dimensional axes (bringing it to 4D). The process of this conversion is presented in the next 

paragraph, onwards. 

 

Figure 5-26: Hardware fixed-point representation of a 4D (a) downward and (b) upward neuron directional 
responses from the CAR-Lite-A1 model using upward drifting spectro-temporal envelopes in a moving ripple input 
signal configured from subsection 5.7.1 and Table 5-5. Note the input signal and its cochleagram representation 

are displayed in Figure 5-28(a) and (b), respectively. 

According to Chi et al. [23] and Patil et al. [16], a 4D response of a functional A1 model 

can be converted to a summary 2D response for analysis. The contents of the response on 

the axes belonging to the 2D axes to be excluded are summed up, which enable the 2D 

summary matrix to be insensitive to translations to the excluded axes. As an example, to 

enable the upward and downward neuron directional 4D matrices to capture only temporal 

envelope and spectral envelope changes, containing the degree of modulation over time 



173 
 

(rate) as well as the degree of modulation across frequency (scale), high time resolution and 

high frequency resolution information should be excluded in the summary 2D responses. 

Similarly, in the CAR-Lite-A1 model, this attribute is achievable by summing the contents of 

the two 4D matrices over time and frequency using equations (5-42) and (5-43). 

Subsequently, the rate and scale dimensions are represented on the x- and y-axes 

respectively. 

An alternative technique to dimensionality reduction is to apply RMS to the vector 

dimensions of the 4D matrix. The RMS of a time-varying vector of a dimension is its average 

power calculated as a constant over its finite vector of samples [56]. In electrical circuit 

theory, the RMS power of a load in a circuit is the average power when the circuit is supplied 

with either an alternating current (AC) or direct current (DC) [57]. The RMS calculation 

includes the following operations as determined by equations (5-44) and (5-45): multiply, 

sum, divide, square-root. Although these operations are implementable on an FPGA, the 

mathematical operations outnumber the mathematical operations from the summation 

technique defined by equations (5-42) and (5-43). Hence, the RMS method would use more 

computational resources on an FPGA than the summation method. As a result, the RMS 

method is regarded as a software solution for dimensionality reduction as it would potentially 

run on a computer and process the A1 neuron directional responses output from an FPGA. 

The summation method is regarded as a hardware solution for dimensionality reduction as 

its operation can be executed entirely on an FPGA. 

The sum [equations (5-42) and (5-43)] and root-mean-square (RMS) [equations (5-44) 

and (5-45)] functions that are used in the collapse of the time and frequency dimensions are 

defined as: 

 

𝑟⇑
𝑠(𝜔, 𝛺) = ∑ ∑ 𝑟⇑(𝑠, 𝑡↓; 𝜔, 𝛺)

𝑇↓

𝑡↓=0

𝑆

𝑠=0

 (5-42) 

 

 

𝑟⇓
𝑠(−𝜔, 𝛺) = ∑ ∑ 𝑟⇓(𝑠, 𝑡↓; −𝜔, 𝛺)

𝑇↓

𝑡↓=0

𝑆

𝑠=0

 (5-43) 

 

 

𝑟⇑
𝑟(𝜔, 𝛺) = √

1

𝑆
∑

1

𝑇↓
∑ 𝑟⇑(𝑠, 𝑡↓; 𝜔, 𝛺)2

𝑇↓

𝑡↓=0

𝑆

𝑠=0

 (5-44) 

 

 

𝑟⇓
𝑟(−𝜔, 𝛺) = √

1

𝑆
∑

1

𝑇↓
∑ 𝑟⇓(𝑠, 𝑡↓; −𝜔, 𝛺)2

𝑇↓

𝑡↓=0

𝑆

𝑠=0

 (5-45) 

 

where 𝑟⇑
𝑠 and 𝑟⇓

𝑠 are the 2D summary upward and downward neuron directional responses 

respectively calculated using a sum function; 𝑟⇑
𝑟 and 𝑟⇓

𝑟 are the 2D summary upward and 

downward neuron directional responses respectively calculated using an RMS function; 𝑇↓ is 

the total number of samples in time; 𝑆 is the total number of cochlear sections at 108. The 

downward directional response, 𝑟⇓
𝑠 and 𝑟⇓

𝑟 undergoes a sign change at all centre velocities of 

the rate filterbank. This effect flips the 2D matrices horizontally along the x-axis for 
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visualisation purpose, similar to time reversal in signal process theory [55]. Thus, the 

downward neuron directional response is presented in negative rates (−𝜔) and upward 

neuron directional response is presented in positive rates (𝜔). 

Three distinct input signals are used to exhibit the response of the CAR-Lite-A1 model: 

moving ripple, frequency-modulated (FM) and logarithmic frequency sweep (log chirp) 

signals. Table 5-5 provides the settings of the three input signals used for illustrating the 

results in the next two subsections. 

Moving Ripple FM Log Chirp 

Sampling rate, 𝑓𝑆 = 96 kHz Sampling rate, 𝑓𝑆 = 96 kHz Sampling rate, 𝑓𝑆 = 96 kHz 

𝑓0 = 1.5 kHz 𝑓𝑐 = 1 kHz Ascending: 𝑓0 = 0.01 Hz 

Signal duration, 𝑡𝐷 = 1 sec Signal duration, 𝑡𝐷 = 1 sec Signal duration, 𝑡𝐷 = 1 sec 

Bandwidth, 𝐵 = 0.9 octaves   

Frequency spacing, ∆𝑓 =
0.0625 octave 

𝑓𝑚 = 16 Hz Ascending: 𝑓1 = 48 kHz 

Amplitude, 𝐴 = 0.9 

𝑚𝑖 = 100% 

Descending: 𝑓0 = 48 kHz 
Phase, 𝜑 = 0⁰ 

Rate, 𝜔 = 16 Hz 
Descending: 𝑓1 = 0.01 Hz 

Scale, 𝛺 = 1 c/o 
Table 5-5: Input signal settings. 

5.7.1. Response to Moving Ripple 

A moving ripple signal comprises pure tones distributed over a logarithmic frequency 

axis. In addition, the pure tones are modulated in time, varying either up or down the 

frequency-axis at a constant velocity. It is defined by: 

 𝑆(𝑥, 𝑡) = 𝐴 ∙ sin(2𝜋 ∙ (𝜔 ∙ 𝑡 + 𝛺 ∙ 𝑥) + 𝜑) (5-46) 
 

where 𝐴 is the amplitude of the signal; 𝜔 is envelope velocity over time, 𝑡; 𝛺 is the density of 

frequency components; 𝑥 is the position over the frequency-axis characterised by 𝑙𝑜𝑔2(𝑓/𝑓0) 

– 𝑓 is a pure tone frequency and 𝑓0 is the lowest pure tone frequency; 𝜑 is phase of the 

signal. 

Figure 5-27(a) illustrates a moving ripple signal traversing in a downward direction using 

the settings presented in the first column of Table 5-5. Figure 5-28(b) illustrates a moving 

ripple signal traversing in an upward direction using the same settings from Table 5-5. The 

downward input signal is time-reversed (flipped along the time axis) to attain the upward 

signal. Figure 5-27(b) and Figure 5-28(b) displays the down-sampled IHC output from the 

CAR-Lite-A1 model of the two input signals. In the former, the downward moving ripple is 

represented by multiple parallel thick illuminated lines with negative gradients (lines from the 

upper left to the lower right), while in the latter, the upward moving ripple is represented by 

the same lines but with positive gradients (lines from the lower left to the upper right). 

Parts (c) – (f) of Figure 5-27 and Figure 5-28 are formed with the combined neuron 

directional responses of the downward and upward filterbanks in the CAR-Lite-A1 model. 

The downward response is a 2D summary matrix output from the downward directional 

filterbank and displayed in negative rates on the x-axis (left-half of image), while the upward 

response is a 2D summary matrix output from the upward directional filterbank and 

displayed in positive rates on the x-axis (right-half of image). Parts (c) and (e) of Figure 5-27 
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and Figure 5-28 are 2D summary matrices calculated using sum operations defined by 

equations (5-42) and (5-43). Parts (d) and (f) of Figure 5-27 and Figure 5-28, are 2D 

summary matrices calculated using RMS functions defined by equations (5-44) and (5-45) 

respectively. Parts (c) and (d) of Figure 5-27 and Figure 5-28 are the responses of the real 

component of the analytic equation circuit from Figure 5-18(a), while parts (e) and (f) are the 

responses of the imaginary component of the analytic equation circuit from Figure 5-18(b). 

The maximum energy (pixel activation) for the responses calculated with the imaginary 

component of the analytic system circuit for both upward and downward directions are 

located precisely at the rate-scale coordinates of (16 Hz, 1 c/o), which corresponds to the 

rate and scale setting of the moving ripple signal. In contrast, the maximum activations for 

the sum and RMS responses calculated with the real component of the analytic system 

circuit, regardless of directions, are located at (16 Hz, 1.414 c/o). These shifted responses 

are due to the multiplication of the 90° phase-shifted rate, and scale terms to each other, i.e. 

ℎ̂𝑛𝑡 ∙ ℎ̂𝑛𝑠, which are then either added or subtracted from the non-phase shifted rate-scale 

terms, i.e. ℎ𝑛𝑡 ∙ ℎ𝑛𝑠, in the real component equations defined in (5-28) and (5-29). 

Alternatively, the equations in the imaginary component defined in (5-30) and (5-31), have 

the 90° phase-shifted rate term multiplied to the non-phase shifted scale, i.e. ℎ̂𝑛𝑡 ∙ ℎ𝑛𝑠, and 

the 90° phase-shifted scale term multiplied to the rate term, i.e. ℎ𝑛𝑡 ∙ ℎ̂𝑛𝑠, instead of the two 

phase-shifted terms multiplied to each other. As a result, the imaginary component of the 

analytic system circuit projects maximum energy more precisely than the real component of 

the analytic system circuit. 

For the downward drifting moving ripple in Figure 5-27, the sum and RMS responses for 

the real component of the analytic circuits show maximum pixel activation (value) in the 

negative half of the rate axis and no activation in the positive half. For the imaginary 

component analytic circuit using the same downward drifting, moving ripple input signal, the 

maximum pixel activation is also on the negative half for the sum response, but it is situated 

on the positive half for the RMS response. For an upward drifting moving ripple in Figure 

5-28, both the sum and RMS responses for the real component of the analytic circuits show 

maximum pixel activation (value) in the positive half of the rate axis and no activation in the 

negative half. For the imaginary component analytic circuit, maximum pixel activation is also 

at the positive half of the rate axis for the sum response, while it is situated on the negative 

half for the RMS response. The inconsistency of the representation of the upward and 

downward drifting ripples between the sum and RMS responses is described in the next 

subsection (5.7.1.1). 
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Figure 5-27: Fixed-point (hardware) representation of (a) a moving ripple signal with decreasing frequencies over 
time at (b) the down-sampled IHC stage, and (c) – (f) the responses of the A1 neuron directional filter stage of the 
CAR-Lite-A1 model. (c) and (d) are the sum and RMS responses of the real component of the analytic transfer 
function, whose circuit is depicted in Figure 5-18(a) respectively. (e) and (f) are the sum and imaginary responses 
of the imaginary component of the analytic transfer function, whose circuit is depicted in Figure 5-18(b). 
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Figure 5-28: Fixed-point (hardware) representation of (a) a moving ripple signal with increasing frequencies over 
time and its equivalent representation at (b) the down-sampled IHC stage, and (c) – (f) the responses of the A1 
neuron directional filter stage of the CAR-Lite-A1 model. (c) and (d) are the sum and RMS responses of the real 
component of the analytic transfer function depicted in Figure 5-18(a) respectively. (e) and (f) are the sum and 
RMS responses of the imaginary component of the analytic transfer function depicted in Figure 5-18(b). 
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5.7.1.1. Difference between Sum and RMS Profiles 

The different RMS response of the imaginary component of the analytic circuit, 

mentioned in the preceding subsection, can be attributed to the multiplication of the 90° 

phase-shifted terms to the non-phase shifted terms, i.e. ℎ̂𝑛𝑡 ∙ ℎ𝑛𝑠 and ℎ𝑛𝑡 ∙ ℎ̂𝑛𝑠. The effect of 

these terms produces a more distributed energy across both the negative half and positive 

half of the rate axis, than the real component of the analytic circuit, which has more energy 

concentration to a specific half based on the direction of envelope drift. In other words, this 

energy distribution in the RMS response is due to the calculation of average power spread 

across the 2D summary rate-scale matrix, whereas the sum response puts the highest 

accumulative magnitudes from the 4D output matrix to the forefront of the 2D summary rate-

scale matrix. 

The sum response can also reproduce the effect observed in the RMS response of the 

imaginary component of the analytic circuit by merely including an absolute term before the 

summation in equations (5-42) and (5-43): 

 

𝑟⇑
𝑠(𝜔, 𝛺) = ∑ | ∑ |𝑟⇑(𝑠, 𝑡↓; 𝜔, 𝛺)|

𝑇↓

𝑡↓=0

|

𝑆

𝑠=0

 (5-47) 

 

 

𝑟⇓
𝑠(−𝜔, 𝛺) = ∑ | ∑ |𝑟⇓(𝑠, 𝑡↓; −𝜔, 𝛺)|

𝑇↓

𝑡↓=0

|

𝑆

𝑠=0

 (5-48) 

 

The responses of equations (5-47) and (5-48) is observable in Figure 5-29, which are similar 

to the RMS responses shown in Figure 5-27(f) and Figure 5-28(f). Ideally, the absolute term 

is explicitly calculated as the root-sum-square of a complex number, i.e. |±𝑥| =

√𝑅𝑒(±𝑥)2 + 𝐼𝑚(±𝑥)2 [55]. If no imaginary numbers exist, as is the case for the output 

signals from the CAR-Lite-A1 model, then the equation is simplified to |±𝑥| = √𝑅𝑒(±𝑥)2 = 𝑥. 

More specifically, this operation converts any signed real-valued number to a real-valued 

positive number. By doing so, neuron directionality information might be lost at the expense 

of the average power information calculated with the RMS operation. In other words, neuron 

directionality information from the CAR-Lite-A1 model is influenced mainly by the sum and 

subtract operations defined in equations (5-28), (5-29), (5-30), and (5-31), which affects the 

signs of the output values. However, RMS operations produce only positive output values 

regardless of the signs of their input samples, thereby potentially removing vital neuron 

directionality information. 

Note that in the NSL model [23], Chi et al. showed that the downward response is 

displayed on the positive rate axis and the upward response on the negative rate axis. This 

effect is in contrast with the CAR-Lite-A1 model responses displayed in Figure 5-27 and 

Figure 5-28, as well as Figure 5-30 and Figure 5-31 in the next subsection (5.7.2), i.e. the 

downward response is displayed on the negative rate axis, and the upward response is 

displayed on the positive rate axis. The sign difference of the rate dimension stems from the 

structure of the models: The NSL model is a sophisticated model using three stages of 

causal, non-causal, and nonlinear signal processing filters, whereas the CAR-Lite-A1 model 

is an abstract of the NSL model made of two stages of causal, linear and analytic signal 
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processing filters. Although the signs of the rate axis can be swapped to correct this 

difference, the analytic signal responses from the A1 neuron directional display of the CAR-

Lite-A1 model is maintained here to differentiate with the signal responses from the same 

stage of the NSL model. 

 

Figure 5-29: Fixed-point representation of the imaginary A1 neuron directional responses using sum-absolute 
operations to indicate similarity to the RMS operations responses [Figure 5-27(f) and Figure 5-28(f)] of (a) a 
moving ripple with decreasing frequencies over time and (b) a moving ripple with increasing frequencies over 
time. 

5.7.2. Response to Frequency-Modulated and Log Chirp Signals 

In-vivo physiological recordings of mice auditory cortex using directional frequency 

sweeps indicate the presence of ON-OFF receptive fields [58]. This ON-OFF characteristic 

should be ideally manifested from the A1 neuron directional response used in the CAR-Lite-

A1 model, which means that a sound signal with an increasing envelope frequency should 

activate (ON) the positive half only, while the negative half is deactivated (OFF). A sound 

signal with decreasing envelope frequency activates (ON) the negative half while 

deactivating (OFF) the positive half. 

In section 5.7.1, the mutually exclusive responses described in the preceding paragraph 

was observed using moving ripples input signal. To test the consistency of the directional 

neuron response of the CAR-Lite-A1 model, two different input signals are used here: a 

frequency-modulated (FM) signal and a logarithmically-spaced frequency sweep (log chirp) 

signal. The FM signal uses a short frequency range of drifting envelope, while the log chirp 

uses a long frequency range of drifting envelope. The FM signal, 𝑥𝐹𝑀, and log chirp signal, 

𝑥𝐿𝐶, are defined as follow: 

 𝑥𝐹𝑀 = cos(2𝜋𝑓𝑐𝑡 + 𝑚𝑖 cos(2𝜋𝑓𝑚𝑡)) (5-49) 
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𝑥𝐿𝐶 = sin (2𝜋𝑓0 (
(𝑓1/𝑓0)𝑡/𝑡𝐷 − 1

ln((𝑓1/𝑓0)1/𝑡𝐷)
)) (5-50) 

 
where 𝑓𝑐 is the carrier signal frequency; 𝑓𝑚 is the modulation frequency or signal envelope 

frequency; 𝑚𝑖 is the modulation index in percent; 𝑓0 is the start frequency; 𝑓1 is the end 

frequency; 𝑡𝐷 is the duration of the signal or the final element of a time vector, 𝑡. The settings 

of these variables are projected in Table 5-5. Figure 5-30 and Figure 5-31 display the input 

signals, down-sampled IHC responses and neuron directional responses to the FM and log 

chirp input signals respectively. 

From Figure 5-30 and Figure 5-31, the sum and RMS responses of the real and 

imaginary analytic circuits to ascending and descending frequency sweeps, are in 

agreement with the ON-OFF characteristics described in the first paragraph of this 

subsection – for ascending frequency sound signals, maximum values corresponding to the 

most salient or highest energy activations are found at the positive half of the rate axis. In 

contrast, for descending frequency sound signals, maximum values are found at the 

negative half of the rate axis. The exceptions are the RMS responses of the imaginary 

analytic circuits, whose responses are indistinguishable for both increasing and decreasing 

frequency sweeps. This effect is due to its more evenly distributed energy as opposed to the 

other type of responses as mentioned in subsection 5.7.1.1. 
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Figure 5-30: Fixed-point representation of (a) an FM signal configured with settings from the second column of 
Table 5-5 and its equivalent representation from (b) the down-sampled IHC stage. Summary A1 neuron 
directional filter responses recorded from the CAR-Lite-A1 model for: the increasing frequency segment (in green 
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vertical lines) of the FM signal calculated using (c-1) sum and (c-2) RMS operations with a Real circuit as well as 
(c-3) sum and (c-4) RMS operations using an Imaginary circuit; the decreasing frequency segment (in yellow 
vertical lines) of the FM signal calculated using (d-1) sum and (d-2) RMS operations with a Real circuit as well as 
(d-3) sum and (d-4) RMS operations with an Imaginary circuit. Here, Real circuit refers to the real component of 
the analytic signal circuit depicted in Figure 5-18(a) and Imaginary circuit refers to the imaginary component of 
the analytic signal circuit depicted in Figure 5-18(b). 

 

Figure 5-31: Fixed-point representation of a log chirp signal with (a) decreasing frequency and (b) increasing 
frequency configured with settings from the third column of Table 5-5 along with their corresponding 
representation from the down-sampled IHC stage [(a-2) – decreasing and (b-2) – increasing]. Parts (a-3) – (a-6) 
are the A1 neuron directional filter responses of the CAR-Lite-A1 model for the log chirp signal with decreasing 
frequency, while parts (b-3) – (b-6) are the responses for the log chirp with increasing frequency. Parts (a-3), and 
(b-3) are the sum responses, while (a-4), and (b-4), are the RMS responses of the real component of the analytic 
signal circuit depicted in Figure 5-18(a) respectively. Parts (a-5), and, (b-5), are the sum responses, while (a-6) 
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and (b-6) are the RMS responses of the imaginary component of the analytic signal circuit depicted in Figure 
5-18(b). 

5.8. Chapter Summary and Conclusion 

This chapter proposes a new functional primary auditory cortical model named CAR-

Lite-A1. This model uses the CAR-Lite model, described in the first half of chapter 3, as its 

frontend connected to a functional primary auditory cortical model (A1 segment of CAR-Lite-

A1). The filters in the A1 segment of the CAR-Lite-A1 model are designed with causal, 

linear, time-invariant filters with a focus on hardware (FPGA) implementation. These filters 

are used for extracting temporal and spectral envelopes as well as the directionality of the 

frequency changes in an input sound signal, resulting in a 4D response. Phase calculation is 

omitted from the model to maintain a small model size on a single FPGA as well as to lessen 

the burden on computational resources utilised. Studies are performed to ensure the stability 

of the filters to be implemented on FPGA. Re-synthesis of a sound signal from the output of 

the CAR-Lite-A1 model is not possible with the newly designed filters as the inverse of the 

transfer functions of these filters yield unstable operations. 

The 4D output response of the CAR-Lite-A1 model is condensed into a 2D summary 

profile for a compact 2D representation of timbre. The sizes of the 2D summary profile matrix 

is fixed regardless of the length of input signals, which is advantageous for timbre 

classification. 

On FPGA, the resources used by the CAR-Lite-A1 model are compared with a model 

that only extracts temporal envelope (CAR-Rate). Furthermore, the CAR-Lite-A1 model is 

capable of extracting envelope information from common signals used in other auditory 

cortical experiments such as moving ripple, frequency-modulated, and log chirp signals. 

Chapter 7 presents the performance of the responses of the CAR-Lite-A1 model with real-

world signals, specifically in regard to musical instruments classification. 
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6. Pitch Estimation and Classification of Musical Notes 

In this chapter, the auditory models described from chapters 3 to 4 are tested with real-

world musical signals. The CAR-Lite cochlear model described in chapter 3 is the first 

module to be tested. The musical signals are monophonic, which means that the input signal 

contains a musical note from a single musical instrument. These musical signals are sourced 

from the Real World Computing (RWC) musical instrument database [1]. The fundamental 

frequencies of the selected musical notes are verified with the PitchPerfect Musical 

Instrument Tuner software application.  

The output of the CAR-Lite cochlear algorithm is transmitted to an algorithm that 

generates an autocorrelogram containing pitch information. Together, these two algorithms 

result in the formation of an auditory pitch model, CAR-Lite-ACF, described in chapter 4. 

Pitch estimation algorithms described in this chapter approximate fundamental frequencies 

from the autocorrelograms. A classifier is then used to determine whether the estimated 

fundamental frequencies are related to the ground truths of musical pitch. Here, musical 

pitch refers specifically to the fundamental frequencies of musical notes. The distinction 

between the pitch estimation and classifier algorithms allows dedicated functional hardware 

blocks to be implemented for dedicated processing if required. 

The proposed classification algorithms presented in this chapter are implementable on 

hardware, i.e. a field-programmable gate array (FPGA). The Occam’s Razor principle is 

evoked to ensure that the design of the pitch extraction and classification algorithms remain 

simple for FPGA implementation while maintaining low computational resource usage. As 

such, this chapter is divided into four parts to investigate the classification accuracies of the 

hardware-implementable algorithms. 

Section 6.1 details the settings of the CAR-Lite-ACF model to prepare the monophonic 

musical signal as input to the classifier, as well as the determination of the ground truth 

information to validate the fundamental frequency, 𝑓0, of an input signal. Section 6.2 

describes algorithms for estimating 𝑓0 from an autocorrelogram generated from the CAR-

Lite-ACF model. Section 6.3 presents the results of the classification, while section 6.4 

provides the chapter summary and conclusion. 

6.1. Pathway to Pitch Estimation: Model Settings and Ground Truth 

According to Bigand and Tillmann [2], “musical notes define the smallest building block 

of Western tonal music”. Plack and Oxenham further remarked [3], “If a sound does not 

produce a sensation of pitch, it cannot be used to produce a melody.” In other words, 

musical melody is perceivable through musical pitch [4]. The fundamental frequency of a 

sound stimulus is one dimension of musical pitch, and is acquirable from an autocorrelogram 

(AC). 

In chapter 4, two methods are presented to calculate an AC matrix. One method 

involves conventional multiply-accumulate (MAC) operations, and another involves the 

computationally less expensive logical-AND-accumulate (AAC) operations. However, its 

capability of representing pitch information from real-world sound signals is unknown. 

Therefore, AC matrices generated by AAC algorithms are tested in this section to see how 

well they can represent musical pitch in the form of fundamental frequencies from 
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monophonic musical notes. This exercise paves the way for the AAC-generated AC matrices 

to be tested with more complex polyphonic musical signals as well as other complex sound 

stimuli in the future. 

AAC-generated AC matrices are produced from binary spikes calculated from leaky-

integrate-and-fire (LIF) neurons representing the auditory nerve (AN) stage of the CAR-Lite 

cochlear model. These spikes are generated when the internal voltages of the LIF neurons 

cross a firing threshold. This firing threshold, as well as all other variables in the CAR-Lite-

ACF model, are identical to the ones used in chapter 4, i.e. the firing threshold is set at 0.27 

V based on 0 dBFS intensity level. This threshold is based on the highest correlation 

coefficients of the comparison of the AC generated between multiply-accumulate (MAC) and 

logical-AND-accumulate (AAC) operations – the MAC generated matrices are used as a 

benchmark in the comparison. 

For the exercise in this chapter, the fundamental frequencies extracted from AAC-

generated AC are compared with the fundamental frequencies extracted from MAC-

generated AC. The CAR-Lite-ACF model that produces the MAC-generated AC matrices 

(calculated from the half-wave rectified signals output from the CAR-Lite model representing 

the inner hair cell stage) have the same system parameter settings as the ones described in 

chapter 4. This comparison provides a quantitative performance measurement of the novel 

AAC-generated AC in relation to the conventional MAC-generated AC. 

The algorithms for acquiring and classifying musical pitch are primarily aimed at the 

estimation of the fundamental frequency, 𝑓0, of a monophonic musical signal. The pitch 

estimation algorithm that extracts 𝑓0 information from the AC matrix is detailed in section 6.2. 

Subsection 6.2.5 describes the algorithm for classifying musical notes. These algorithms are 

designed to be implementable on an FPGA. Their designs are based explicitly on selected 

piano musical notes from the fourth octave and are used for estimating 𝑓0 from musical 

notes ranging from the second octave to the seventh octave, selected from various musical 

instruments. The fourth octave range contains the largest number of common musical notes 

that can be produced across a wide range of musical instruments and is thus, used in many 

musical pieces. The musical instrument, piano, has the largest range of musical notes that 

also covers the diverse ranges of notes from many other instruments. Hence, the musical 

notes from the piano are selected to design the pitch estimation algorithms highlighted in 

upcoming subsections. 

The estimated 𝑓0 from AC matrices are compared with a ground truth vector, 𝑓𝐺𝑇, which 

contains the 𝑓0 corresponding to musical notes. These ground truth frequencies are 

calculated as follow: 

 𝑓𝐺𝑇(𝑖) = 2(𝑖−49)/12 × 440 (6-1) 

 

where 𝑖 is an index of notes ranging from 1 (A0 – note A at octave 0) to 108 (G#9 – note G 

sharp at octave 9). Section 6.3 presents the results of classifying musical notes from the AC 

matrices. The full details of the musical notes and musical instruments used in this exercise 

as well as their classification accuracy scores are covered in appendices B and C. 
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6.2. Pitch (f0) Estimation from Autocorrelogram (AC) 

The estimation of an 𝑓0 from a 2D 108×2048 autocorrelogram (AC) calculated from the 

CAR-Lite-ACF model is mainly dependent on which part of a monophonic musical signal the 

input signal is extracted from. This section presents the study of which point in a musical 

note signal provides an ideal representation of the 𝑓0. A musical note is selected for this 

study, as mentioned in the next paragraph. Once this location is known, this method is of 

extracting the input signal is applied to other monophonic notes across octaves and other 

musical instruments for the classification of musical notes described in section 6.3. 

A preliminary study is conducted here to determine the ideal location in a musical note 

to estimate the 𝑓0. An A4 piano note is arbitrarily selected as the monophonic reference 

signal. The first step involves selecting multiple starting points in the entirety of the A4 signal. 

This number is set arbitrarily at fourteen. The locations are also arbitrarily selected, as 

displayed in Figure 6-1. There are more starting points placed close to the maximum of the 

A4 signal to understand the impact of the magnitude levels on 𝑓0 estimation. From each of 

the fourteen starting points, fourteen input vectors, each containing 2,048 samples, are 

extracted to generate fourteen ACs. Figure 6-2 displays all fourteen ACs cross-correlated to 

one another. 

The region of interest in this similarity matrix is the area with the highest correlation 

coefficients (CC) that indicates the highest degree of similarity, which happens to be from 

windows 3 to 6 and from windows 10 to 13. Windows 3 to 6 is close to the peak positive 

(maximum) point in the sound signal (denoted by the red asterisk in Figure 6-1), but windows 

10 to 13 have no prominent feature to enable signal extraction. Hence, the maximum point is 

selected as the starting point of the input signal to generate an AC. An example of an AC 

generated by this method is shown in Figure 6-3(a) using the same A4 note signal. As 

described in chapter 4, summing all the rows of the AC in Figure 6-3(a) results in a temporal 

profile displayed in Figure 6-3(c). From the temporal profile, an 𝑓0 of 442 Hz (≈ 96 𝑘𝐻𝑧/217) 

is estimated, which is close to the ground truth 𝑓0 of A4 note at 440 Hz (≈ 2(0−49)/12 × 440). 

Subsection 6.2.1 further elaborates on this technique. 

Subsections 6.2.1 to 6.2.3 present three characteristics for estimating 𝑓0, which lead to 

the formation of six 𝑓0 estimation algorithms, as summarised in subsection 6.2.4. The 

classifier algorithm is presented in subsection 6.2.5. Subsection 6.2.6 presents an FPGA 

implementation of the three characteristic algorithms as well as the classification algorithm. 
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Figure 6-1: Fourteen arbitrarily selected discrete starting points from the A4 musical signal played on the piano 
for ACF windowed analyses. The red asterisk, ‘*’ indicates the starting point of the input signal ultimately selected 
for generating an AC. 

 

Figure 6-2: A similarity matrix displaying the correlation coefficients between fourteen autocorrelograms (ACs) 
indicating the degree of similarity between the ACs. The ACs are generated from fourteen input signals selected 
from the fourteen arbitrarily selected starting points scattered throughout the monophonic musical signal of piano 
note, A4, in Figure 6-1. 
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Figure 6-3: (a) Autocorrelogram (AC) response calculated from the maximum magnitude point of an A4 piano 
note. Calculation is in fixed-point arithmetic from leaky-integrate-and-fire (LIF) neurons using AND-accumulate 
(AAC) operations representing auditory nerve (AN) signals originating from the CAR-Lite-ACF model. The AC 
can be represented as (b) a spectral profile, and (c) a temporal profile. 

6.2.1. Peak-Picking 

A fundamental frequency, 𝑓0, can be calculated from the peaks in the temporal profile of 

an AC. The peaks themselves can be divided into two types: high-level and intermediate-

level, as seen in the labels in Figure 6-3(c). All algorithms for calculating 𝑓0 from an 

autocorrelogram generated from the CAR-Lite-ACF model involve only the high peaks. The 

upcoming paragraphs describe the detection of these high peaks. 

The automated process of finding peaks in the temporal profile of the AC involves a 

peak-picking algorithm [5] implemented in an iterative loop spanning the length of a temporal 

profile. The algorithm has two parts: (1) the detection of all peaks in the temporal profile of 

an AC, and (2) differentiate high peaks from ordinary peaks. The first part involves in the 

formation of a vector, np, containing sample numbers, n, of detected peaks. For every 

iteration, it uses the current sample and past two samples to determine a peak. This iterative 

three-sample peak detection is a simple form of peak detection that is implementable on 

hardware: 

 
𝑛𝑝 = {

𝑛 − 1,          𝑚𝑛−2 < 𝑚𝑛−1 ≥ 𝑚𝑛

0,                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                   
 (6-2) 

 

where 𝑚 is a magnitude in the temporal profile at sample 𝑛 − 𝑘; 𝑘 can be any number 

between 0 to 2 to select any one of three adjacent samples and 𝑝 is a peak index. 

The second part of the peak-picking algorithm involves the formation of a new vector, 

nhp, containing the samples of only the high peaks extracted from all the peaks found in the 

temporal profile in np. Like equation (6-2), this part uses the current peak and two past 

detected peaks for every iteration within the same loop that houses equation (6-2): 
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𝑛ℎ𝑝 = {

𝑛𝑝−1,                                    ∆𝑚−< ∆𝑚0> ∆𝑚+                

                                       𝑜𝑟 ∆𝑚−< ∆𝑚0< ∆𝑚+

𝑢𝑛𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑,                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                             
 (6-3)    

 

 ∆𝑚−= 𝑚(𝑛ℎ𝑝−1) − 𝑚(𝑛𝑝−2) (6-4) 

 

 ∆𝑚0= 𝑚(𝑛ℎ𝑝−1) − 𝑚(𝑛𝑝−1) (6-5) 

 

 ∆𝑚+= 𝑚(𝑛ℎ𝑝−1) − 𝑚(𝑛𝑝) (6-6) 

 

where Δk is the difference in the magnitude of a last known high peak, 𝑚(𝑛ℎ𝑝−1), and a 

detected peak at 𝑚(𝑛𝑝−𝑘), in the temporal profile. Two conditions are formulated in 

equation (6-3) to define a high peak as observed in the temporal profile of the A4 piano note. 

The first condition checks if the middle peak is the highest out of the three adjacent peaks. 

The second condition checks if the first peak is the highest out of all three peaks with 

decreasing magnitudes. If any of these two conditions are met, the sample number (index) of 

the detected peak is recorded in the 𝑛ℎ𝑝 vector. When this algorithm is first initiated, the first 

peak detected is set as a high peak by default (see Figure 6-4 for reference). 

The fundamental frequency, 𝑓0, of a perceived pitch [6] is defined by two adjacent high 

peaks in the 𝑛ℎ𝑝 vector. The high peak to high peak period, 𝑇𝑝𝑝, and its corresponding 

frequency, 𝑓𝑝𝑝, between two adjacent high peaks in the temporal profile [7] are calculated as: 

 
𝑇𝑝𝑝 =

𝑛ℎ𝑝 − 𝑛ℎ𝑝−1

𝑓𝑠
 (6-7) 

 
 

𝑓𝑝𝑝 =
1

𝑇𝑝𝑝
 (6-8) 

 

where fs is the sampling rate. 

Figure 6-4 displays the extracted high peaks using the abovementioned peak-picking 

method from a temporal profile of a piano note, A4. The temporal profile in Figure 6-4(a) is 

the profile from Figure 6-3(c) (generated using AAC operations) that has been further 

conditioned by a 2nd-order low-pass filter to remove high-frequency artefacts, as suggested 

in chapter 4. Applying equations (6-7) and (6-8) to all adjacent pairs of high peaks result in 

the 𝑓𝑝𝑝 vector. The mean and the median of the 𝑓𝑝𝑝 vector are found to be 446 Hz and 444 

Hz, respectively. Using pitch matching classifier from subsection 6.2.5, the closest ground 

truth musical frequency, 𝑓𝐺𝑇, defined by equation (6-1), which corresponds to these values, 

is 440 Hz. Incidentally, this is the fundamental frequency of the A4 note. 
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Figure 6-4: Automatic peak detection of an A4 piano note: (a) from a 2nd-order low-pass filtered temporal profile 
computed using AND-accumulate (AAC) operations in fixed-point arithmetic; (b) display of all detected peaks 
from the temporal profile using equation (6-2); (c) display of detected high peaks, ℎ𝑝𝑖, from the temporal profile 

using equation (6-3). The numbers on the top of the high peaks are sample numbers that can be used to 

calculate the 𝑓𝑝𝑝 using equations (6-7) and (6-8), which corresponds to the estimated 𝑓0 of the A4 note. 

6.2.2. Weighting High Peaks 

If the distance between any two detected high peaks in a temporal profile results in 𝑇𝑝𝑝, 

which in turn leads to frequency, 𝑓𝑝𝑝, then only one pair of successive peak magnitudes can 

be ideally selected to achieve this. The preferred pair would be ℎ𝑝1 and ℎ𝑝2, at the start of 

the temporal profile since it is the quickest to find out of all other high peaks. They are also 

likely to be the most reliable as the high peaks here are distinguishable from adjacent 

intermediate peaks, i.e. magnitude difference between the first high peak, ℎ𝑝1 and any 

intermediate peaks before the second high peak, ℎ𝑝2, is significant. 

There are instances, where anomalous peaks with intermediate magnitudes are 

detected that result in a falsely estimated 𝑓𝑝𝑝. One example of this is observable from the 

temporal profile of an E4 piano note in Figure 6-5(a). The peak-picking algorithm from 

equations (6-2) to (6-6) has detected an additional erroneous peak, ℎ𝑝2. Calculating 𝑓𝑝𝑝 from 

this erroneous point, using either ℎ𝑝1 or ℎ𝑝3, results in an 𝑓𝑝𝑝 that does not match the 

ground truth of 330 Hz (𝑓𝐺𝑇 of E4). A three-step solution is taken to resolve this issue. 

The first part of the solution is to sort the magnitudes of the high peaks in a decreasing 

order. Doing so also rearranges their respective sample indices. This action puts the high 

peaks at the start of the sorted vector, followed by the intermediate peaks. The advantage of 

this arrangement is that the resultant 𝑓𝑝𝑝 calculations between the high peaks can be done 

iteratively at fixed increments of 1 instead of variable increments if they are not sorted. The 

search for the number of high peaks in a group is set arbitrarily to nine. In other words, only 

the top-9 high peaks are regarded as reliable in the calculation of 𝑓𝑝𝑝 and thus, are retained. 

All other peak indices outside the detected high peaks indices are set to 0. 
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The second part of the solution consists of comparing eight 𝑓𝑝𝑝 values calculated from 

these nine peaks with the elements of the ground truth musical frequency vector, 𝑓𝐺𝑇. The 

𝑓𝐺𝑇 elements closest to 𝑓𝑝𝑝 values are recorded in a separate vector, 𝑓𝑝𝑝𝑚. Their 

corresponding indices are recorded in 𝑘𝑝𝑝𝑚: 

 

𝑓𝑝𝑝𝑚(𝑖) = {

𝑓𝐺𝑇(𝑗 − 1),     𝑖𝑓 ∆𝑓1 < ∆𝑓2

𝑓𝐺𝑇(𝑗),            𝑖𝑓 ∆𝑓1 > ∆𝑓2

𝑓𝐺𝑇(𝑗),            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   

 (6-9) 

 

 

𝑘𝑝𝑝𝑚(𝑖) = {

𝑗 − 1,          𝑖𝑓 ∆𝑓1 < ∆𝑓2

𝑗,                 𝑖𝑓 ∆𝑓1 > ∆𝑓2

𝑗,                 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   
 (6-10) 

 

 ∆𝑓1 = 𝑓𝑝𝑝(𝑖) − 𝑓𝐺𝑇(𝑗 − 1) (6-11) 

 

 ∆𝑓2 = 𝑓𝐺𝑇(𝑗) − 𝑓𝑝𝑝(𝑖) (6-12) 

 

where the ith peak-to-peak frequency and index from the sorted vector containing decreasing 

peak magnitudes, is closest to the 𝑗𝑡ℎ 𝑓𝐺𝑇. 

The third part of the solution is to assign weights to the top-8 detected musical peak-to-

peak frequency, 𝑓𝑝𝑝𝑚. The weights are required to ensure that if all eight 𝑓𝑝𝑝𝑚 elements are 

unique, then the most influential element in the 𝑓𝑝𝑝𝑚 vector is used for representing 𝑓0. 

Otherwise, the most commonly occurring element in the 𝑓𝑝𝑝𝑚 vector is the estimated 𝑓0. 

Hence, the first element in 𝑓𝑝𝑝𝑚 corresponding to the first two detected high peaks in the 

temporal profile is assigned the highest weight of 8 points. The weight reduces by 1 for the 

next element in the 𝑓𝑝𝑝𝑚 vector. So, the eighth 𝑓𝑝𝑝𝑚 element has a weight of 1. A winner-

take-all (WTA) algorithm determines the 𝑓𝑝𝑝𝑚 element with the highest score as the 

estimated 𝑓0. The score, 𝑠𝑓𝑝𝑝𝑚, for the 𝑖𝑡ℎ 𝑓𝑝𝑝𝑚 is calculated using: 

 𝑠𝑓𝑝𝑝𝑚(𝑖) = ∑ 𝑖 ∙ 𝑤𝑓𝑝𝑝(𝑖)

𝑘

 (6-13) 

 

where 𝑖 is the index of an element in 𝑓𝑝𝑝𝑚; 𝑤𝑓𝑝𝑝 is a position-based weight of an 𝑓𝑝𝑝𝑚 

element. 

One advantage of this exercise is that if a false positive 𝑓𝑝𝑝𝑚 element is detected with a 

significant weight, and an alternate 𝑓𝑝𝑝𝑚 element is detected several times with lower rank, 

the combined high 𝑠𝑓𝑝𝑝𝑚 score may elevate the alternate 𝑓𝑝𝑝𝑚 element to a higher priority. 

An illustration of this effect is observable from the detected high peaks of the E4 piano note 

in Figure 6-5(b), where the first 𝑓𝑝𝑝𝑚 element of 349 Hz is a false positive (𝑠𝑓𝑝𝑝𝑚 = 2 × 7 = 

14) but is overridden by the combined score (𝑠𝑓𝑝𝑝𝑚 = 3 × 6 + 4 × 5 = 38) of the two lower 
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weighted 𝑓𝑝𝑝𝑚 elements at 330 Hz. In this case, the higher-scoring 𝑓𝑝𝑝𝑚 element 

corresponding to 330 Hz matches the 𝑓𝐺𝑇 of E4 (330 Hz). 

 

Figure 6-5: (a) High peaks detected from the temporal profile of piano note, E4 (𝑓𝐺𝑇 = 330 Hz), and (b) top-8 

weighted peak-to-peak musical frequency, 𝑓𝑝𝑝𝑚, sorted based on decreasing magnitude of detected high peaks. 

6.2.3. Threshold-Bound Search 

In the context of the threshold-bound algorithm presented in this subsection, the 

following definitions are used: An inharmonic frequency is calculated between any two 

adjacent high peaks. It is not equal to 𝑓𝑝𝑝𝑈(1) [a unique frequency element from the 𝑓𝑝𝑝𝑚 

vector described in the next paragraph] as well as being not an integer multiple of 𝑓𝑝𝑝𝑈(1). In 

contrast, a harmonic frequency is calculated from any two adjacent high peaks and is also 

not equal to 𝑓𝑝𝑝𝑈(1) but is an integer multiple of 𝑓𝑝𝑝𝑈(1). 

One issue with the weight-based winner-take-all (WTA) approach described in section 

6.2.2 is that the number of inharmonic frequency elements, 𝑓𝑝𝑝𝑚(> 1) – [calculated from 

high peaks beyond the first two], can outnumber the principal frequency element, 𝑓𝑝𝑝𝑚(1), 

calculated from the first two high peaks. This is observable in Figure 6-6(b), where the 

combined score is larger for the 208 Hz ((5 × 4) + (3 × 6) = 38) frequency element than the 

311 Hz (2 × 7 = 14) element. This algorithm results in a wrongly estimated 𝑓0 of 208 Hz 

instead of one that matches the ground truth frequency at 311 Hz. To alleviate this issue, a 

new vector, 𝑓𝑝𝑝𝑈, is formulated, which only holds unique elements of 𝑓𝑝𝑝𝑚, i.e. only a single 

frequency element is stored in 𝑓𝑝𝑝𝑈 even if repeated frequency elements are encountered in 

𝑓𝑝𝑝𝑚. Another vector, 𝑘𝑝𝑝𝑈, holds the sample indices, 𝑘, corresponding to the unique 

frequency elements in 𝑓𝑝𝑝𝑈: 

 
𝑘𝑝𝑝𝑈(𝑖) = {

𝑘(𝑗),       𝑖𝑓 𝑓𝑝𝑝𝑚(𝑖) ≠ 𝑓𝑝𝑝𝑚(𝑗)

−1,         𝑖𝑓 𝑓𝑝𝑝𝑚(𝑖) = 𝑓𝑝𝑝𝑚(𝑗)
 (6-14) 
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where -1 indicates repeated elements from the vector that are omitted. 

From the unique frequency elements, two conditions are defined to filter out inharmonic 

𝑓𝑝𝑝𝑈 elements. The first condition tests for the presence of harmonics related to the principal 

frequency element, 𝑓𝑝𝑝𝑈(1), which has the most significant weight, 𝑤𝑓𝑝𝑝, indicating the 

highest priority and probable frequency related to the ground truth frequency, 𝑓𝐺𝑇. This test is 

characterised using a modulo operation to see if the unique frequency elements are an 

integer multiple of 𝑓𝑝𝑝𝑈(1): 

 𝑓𝑚𝑜𝑑 = 𝑓𝑝𝑝𝑈(𝑖) 𝑚𝑜𝑑 𝑓𝑝𝑝𝑈(1) (6-15) 

 

A zero in 𝑓𝑚𝑜𝑑, indicates the presence of a harmonic component of 𝑓𝑝𝑝𝑈(1), whereas a non-

zero 𝑘𝑚𝑜𝑑 indicates the presence of an inharmonic component. 

In the RWC database [1], all twelve piano notes (in the 011PFNOF.wav file) in the fourth 

octave contain inharmonic components with respect to 𝑓𝑝𝑝𝑈(1). Each of more than half of the 

twelve notes contains at least two frequency components that are separated by a semitone, 

which is the minimum interval between two consecutive notes in a Western musical scale. 

Figure 6-5(b) illustrates an example of such a behaviour from the E4 note, where the 

difference between the 350 Hz (𝑓0 of F4) component is one semitone apart from the 330 Hz 

(𝑓0 of E4) component – musically, E4 and F4 are one semitone apart. In other words, 

although there is a difference in these two frequency components, both of them are still 

essential in defining the 𝑓0 of the input signal. 

The second condition involves calculating the distance between the principal frequency 

element, 𝑓𝑝𝑝𝑈(1),  and an inharmonic component. The distance plays a significant part in 

either the retention or omission of the inharmonic component for consideration in the 𝑓0 

estimation as an inharmonic component. In other words, if an inharmonic component is near 

𝑓𝑝𝑝𝑈(1), it is included in the estimation of 𝑓0; otherwise, it is not included: 

 |𝑓𝑝𝑝𝑈(𝑖) − 𝑓𝑝𝑝𝑈(1)| > 𝑡ℎ𝑠𝑒𝑚𝑖𝑡𝑜𝑛𝑒 (6-16) 

 

where 𝑡ℎ𝑠𝑒𝑚𝑖𝑡𝑜𝑛𝑒  is a threshold of one semitone. Hence, if any 𝑓𝑝𝑝𝑈 element [excluding 

𝑓𝑝𝑝𝑈(1)], whether it is a harmonic of 𝑓𝑝𝑝𝑈(1) or not, is one semitone apart from 𝑓𝑝𝑝𝑈(1), it is 

retained in the 𝑓0 estimation. If it is more than one semitone apart, it is omitted from the 𝑓0 

estimation. Here, the 𝑓0 estimation uses the weights method described in subsection 6.2.2. 

Applying this threshold-bound algorithm to the D#4 piano note results in the omission of the 

208 Hz elements, as displayed in Figure 6-6(c). This omission is due to the 208 Hz (𝑓0 of 

G#3) element being seven semitones apart from the 311 Hz (𝑓0 of D#4) element. As a result, 

only the 311 Hz, which is considered as a high priority element in terms of its magnitude, is 

retained. 
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Figure 6-6: (a) High peaks detected from the temporal profile of piano note, D#4 (fGT = 311 Hz); (b) top-8 

weighted peak-to-peak musical frequency, 𝑓𝑝𝑝𝑚, sorted based on decreasing magnitude of the detected high 

peaks; (c) a threshold-bound omission of 208 Hz elements, which is larger than 1 semitone from the 𝑓
𝑝𝑝𝑈

(1), of 

311 Hz calculated from the first two detected high peaks. 

6.2.4. Summary of Algorithms 

Algorithm Description 

1 𝑓0 estimated from the first two high peaks only using peak-picking 
algorithm from subsection 6.2.1. 

2 𝑓0 estimated from the most commonly occurring frequency component 
calculated from all the peaks encountered throughout the temporal 
profile, using the peak-picking algorithm from subsection 6.2.1. 

3 𝑓0 estimated from the most commonly occurring frequency calculated 
from only the high peaks encountered throughout the temporal profile – 
non-weighted winner-take-all (WTA) algorithm described in subsection 
6.2.2. 

4 𝑓0 estimated from the weighted winner-take-all (WTA) algorithm applied 
to frequency components calculated from only the high peaks, as 
described in subsection 6.2.2. 

5 𝑓0 estimated from the threshold-bound algorithm applied to frequency 
components calculated from only the high peaks, as described in 
subsection 6.2.3. 

6 𝑓0 estimated from the conditional combination of algorithms 4 and 5. If 
there are eight different frequency elements encountered from all the 
nine high peaks (top-9 peaks) encountered, then execute algorithm 4; 
else if less than eight different frequency elements are calculated (less 
than nine high peaks encountered), execute algorithm 5. 

Table 6-1: Summary of algorithms for estimating 𝑓0 from the temporal profile of an autocorrelogram (AC) for use 

in classifying musical notes, whose results are presented in section 6.3. 

Table 6-1 summarises the algorithms for estimating an 𝑓0 described in subsections 

6.2.1, 6.2.2, and 6.2.3. The 𝑓0 calculated from these algorithms are used for the 

classification of musical notes, whose results are presented in section 6.3. 
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6.2.5. Classifier Algorithm 

This subsection describes the operation of a pitch matching algorithm for classifying 

musical notes implemented in Matlab. The subsequent paragraph elaborates on the 

contents of the classification algorithm, which is implemented in both Matlab and 

SystemVerilog. All ACs corresponding to the musical notes from various musical instruments 

used as inputs to the classifier are generated offline and permanently stored. When the 

classification algorithm starts, it loads all the ACs in working memory and their respective 

temporal profiles are calculated before entering an iterative loop. In the iterative loop, each 

of the six 𝑓0 estimation algorithms described in Table 6-1 are run on the temporal profiles. 

After an 𝑓0 is estimated, it is checked against a vector of ground truth musical notes 

frequency, 𝑓𝐺𝑇. When an estimated 𝑓0 equals an 𝑓𝐺𝑇 for a specific musical note, it is 

considered a successful match. Otherwise, it is considered a failed match. This pitch 

matching algorithm is a simple derivative of the k-nearest neighbour method [8] of classifying 

musical notes. This process is done iteratively for each estimated 𝑓0. The results are 

consolidated outside the iterative loop, and the classification accuracy scores are shown 

based on the following criteria: the algorithms used for generating the ACs using either 

multiply-accumulate (MAC) or logical-AND-accumulate (AAC) operations together with either 

floating-point (software) or fixed-point (hardware) arithmetic. 

6.2.6. FPGA Implementation 

This subsection describes the FPGA implementation of the three AC 𝑓0 estimation 

algorithms described from subsections 6.2.1 to 6.2.3 using SystemVerilog. It also describes 

the pitch matching classifier described in subsection 6.2.5 for classifying the estimated 𝑓0. 

The frequency calculations in these algorithms are replaced with periodicity calculations, 

which alleviates the need to use computationally expensive division operations and rely 

simply on addition and subtraction operations. The FPGA used here is an Altera Cyclone V 

GX starter kit with a 5CGXFC5C6F27C7 FPGA chip operating at a system clock rate of 100 

MHz. A single top module hosts a finite state machine with 14 states, which are processed 

serially. The combined latency of all 14 states is 140 ns, where each state requires 1 clock 

cycle (10 ns) to process. However, the algorithms are designed to run iteratively in multiple 

cycles for the duration of a given input signal. Hence, the combined latency varies based on 

the input signal attributes, such as the length of the input signal and the number of peaks 

present in the temporal profile of the AC. 

The FSM starts with state 0, where all the constants are initialised. States 1 to 3 detect 

peaks from the input temporal profile signal based on the peak-picking algorithm in 

subsection 6.2.1 and record their respective sample indices, y_p. States 4 to 7 sort the 

detected peaks in the order of decreasing magnitude and store them in y_xhp, as described 

in subsection 6.2.2. Their corresponding sample indices, y_hp, are also recorded. States 8 

to 11 calculate the peak-to-peak distance between the sorted sample numbers, y_dhp, and 

search for the distances that is in agreement with the distance of the two largest magnitudes 

based on the description in subsection 6.2.3. The number of equal distances is counted and 

compared with one another. The count for the equal distance between the two largest 

magnitude is given priority over other distances. If this count, y_WTA, is the largest, then the 

distance is known as the estimated fundamental period, y_T0_estimate, corresponding to a 

fundamental frequency. Otherwise, the highest count is chosen. The classifier is 
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implemented in states 12 and 13 that predicts a musical fundamental period, 

y_T0_predicted, close to y_T0_estimate. 

As an illustration of the FPGA implementation of the AC 𝑓0 estimation and classification 

algorithms, a 48-sample input temporal profile signal is generated based on the properties of 

the D#4 piano note illustrated in Figure 6-6. Figure 6-7 displays the input signal and the 

three red arrows depict the three common peak-to-peak distances that yield a fundamental 

period of 10 samples. Figure 6-8 depict the corresponding FPGA output vector waveform of 

the AC 𝑓0 estimation and classification.  

y_detected in Figure 6-8(a) illustrates nine pulses indicating nine detected peaks from 

the input signal. y_p1 to y_p9 in Figure 6-8(b) depicts the sample numbers of these nine 

peaks. These peaks are then sorted in decreasing magnitude order. y_xhp1 to y_xhp5 

depict the top-five largest of these magnitudes, and y_hp1 to y_hp5 are their corresponding 

sample numbers. y_dhp1 and y_dhp2 display the differences between the sample numbers 

of the neighbouring high peaks. A y_WTA of 3 and y_T0_estimated of 10 indicate that a 

peak-to-peak distance of 10 samples occurs most frequently (3 times) in the input signal as 

opposed to any other peak-to-peak distances. This result corresponds to the three distances 

illustrated by three arrowed red lines having a distance of 10 samples in Figure 6-7. Given 

ten known trained classes of known fundamental periodicity ranging from 6 to 15 samples, 

the predicted fundamental period, y_T0_predicted, is correctly depicted at 10 samples. 

Table 6-2 presents the FPGA computational resources used for implementing the AC 𝑓0 

estimation and classification algorithms. A temporal profile with 2,048 samples would 

increase the resources utilised. However, the scaled-down 48-sample input signal was 

selected to showcase that the algorithms are implementable and operable on hardware. The 

AC 𝑓0 algorithms require no digital signal processors (DSPs), as no multiplication operations 

exist in the algorithms. Despite the low logic utilisation by the algorithms, the power 

consumed is at 239 mW. 

FPGA Number of 
ALM Utilised 

(out of 29,080) 

Number of 
Registers 
Utilised 

Number of 
DSPs Utilised 

(out of 150) 

Power (mW) 

Altera Cyclone 
V 

1,879 (6.5%) 1,810 0 (0%) 239 

Table 6-2: Computational resources used by an Altera Cyclone V FPGA to implement the AC 𝑓0 estimation and 

classification algorithms. 
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Figure 6-7: A 48-sample temporal profile generated based on properties of the D#4 piano note illustrated in 
Figure 6-6. The red arrows show the common peak-to-peak distances that yield the estimated 𝑓0. 
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Figure 6-8: Output vector waveform of an FPGA implementation of the AC 𝑓0 estimation and classification 
algorithms described from subsections 6.2.1 to 6.2.5: (a) The 9 pulses depict the 9 peaks detected within the first 
960 ns. (b) Classification results depict the correctly predicted musical 𝑇0 of 10 samples with the estimated 𝑇0 of 

10 samples used as an input into the classifier. The estimated 𝑇0 is determined based on the most commonly 

occurring peak-to-peak distance, which is depicted quantitatively from the counter, y_WTA. 

6.3. Results and Evaluation 

The following three subsections present the results of the classification of monophonic 

musical notes. Subsection 6.3.1 presents the classification results using the pitch estimation 

algorithms from section 6.2 on the autocorrelogram responses from the CAR-Lite-ACF 

model. The classification results of the responses from the model are differentiated based on 
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the computational method of generating the output autocorrelogram: either floating-point 

(software) and fixed-point (hardware) arithmetic calculated with either multiply-accumulate 

(MAC) or logical-AND-accumulate (AAC) operations. Subsection 6.3.2 presents the 

classification results based on the varying intensity and signal-to-noise ratio (SNR) levels of 

musical notes as well as the automatic gain control (AGC) algorithm presented in appendix 

A applied to the notes. Subsection 6.3.3 presents the difference in sizes of the output 

autocorrelograms used in the classification exercise in subsection 6.3.1. Subsection 6.3.4 

compares the results of the classification presented in subsection 6.3.1 with work done by 

other authors. 

6.3.1. Accuracy of Pitch Estimation (0 dBFS Intensity Level) 

The results of the classification of musical notes displayed below are broken into three 

octave-group ranges: low (octaves 2 and 3), as illustrated in Figure 6-9; middle (octaves 4 

and 5), as illustrated in Figure 6-10; high (octaves 6 and 7), as illustrated in Figure 6-11. 

Each octave comprises 12 musical notes in the following order based on increasing 

frequency: C, C#, D, D#, E, F, F#, G, G#, A, A#, B. Figure 6-12 displays the overall 

performance based on the mean results across all three groups. The result for each octave 

group is calculated as a mean of the results across various musical instruments listed in the 

three respective tables as follows: mean results in Figure 6-9 calculated from Table B-1; 

Figure 6-10 from Table B-2; Figure 6-11 from Table B-3. An accuracy score in each of the 

three tables results from a specific algorithm listed in Table 6-1 for a temporal profile from an 

autocorrelogram (AC) output matrix. It is further segregated based on how each output 

matrix is generated, i.e. either by multiply-accumulate (MAC) operations or by AND-

accumulate (AAC) operations in either floating-point (software) or fixed-point (hardware) 

arithmetic. 

The musical instruments are selected based on the availability of musical notes for the 

specific octave groups in the RWC database [1]. Ten octaves (12 notes per octave) from ten 

musical instruments are selected from the RWC database representing low-range octave 

groups (octaves 2 and 3) that dominantly play musical notes in the bass (low frequency) 

range, as seen in Table B-1. Musical notes from most musical instruments in the RWC 

database reside in the mid-range octave groups (octaves 4 and 5). Given the abundance of 

musical notes in this range, eleven octaves from ten random musical instruments are 

selected, as projected in Table B-2. The high-range octave groups (octaves 6 and 7) has the 

least number of musical instruments available to generate musical notes, and so only three 

musical instruments are selected for this range, as observed in the low number of musical 

instruments listed in Table B-3. 

The algorithm with the weakest performance (lowest accuracy score) across the three-

octave groups is algorithm 2, as observed in Figure 6-12. This poor performance is expected 

as the 𝑓0 here is estimated from all the peaks found in the temporal profile, which include 

high and intermediate peaks. In contrast, 𝑓0 estimated from the first two high peaks alone 

from algorithm 1 yields approximately two times higher accuracy scores. The next higher-

performing score is from algorithm 4 – weighted high peaks, and a winner-take-all (WTA) 

algorithm, whose mean accuracy score is 27% higher than that of algorithm 1. This 

performance is followed by algorithm 5 – the threshold-bound algorithm, whose score is 5% 

higher than algorithm 4. The non-weighted high peaks WTA algorithm (algorithm 3) and the 
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hybrid combined algorithms 4 and 5, known as algorithm 6, have equal performance, both 

outranking the accuracy score of algorithm 5 by 10%. 

Since the algorithms for estimating an 𝑓0 are designed based on notes from octave 4 of 

a piano, the highest results observed in Figure 6-12 are expectedly from the mid-range, 

precisely due to the algorithms 3 and 6. Furthermore, the accuracy scores do not vary much 

across musical instruments as well as between octaves 4 and 5, as observed in Table B-2. 

In contrast, there is a significant difference in accuracy scores based on octave 6 notes 

(high-range) generated by a flute and a piano, as highlighted in Table B-3 for all algorithms. 

In the same table, another significant difference in accuracy scores is observable between 

octaves 6 and 7. A similar observation is made for the low-range octave group from Table 

B-1, where there is a significant performance difference between string instruments (piano 

and guitars) and wind instruments (trombone and tenor saxophone) as well as between 

octaves 2 and 3. These contrasts show the lack of robustness of the algorithms to predict 𝑓0 

across octaves and musical notes. Hence, the 𝑓0 estimation algorithms have to be designed 

around various musical instruments besides the piano to enhance their robustness of 

accurately approximating 𝑓0 from these instruments. These observations also suggest that 

the timbre and pitch relation across octaves represented in autocorrelograms affect the 

performance of these algorithms to predict an 𝑓0, as was reported in [9]. 

Figure 6-13 illustrates the capability of the temporal profile calculated from the 

autocorrelogram (AC) to represent low pitch (C2 note) and high pitch (C7 note) musical 

piano notes. A low pitch note has a low fundamental frequency, whereas a high pitch note 

has a high fundamental frequency. For a low pitch note, the peak-to-peak distance on the 

AC is irregular, as observed in Figure 6-13(a). This observation indicates the presence of 

inharmonic frequencies, which are frequencies that are multiple integers of other frequencies 

besides 𝑓0. Thus, the peak-to-peak 𝑓0 estimation becomes highly obscured as they usually 

contain information on the inharmonic frequency. Instead, the estimation algorithms have to 

be designed to consider peaks not directly adjacent to a single peak. For example, the 𝑓𝐺𝑇 

for C2 of 65 Hz corresponds to a peak with an insignificant magnitude immediately after the 

0.015 s mark in Figure 6-13(a) with respect to the first detected peak at p1. Since the 𝑓0 

estimation algorithms described in this chapter analyse only peak-to-peak information, this 

results in an inaccurate 𝑓0 estimation. In contrast, the peak-to-peak distance on the AC is 

regular for a high pitch note, as observed in Figure 6-13(b). This observation indicates that 

the 𝑓0 is not affected by inharmonic frequencies for this specific high pitch monophonic 

signal and that it can be estimated accurately by using peak-to-peak algorithms described in 

this chapter. 

Despite the significant performance differences across octaves and musical 

instruments, the mean accuracy score difference across the computational response per 

algorithm (MAC floating-point vs MAC fixed-point vs AAC floating-point vs AAC fixed-point) 

is generally on par with one another with small differences across them for all the octave 

groups, as observed in Figure 6-12. This observation is mainly applicable to algorithms 2, 3, 

5, and 6 on responses calculated from the hardware-based AAC operations. The only 

exception is for algorithm 4, where the hardware-based AAC operations have the lowest 

score of the four computation types with the difference between the closest computation 

(hardware-based MAC operation) being only 3%. Overall, the results indicate that the 

hardware-based AAC operations have a highly similar performance with the MAC operations 
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in terms of representing monophonic musical pitch information in addition to consuming 

lesser hardware resources than the latter, as presented in chapter 4. 

 

 Figure 6-9: Classification of musical notes average scores for low-range octave groups 2 and 3. 

 

 

 Figure 6-10: Classification of musical notes average scores for middle-range octave groups 4 and 5. 
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 Figure 6-11: Classification of musical notes average scores for high-range octave groups 6 and 7. 

 

 

Figure 6-12: Classification of musical notes average scores across all three-octave groups with the vertical lines 
on the bars showing standard deviation. 
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Figure 6-13: A comparison of low pitch (C2) and high pitch (C7) musical notes represented on a temporal profile: 
(a) note C2; (b) note C7. Note: Red dots indicate wrong 𝑓0 estimation, while green dots indicate correct 𝑓0 

estimation. 

6.3.2. Varying Intensity and Noise Levels 

As real-world sound signals vary in intensity levels and are affected by noise, it is 

necessary to understand how much varying the intensity and signal-to-noise ratio (SNR) 

levels affect 𝑓0 estimation and classification accuracy. This section presents the results of 

such effects. Additionally, the influence of an automatic gain control (AGC) algorithm to 

condition the amplitudes of the input signals is also presented. Computation of the 

autocorrelograms is segmented based on combinations of two calculation types: either MAC 

or AAC and either floating-point or fixed-point. Twelve piano notes are selected: A4 – G#4. 

Section 3.2.8 presented the limitation of the dynamic range (DR) of the CAR-Lite model 

when the intensity levels of the input signals vary. This limitation is observed as the 

saturation of amplitude levels of the BM signal when the input signal is saturated at intensity 

levels above 0 dB full-scale (FS). An AGC algorithm is utilised to condition an input signal so 

that its amplitude levels are maintained between 2𝑁−1 − 1 and −2𝑁−1for an N bits fixed-point 

implementation. For a 16 bits BM signal, this range is from 32,767 to -32,768. Details of the 

AGC algorithm are presented in appendix A. This algorithm is not implemented on FPGA 
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because the Cyclone V FPGA starter kit [10] used for the implementation of the CAR-Lite-

ACF model has an audio codec that comprises an AGC circuit [11]. 

Figure 6-14 display the waveforms of a C4 piano note at an intensity level of 0 dBFS. 

The left column displays the waveforms when the AGC is disabled while the right column 

displays the waveforms when the AGC is enabled. The varying gain conditioning applied by 

the AGC normalises the energy across frequencies, as observed in the broader area of 

energy present in the autocorrelogram in Figure 6-14(d). The temporal profile generated 

from this autocorrelogram introduces more intermediate peaks, as observed in Figure 

6-14(f), which consequently reduces the accuracy scores of the pitch estimation algorithms 

(3, 5, and 6) with the three highest performance described in Figure 6-12. Their inabilities to 

estimate the correct 𝑓0 is evident in the lower classification accuracy scores in Figure 6-16(a) 

as opposed to when AGC is disabled – shown in the scores of algorithms 3, 5, and 6 under 

“AGC enabled”. 

Applying the second-order low-pass filter (LPF) to the temporal profile in Figure 6-14(f) 

reduces the magnitudes of all the peaks, including the largest peak close to time lag 0 

resulting in the temporal profile in Figure 6-14(h). Note that the position of this peak varies 

but is close to 0. In the latter temporal profile, both intermediate and high peaks are still 

present, unlike the temporal profile of Figure 6-14(g) generated with the AGC disabled. 

However, with the suppression of the largest peak close to time lag 0 after applying the LPF, 

the time lag of the new largest peak from the time lag precisely at 0 corresponds to the pitch 

of the note. Hence, a new algorithm (# 7) is devised to estimate pitch frequency by simply 

finding the time lag of the maximum peak and taking its inverse, as illustrated in Figure 

6-14(h). This algorithm is applicable only when the AGC is enabled, as it has a poor 

performance when the AGC is disabled. These results are observable in Figure 6-16, as 

shown in the contrasting scores of algorithm 7 between “AGC off” and “AGC on”. 

Figure 6-15 presents the classification accuracy across varying intensity levels ranging 

from -20 dBFS to 20 dBFS in increments of 10 dBFS for every SNR level. Each bar score in 

Figure 6-15 is the average of the accuracy scores of the four pitch estimation algorithms (3, 

5, 6, and 7) in Figure 6-16. The SNR levels range from 20 dB to -20 dB in increments of 20 

dB, where the input signal is mixed with white Gaussian noise. For every SNR level, three 

accuracy scores are recorded from each specific pitch estimation algorithm at a specific 

intensity level, as presented in appendix C. Each bar score in Figure 6-15(b), (c), and (d) is 

an average all the scores across the four pitch estimations algorithms under a specific 

intensity level. 

When the AGC is disabled, the accuracy scores in Figure 6-15 generally remain uniform 

at levels from -20 dBFS to 0 dBFS. At 10 dBFS, they improve for both MAC-based and AAC-

based temporal profiles, but at 20 dBFS, the accuracy only improves for AAC-based 

temporal profiles while the performance remains the same for MAC-based temporal profiles. 

Input signals larger than 0 dBFS are amplified but have saturated amplitudes due to a limited 

DR as opposed to signals below 0 dBFS that have no saturation issues. These two 

combined effects of amplification and saturation improve the performance of the pitch 

estimation algorithms to detect peaks in the temporal profile adhering to the ground truth 𝑓0 

regardless of the SNR levels. Since this attribute is more prominent for the temporal profiles 

calculated with AAC operations, the AAC-based temporal profiles represent pitch information 

more reliably than MAC-based temporal profiles, especially for signals at high intensity levels 
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with limited DR. Noise introduced to the AAC-based temporal profiles via quantisation errors 

between consecutive amplitude levels is a likely cause for this improvement. 

When the AGC is enabled, the accuracy scores under the four computational settings in 

Figure 6-15 remain the same throughout the intensity levels. This is because the AGC 

algorithm normalises the amplitudes of the input signal to the full dynamic range of the CAR-

Lite model at 96 dB regardless of the intensity levels, which ensures uniform performance 

across levels. The accuracy scores are generally lower than the scores when the AGC is 

disabled, but this is attributable to the lack of robustness of the pitch estimation algorithms – 

the algorithms (3, 5, and 6) were designed using signals that are not conditioned by the AGC 

with the exception of algorithm 7. Also, the MAC-based temporal profiles have higher 

accuracy scores than the AAC-based temporal profiles. This performance contrast is due to 

the sophistication of the AGC algorithm that varies the gain of an input signal across several 

bandwidths of frequencies, which results in the weakening of salient foreground harmonic 

components while strengthening background subharmonic components, as observed in 

Figure 6-14(d) in comparison to Figure 6-14(b). Since the AAC computation of temporal 

profile captures salient features, the lack of such salient features in an input signal reduces 

the performance of the pitch estimation algorithm when estimating 𝑓0 from AAC-based 

temporal profiles. 

Figure 6-17(a) displays how much the accuracy scores vary across the intensity levels. 

Here, each bar score is calculated from the mean of the standard deviations calculated from 

the four settings under the four algorithms across the four SNR levels. A low bar score 

shows performances of the settings are close to the average scores of the settings, and a 

high bar score indicates more fluctuations in the performance. Generally, the accuracy 

scores are more varying when the AGC is enabled than when it is disabled, which indicate 

that the performance of the pitch estimation and classification is more consistent when the 

AGC is disabled than when the AGC is enabled. The exception is at 20 dBFS, where the 

scores are more varying when the AGC is disabled than when it is enabled. This large 

varying factor is due to the significant contrast in accuracy scores, especially with the high 

scores at 20 dBFS noiseless and saturated input signals and the low scores at -20 dB SNR. 

Figure 6-16 presents the pitch estimation performance for each of the four 

computational settings under the four algorithms averaged across intensity levels from -20 

dBFS to 20 dBFS for four SNR levels. Each bar is the average of the scores from all five 

intensity levels under each of the four pitch estimation algorithms. The result indicates how 

algorithms perform with a white Gaussian noise that may be part of real-world sound signals. 

The accuracy scores of algorithms 3, 5, and 6 are higher when the AGC is disabled than 

when the AGC is enabled. This is the case only when there is no noise and at 20 dB SNR. 

At higher noise levels below 20 dB SNR, the accuracy scores of the three algorithms are 

further reduced but are similar to one another regardless of the AGC. In contrast, the 

accuracy scores of algorithm 7 are expectedly higher when the AGC is enabled than when 

the AGC is disabled because the algorithm is designed for use specifically with the AGC 

enabled. Overall, the performance of the four algorithms degrades as the noise levels 

increase. 

Figure 6-17(b) displays the mean of the standard deviation of accuracy scores across 

the four SNR levels calculated from the four computational settings under the four algorithms 

(3, 5, 6, and 7) and five intensity levels (-20 dBFS to 20 dBFS in increments of 10 dBFS). 
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When the AGC is disabled, the accuracy scores of the algorithms is most varied at 0 dB 

SNR, which shows the impact of the white Gaussian noise on maximising the contrast in 

performance across the settings. The variations in accuracy scores remain small for other 

noise levels. When the AGC is enabled, the variations in accuracy scores and the accuracy 

scores themselves reduce with decreasing SNR. So, assuming that the signals used in this 

section are akin to real-world signals, the pitch estimation algorithms presented in this 

chapter do not perform well when they are exposed to real-world signals with increasing 

noise. 

Generally, varying intensity levels affects the perceived loudness of a sound signal. 

Although loudness, together with pitch affects timbre cue such as brightness [12], loudness 

does not affect the pitch of a sound signal, especially its fundamental frequency, 𝑓0 [13]. 

Hence, it can also be concluded that varying intensity levels of a sound signal does not 

affect its 𝑓0. This conclusion is validated by the results of the classification of musical notes 

across varying intensity levels in this subsection. Furthermore, the introduction of increasing 

noise levels to the musical signals degrades the performance of the classification due to 

distortion of the wavelengths of the musical signals and consequently their 𝑓0 representation. 

 

Figure 6-14: Fixed-point response of the CAR-Lite-ACF model calculated with the AAC algorithm of a C4 piano 
note (0 dBFS) as input. The left column displays output response with the note signal input directly into the 
model, and the right column shows note signal conditioned by an automatic gain control (AGC) algorithm. * 

indicates maximum amplitude found in (g) and (h). Note that the ground truth for C4 is 𝑓0 = 262 Hz. 
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Figure 6-15: Musical pitch estimation and classification accuracy results across multiple intensity levels for four 
signal-to-noise ratios (SNR). Each score under every SNR level is an average of three scores (see appendix C) 
as well as the average of scores from the four algorithms (3, 5, 6, and 7). 

 

Figure 6-16: Musical pitch estimation and classification accuracy scores across algorithms for varying signal-to-
noise ratios (SNR). Each score under every SNR level is an average of three scores, as well as across intensity 
levels (see appendix C for details). 
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Figure 6-17: Mean of the standard deviation of accuracy scores from Figure 6-15 and Figure 6-16 shown across 
(a) intensity levels and (b) SNR levels. Mean values here are calculated from the accuracy scores of four 

computational settings under algorithms 3, 5, 6, and, 7, and (a) across SNR, and (b) across intensity levels. 

6.3.3. Autocorrelogram File Sizes 

The storage of 2D autocorrelograms for pitch estimations of music notes is crucial for 

the identification of patterns of musical notes. A similar application is the use of over millions 

of 2D spectrograms for representing musical tracks in an extensive database for automatic 

music identification [14]. The storage size of these spectrograms is dependent on how they 

are computed, i.e. using either floating-point or fixed-point arithmetic, which consequently 

indicates how much electronic memory is required. Similarly, the same notion can be used 

on the autocorrelograms used in this chapter for pitch estimation. Thus, this section presents 

the difference in storage sizes of autocorrelograms computed in floating-point and fixed-point 

arithmetic. 

Figure 6-18 illustrates the file sizes of the autocorrelograms (AC) at 0 dBFS used as 

inputs to the musical notes pitch estimation algorithm described in subsection 6.3.1. ACs 

generated in software-based floating-point with multiply-accumulate (MAC) operations have 

the largest file sizes due to each sample in an AC matrix having formed with a double-

precision number as opposed to a single-precision number for each sample in an AC 

generated in hardware-based fixed-point arithmetic. As a result, floating-point generated 

ACs with MAC operations require more than 1.5 times storage space than fixed-point 

generated ACs with MAC operations. 

For the logical-AND-accumulated (AAC) generated ACs, each sample is an 

accumulation of single bits as opposed to double and single precision numbers for floating-

point MAC and fixed-point MAC ACs respectively. This difference results in AAC-generated 

ACs having even lower storage than the MAC-generated ACs, i.e. a fixed-point AAC-

generated AC requires 24 times less storage space than a floating-point MAC-generated 

AC. 
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Figure 6-18: (a) Autocorrelogram (AC) file sizes distributed across 0 dBFS three-octave group ranges for four 
different computation types; (b) Total AC file sizes for all three octave groups differentiated by the four 
computation types. Flt: Floating-point; Fix: Fixed-point; MAC: Multiply-accumulate; AAC: Logical AND-
Accumulate. 

6.3.4. Comparison with Other Models: Accuracy 

This subsection presents the comparison of the classification of monophonic musical 

notes with two other studies at only 0 dBFS. The reason behind this scarcity in comparison 

is that studies on pitch detection revolve mainly around speech [15] and polyphonic music 

[16]. With the RWC database, many studies are also undertaken with polyphonic music 

database [17]–[19] rather than the monophonic music database. Therefore, no comparison 

is performed for performances based on multiple intensity and SNR levels. The classification 

results from algorithm 7 (AGC enabled) is also not considered. 

Table 6-3 displays the results of the classification of musical notes extracted from the 

temporal profile of autocorrelograms (AC) generated from subsection 6.3.1 at 0 dBFS 

intensity level with two other publications. Cerezuela-Escudero et al. [20] used a binaural 64-

channel biologically-inspired model to generate spike trains that encode pitch information 

from a monophonic musical note. The spike trains are input to a two-layer neural network 

comprising a convolutional spiking layer and a winner-take-all (WTA) layer. The neural 

network is trained with four notes: F3, F4, F5, and F6. Fifty different musical notes played 

from an electric piano, are used to test the classifier to match the same four notes used for 

training the classifier, which resulted in a 97.5% classification accuracy. 

Avci et al. [21] used time and frequency features extracted from monophonic musical 

signals, specifically from the viola and violin as inputs to the classification algorithms. Four 

classifiers are used for classifying the musical notes: (1) linear distinction analysis; (2) k-

nearest neighbour (3) support vector machine; (4) random forests. Each classifier is trained 

with four notes (G3, D4, A4, and E5) from a viola and a violin. The classifiers are then tested 
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with 512 different notes from each of the two instruments to match with the four notes used 

for training the classifier. The classification results are then segregated based on the 

following extracted features: temporal, spectral and a combination of temporal and spectral 

features. The highest classification accuracy was reported for the combined temporal and 

spectral feature using the random forests classifier at 79.6%. 

Since Cerezuela-Escudero et al. [20] used four notes across four octaves (3 to 6) as 

inputs, the AC pitch estimation results from octaves 3 to 6 for the piano are extracted from 

subsection 6.3.1. Here, an octave result refers to the classification of twelve notes per 

octave. Classification accuracies for viola and violin are also extracted from subsection 6.3.1 

and included in the accuracy scores presented in Table 6-3, as Avci et al. [21] used musical 

notes from these two musical instruments as inputs. Hence, a total of 84 notes are used for 

testing the classifier described in this chapter. The AC responses are generated using AAC 

operations from the fixed-point (hardware) implementation of the CAR-Lite-ACF model. 

Algorithm 6 from Table 6-1 is used for estimating 𝑓0 from the AC responses. The estimated 

𝑓0 from the ACs are used independently as inputs to the classification algorithm described in 

subsection 6.2.5, whose accuracy scores are averaged and presented in Table 6-3. 

The highest classification accuracy occurs for [20] at 97.5% while the classification 

accuracy of the work presented in this chapter is the next highest at 89%. The key to the 

classification exercise in this chapter is the pitch estimation algorithm. These algorithms are 

designed based on three notes (A4, E4, and D#4) from the fourth octave of the piano. It 

estimates the fundamental frequency of a note and compares it with a ground truth 

frequency vector that is generated with equation (6-2). Hence, only a vector of 84 numbers 

representing the 𝑓0 of 84 classes of notes is used as training data in the classifier instead of 

four classes of notes from [20] and [21], whereby the length of each note signal is 

significantly larger than 84 numbers. Moreover, with a larger set of trained data, the classifier 

in this chapter is capable of classifying ten times more classes of notes than in [20] and [21] 

combined as observed in Table 6-3. 

Overall, although the 𝑓0 estimation algorithms used in this chapter have limited musical 

octave and musical instrument estimation ranges, they are still capable of operating beyond 

the three notes range as well as the musical instrument range (piano) that their designs are 

based on – which [20] and [21] do not showcase. 

Index Author Trained 
Notes 
Range 

Number of 
Tested 
Notes 

Instrument Accuracy 

1 Cerezuela-Escudero et al. 
[20] 

F3, F4, F5, 
and F6 

50 Electric 
Piano 

97.5% 

2 Avci et al. [21] G3, D4, A4, 
and E5 

512 Viola and 
Violin 

79.6% 

3 This work – AC C3-B6 (P), 
C3-B3 (V1), 
C5-B5 (V1), 
C5-B5 (V2) 

84 Piano (P), 
Viola (V1) 
and Violin 

(V2) 

89% 

Table 6-3: Comparison of the results of classifying musical notes between the work in this chapter and other 
works. 
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6.4. Summary and Conclusion 

This chapter presents algorithms for estimating fundamental frequency, 𝑓0, from the 

temporal profile of an autocorrelogram (AC). The AC is generated from the CAR-Lite-ACF 

model, which is described in chapter 4. The 𝑓0 estimation algorithms are designed using 

three piano notes from the fourth octave: A, E, and D#. The inputs to the 𝑓0 estimation 

algorithms are monophonic musical signals (single note from a single instrument) from 

several musical instruments across six octaves (2 to 7) with twelve notes per octave. A pitch 

matching classifier is used to match the estimated 𝑓0 with a ground truth vector of musical 

notes frequency for classification. Both the 𝑓0 estimation and pitch matching classification 

algorithms are implementable on FPGA to indicate that hardware-based classification of 

musical notes is achievable. 

The AC has a high accuracy for representing 𝑓0 only at mid-range octaves (4 and 5). 

The AC results also vary across different musical instruments but are generally inadequate 

for low-range (octaves 2 and 3), suggesting that a more robust algorithm should account for 

musical pitch as well as general cross-octave features. The results are consistent regardless 

of the computation types used to generate the input signals for classification, i.e. either 

multiply-accumulate (MAC), AND-accumulate (AAC), floating-point (software) arithmetic or 

fixed-point (hardware) arithmetic. 

Using musical signals from the fourth octave, the performances of the pitch estimation 

algorithms do not vary much across intensity levels. However, when an automatic gain 

control (AGC) algorithm is used for varying the gain of the input musical signals, there are 

more considerable variations across the performances of the algorithms than when the AGC 

is disabled. Furthermore, noise levels degrade the performances of these algorithms. These 

results indicate that the pitch estimation algorithms are not sufficiently robust in extracting 

pitch information when an AGC algorithm is used and when noise is added to the input 

signal. 

In conclusion, the hardware-based fixed-point implementation of the CAR-Lite-ACF 

model is capable of generating responses for representing musical pitch and consume lower 

storage space (also presented in chapter 4) than its software-based floating-point 

counterpart. However, their robustness must be improved to accommodate complex real-

world signals. One method to improve robustness is to use a running autocorrelation 

function [7] to ensure that peaks in the temporal summary profile do not decay for increasing 

lags, plausibly yielding a more reliable and simplified fundamental frequency estimation 

algorithm than the ones presented in this chapter. 
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7. Classification of Musical Instruments 

In this chapter, the auditory model described in chapter 5 (CAR-Lite-A1) is tested with 

real-world musical signals. The CAR-Lite cochlear model described in chapter 3 is used with 

monophonic input signals, which means that the input signal represents a musical note from 

a single musical instrument. These musical signals are sourced from the Real World 

Computing (RWC) musical instruments database [1].  

The output of the CAR-Lite cochlear model is transmitted to a spectro-temporal 

envelope extraction algorithm. This combined model is inspired by a mammalian primary 

auditory cortex (A1) model and is used for the classification of musical instruments described 

in this chapter. 

Two musical instruments classification algorithms are presented in this chapter. One of 

them is implementable on digital hardware such as a field-programmable gate array (FPGA). 

Again, the Occam’s Razor principle is adhered to ensure that the design of the classification 

algorithms remain simple for FPGA implementation while maintaining low computational 

resource utilisation. 

Besides the focus on an FPGA-implementable classification algorithm, the emphasis is 

also on the types of input signals used and their various combinations. Hence, the two 

proposed classification algorithms are used to test various possible input combinations to 

determine which combination generates the highest classification accuracy score. 

This chapter is divided into six parts to investigate the classification accuracies of the 

hardware-implementable algorithms. Section 7.1 details the manner timbre can be extracted 

from a sound signal. Section 7.2 describes the selection of musical notes and instruments. 

Section 7.3 describes the various representations of the input signals from the CAR-Lite-A1 

model, which are used as inputs to the classification algorithm. Section 7.4 details the 

classification algorithm and subsection 7.4.4 specifically details FPGA implementation. 

Section 7.5 presents the classification results. Finally, section 7.6 summarises and 

concludes this chapter. 

7.1. Timbre Representation 

Timbre describes the quality of a sound stimulus [2] regardless of its pitch [3] and 

loudness [4]. The quality of a sound is the shape of temporal and spectral features [5] that 

are unique to a sound source, which enables it to be an ideal cue for source recognition [6] 

and classification [7]. The temporal and spectral features of timbre are describable by 

several parameters. Essential temporal parameters include the time of the initial transient of 

a sound stimulus or attack time [8] and the temporal envelope of a sound stimulus [9]. 

Essential spectral parameters include the centre of gravity of a sound stimulus spectral 

energy, also known as spectral centroid, stimulus power spectrum around the spectral 

centroid, also known as spectral spread [10], and the variation of the stimulus spectrum over 

time or spectral flux [11]. According to Caclin et al. [12], the attack time and the spectral 

centroid parameters are the most widely reported timbre cues. This notion is reinforced by 

Kong et al. [13]. 

Another manner timbre is encoded is through spectro-temporal receptive fields (STRF) 

found in the mammalian primary auditory cortex, which capture spectro-temporal envelopes 
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from a sound stimulus [14]. Using mathematical STRF transfer functions to represent 

spectro-temporal envelopes, Patil et al. demonstrated a significant musical timbre 

classification success at approximately 98% accuracy conforming to psychoacoustical 

results [15]. Here, musical timbre is confined to monophonic musical signals from various 11 

classes of musical instruments. Since the CAR-Lite-A1 model described in chapter 5 is an 

abstract of the model used by Patil et al., this chapter is dedicated to musical timbre 

classification using the responses from the CAR-Lite-A1 model. The objective is to 

understand how well the responses of the CAR-Lite-A1 model perform in the classification of 

monophonic signals from musical instruments. From this exercise, more difficult 

classification tasks can be designed, such as segmenting and classifying polyphonic musical 

signals. 

7.2. Musical Notes Selection 

A total of 12 classes of musical instruments are used from the RWC database [1] for the 

classification of musical instruments. Each instrument class is divided into two subclasses 

based on its respective manufacturer. Four notes with normal playing styles are selected 

from each instrument. Three of the four notes, A3, D4, and G#4, selected are based on [15] 

while the fourth note A4, is randomly selected. If any one of these notes is unavailable, then 

the next higher or lower note is selected if available. Similarly, if the notes in octaves 3 and 4 

are unavailable, then the set of notes are selected from the next lower or higher octave if 

available. An example of this particular selection is for the harmonica (A4, G4, A5, and C5) 

and the flute (A4, D4, G#4, and A5). 

 Each of the four notes is further divided into three loudness levels: high, middle, and 

low. Hence, a total of 24 (3 loudness levels × 4 musical notes × 2 musical instruments per 

class) notes are used from each musical instrument class, which brings the combined total 

musical notes to 288 from 12 different musical instruments. Table 7-1 displays the musical 

instruments and their respective musical notes used for musical instruments classification. A 

further deliberation of musical notes selection based on pitch and loudness are presented in 

subsections 7.2.1 and 7.2.2, respectively. 

7.2.1. Timbre Invariance 

In psychoacoustic experiments, timbre invariance is the ability of a human listener to 

judge whether two different musical notes emanate from the same musical source, i.e. either 

a musical instrument or a singer [16]. Handel and Erickson found that non-musicians were 

able to successfully identify musical wind instruments if a series of musical notes emanating 

from the instruments are at most, one octave apart [16]. If the notes were more than an 

octave apart, the subjects were unable to identify the instruments correctly. Marozeau et al. 

extended the experiments to include musical stringed instruments and found similar findings 

to Handel and Erickson [10]. Hence, for non-musicians, the timbre invariance bandwidth is 

one octave. Steele and Williams also had the same findings regarding non-musician using 

musical wind instruments but found that the timbre invariance bandwidth was higher for 

musicians, up to 2.5 octaves [17]. 

To characterise timbre invariance described in the aforementioned psychoacoustic 

experiments, the response of a computational model must not be affected by changes in 

pitch in the range of 1 to 2.5 octaves. Calhoun and Schreiner reported that the response of 

ripple transfer function characterising the functional primary auditory cortex (A1)  remains a 



221 
 

constant shape regardless of the change in the fundamental frequency, 𝑓0, or the changes in 

the number of frequency components [18]. In other words, the ripple transfer functions are 

capable of representing timbre invariance, similar to those in the NSL model. Indeed, Patil et 

al. demonstrated a high classification accuracy of musical instruments (11 classes) with 

responses from such ripple transfer functions in the NSL model [15]. He used three musical 

notes distributed within two octaves, per musical instrument, to perform the classification 

task. The usage of three notes distributed in two octaves is within the timbre invariance 

maximum bandwidth limit of 2.5 octaves mentioned in the preceding paragraph. 

For the classification of musical instruments using the CAR-Lite-A1 model responses as 

input to a classifier described within this subsection, four notes are used per musical 

instrument distributed over two octaves, i.e., within the timbre invariance maximum 

bandwidth (of 2.5 octaves). The selected notes include two notes that are an octave apart 

(e.g. start note, A3, and A4 – note A from the third and fourth octaves) and two additional 

randomly selected notes within two octaves above the start note [e.g. D4 and G#4 – notes D 

and G# (known as G-sharp) from the fourth octave]. Table 7-1 details the notes used from 

12 musical instrument classes for the classification exercise. 

7.2.2. Dynamics and Articulation 

The previous subsection (7.2.1) presented the relationship between timbre and pitch. In 

this subsection, the relationship between timbre and loudness is explored as well as the 

playing style of a musical instrument. 

Melara and Marks found crosstalk between timbre and loudness, which led to bright 

sounds perceived by human listeners to be louder than dull sounds [19]. Here, bright sounds 

are sound that contains more high-frequency components than dull sounds. The change in 

the loudness levels in a series of musical notes is known as the dynamics of a musical piece 

[20]. According to Nakamura [21] as well as Fabiani and Friberg [22], the perception of 

dynamics does not correspond to a fixed sound level but is attributed more to the playing 

style of a specific musical instrument. In other words, it is largely dependent on a musician’s 

style of playing a musical instrument based on a musical context that the musician wishes to 

convey to a listener. However, from the perspective of gauging the capability of software and 

hardware models in classifying musical instruments involving monophonic musical signals, 

the dynamics of each note is fixed at three discrete sound levels. They include forte (high) 

[23], mezzo (medium) [24], and piano (low) [25]. 

The playing style, also known as articulation, is the manner of separation of single notes 

or a group of notes usually indicated by the composer as markings in a musical score [26]. 

Musical notes with several articulation styles are used across all musical instruments from 

Table 7-1. However, they can be classified generally as normal [labelled in Table 7-1 for 12 

musical instrument classes as normal (NO), hard mallet / normal (HN), soft mallet / normal 

(SN), apoyando / finger (AF), al aire / finger (RF), apoyando / pick (AP), al aire / pick (RP)] 

and staccato [labelled in Table 7-1 for 12 instrument classes as staccato (ST), tonguing 

(TO), and spiccato (SP)]. A normal articulation is when the resonance of a musical note is 

allowed to either gradually decay to silence or resonate to a duration equivalent to the point 

of transition from gradual decay to silence. For a wind instrument, this duration is subject to 

a musician’s judgement to allow the instrument to resonate as long as possible. In contrast, 
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a staccato articulation is when a musical note ends before its normal articulation duration 

[26]. 

 

Table 7-1: Twelve classes of musical instruments and their respective notes from the RWC database [1] used in 
the classification of musical instruments using the responses of the CAR-Lite-A1 model. Each instrument class is 
further divided into two subclasses based on two separate manufacturers, with each subclass containing the 
same notes played from the instrument, e.g. 1 set of notes (A3, D4, G#4, and A4) recorded from a Yamaha piano 
and another set of the same notes recorded from a Steinway piano for classification. Note that ‘S’ in the ”Note 
Used” column represents string number for musical notes generated by musical stringed instruments. Also note 
the following abbreviation – NO: Normal; ST: Staccato; HN: Hard mallet / Normal; SN: Soft mallet / Normal; TO: 
Tonguing; AF: Apoyando / Finger; RF: Al aire / Finger; AP: Apoyando / Pick; RP: Al aire / Pick; SP: Spiccato. 

7.3. Feature Representation 

This subsection presents how features of musical notes from various musical 

instruments are extracted for the classification of musical instruments. Subsection 7.3.1 

addresses the usage of monophonic musical notes regardless of their respective varying 

lengths (time durations). This notion then results in the use of summary profiles, as 

presented in subsection 7.3.2. 

7.3.1. Temporal Invariance 

The musical notes extracted from the RWC database have varying time durations. A 4D 

CAR-Lite-A1 model output response of a musical note has the following dimensions based 

on the same settings as chapter 5: 𝑠𝑓 × 𝑛 × 𝑠𝑠 × 𝑠𝑟. Here, 𝑠𝑓 is the number of cochlear 

sections, fixed at 108; 𝑠𝑠 is the number of scale filters, fixed at 9; 𝑠𝑟 is the number of rate 

filters, fixed at 13; 𝑛 is the number of samples corresponding to the time duration of a 

Index Instrument Articulation Manufacturer Subclass 1 Subclass 2

1 Yamaha

2 Steinway & Sons

3 Musser

4 Saito

5 Musser

6 Yamaha

7 Hohner - Blues Harp

8 Hohner - Chromatic

9 Stafford

10 Kohno Masaru

11 Ovation

12 Yamaha

13 Andre Dugad

14 Iida Yu

15 Conn

16 S.E. Shires

17 Yamaha

18 Yanagisawa

19 Heckel

20 Puchner

21 Buffer Crampon

22 Selmer

23 Sankyo

24 Louis Lot

Clarinet NO and ST A3, D4, G#4, A4

Flute NO and ST A4, D4, G#4, A5

Bassoon NO and ST A3, D4, G#4, A4

Trombone NO and ST A3, D4, G#4, A4

Soprano Sax NO and ST A3, D4, G#4, A4

Viola NO and SP
A3-S3, D4-S2, G#4-S2, 

A4-S1

Acoustic Guitar AP and RP
A3-S3, D4-S2, G#4-S1, 

A4-S1

Harmonica NO and TO A4, G4, A5, C5

Classical Guitar AF and RF
A3-S3, D4-S2, G#4-S1, 

A4-S1

Vibraphone HN and SN A3, D4, G#4, A4

Marimba HN and SN A3, D4, G#4, A4

Notes Used

Piano NO and ST A3, D4, G#4, A4
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musical note. In image classification, the size of the images is fixed [27]. With this principle, it 

is ideal to keep dimension sizes constant for the classification task in this exercise. One 

method is to truncate the sample size, 𝑛, to a small fixed sample size. This act involves 

finding the ‘attack’ or onset segment of a musical note up to either its ‘sustain’ segment, 

where the amplitude of the input signal remains constant or its ‘decay’ segment, where the 

amplitude of the input signal decays, whichever exists and is encountered first. The 

truncation size is dependent on the selected musical note from the database with the 

smallest time duration. The disadvantage of this method is that a small sample size would 

result in the loss of information critical to timbre characteristics of the instrument. 

Instead of truncating the sample size down, an alternative method is to use all the 

samples in the signal and generate a summarised representation, similar to summary 

autocorrelation profile used by Meddis [28], and summary rate-scale profile used by Chi et 

al. [29]. Although high temporal resolution information is replaced with low temporal 

resolution information in this method, the latter captures the envelope summary of an entire 

musical note (all the samples corresponding to the time duration of the note) instead of a 

truncated segment of the note. The reduced number of dimensions also ensures a reduction 

in computational resources such as memory as well as processing time. Another advantage 

is that a summarised representation provides intuitive visual cues that may not be captured 

with a large high-resolution 4D matrix. 

7.3.2. Summary Profiles 

The features used for the classification of musical instruments are represented by four 

types of input signals corresponding to recordings from four stages of the CAR-Lite-A1 

model. They include a 1D summary spectral profile of the inner hair cell (IHC) stage denoted 

as 𝐴1𝑥; a 2D summary scale filter output (𝐴1𝑦); a 2D summary upward (𝑈𝑝) and a 2D 

summary downward (𝐷𝑜𝑤𝑛) neuron directional response. Figure 7-1 illustrates the signals 

for an A3 musical note (normal style and forte dynamics) played on a piano. The IHC 

summary spectral profile consists of the summed columns of a 2D IHC output matrix. As 

there are 108 cochlear sections, an IHC summary spectral profile is a 1 × 108 vector. The 

remaining three signals are each a 2D matrix transformed from a 4D matrix. It involves 

collapsing the time and frequency dimension while retaining 13 temporal velocity and 9 

spectral density components. In other words, fine spectro-temporal information is removed, 

while coarse spectro-temporal envelope information is retained. 

As an illustration, a 4D 108 × 375 × 9 × 13 matrix is transformed into a 2D 9 × 13 matrix. 

Each element in the transformed 9 × 13 matrix is a summary of a 108 × 375 matrix 

corresponding to a specific rate (centre velocity of a rate filter) and scale (centre density of a 

scale filter) term. There is a total of 13 rate filters and 9 scale filters. Two methods are used 

to achieve this summarised transformation as detailed in chapter 5: finding the a) RMS and 

b) the sum of every 108 × 375 example matrix. The result of either the RMS or sum 

operation of one 108 × 375 example matrix leads to a single number. Combining this 

number from each of 13 rate filters and each of 9 scale filters, leads to the generation of a 9 

× 13 matrix. For each instrument, six 9 × 13 matrices are generated in addition to the IHC 

spectral profile (𝐴1𝑥), i.e. three (𝐴1𝑦, 𝑈𝑝, and 𝐷𝑜𝑤𝑛) from the RMS operation and three 

(𝐴1𝑦, 𝑈𝑝, and 𝐷𝑜𝑤𝑛) from the sum operation. 
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Figure 7-1: Fixed-point response of (a) an A3 note played from a piano recorded from the following stages of the 
CAR-Lite-A1 model: (b) Summary spectral profile of the 2D IHC matrix; summary rate-scale cascaded filter 
output calculated using (c) sum and (d) RMS operations; summary upward neuronal response calculated using 
(e) sum and (f) RMS operations; summary downward neuronal response calculated using (g) sum and (h) RMS 
operations. 
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7.4. Input Similarity and Classification Algorithms 

The simplest method of finding the similarity between two images (2D matrices) is to 

calculate the 2D correlation between them. This equation results in the generation of a single 

floating-point value that defines the similarity between the two images. However, the 2D 

correlation equation comprises several nonlinear mathematical operations, which are 

obstacles in the implementation of the equation on an FPGA as is presented in subsection 

7.4.1. Subsection 7.4.2 presents the timbre distance algorithm as an alternative to the 2D 

correlation. This algorithm does not contain any nonlinear mathematical operations and thus, 

is implementable on an FPGA. 

Subsection 7.4.3 introduces two classification algorithms: a linear classifier using the 2D 

correlation coefficient algorithm from subsection 7.4.1 and a k-nearest neighbour (KNN) 

classifier using the timbre distance algorithm from subsection 7.4.2. Subsection 7.4.4 

presents the FPGA implementation of the timbre distance algorithm presented in subsection 

7.4.2 as well as the KNN classifier in subsection 7.4.3. Finally, subsection 7.4.5 describes 

the application of the two classification algorithms on the musical notes from various musical 

instruments. Here, each note is represented by the summary profiles described in 

subsection 7.3.2. 

7.4.1. 2D Correlation Coefficient (CC) 

The basic algorithm used in the linear classifier is a 2D correlation coefficient equation. 

This algorithm has been used by Dau et al. to find similarities between a predictive model 

response (described in chapter 2 under the section of functional primary auditory cortical 

model review) and the performance responses of subjects in psychoacoustic experiments 

[30]. The 2D correlation coefficient equation is defined as: 

 
𝐶𝐶 =

∑ ∑ (𝐴𝑚,𝑛 − �̅�)𝑛 (𝐵𝑚,𝑛 − �̅�)𝑚

√(∑ ∑ (𝐴𝑚,𝑛 − �̅�)
2

𝑛𝑚 ) (∑ ∑ (𝐵𝑚,𝑛 − �̅�)
2

𝑛𝑚 )

 
(7-1) 

 

where 𝐶𝐶 is a correlation coefficient showing the degree of similarity between two 𝑚 × 𝑛 

sized matrices, 𝐴 and 𝐵; �̅� and �̅� are the averages of 𝐴 and 𝐵 respectively. A 𝐶𝐶 score of 1 

indicates identical matrices; 0 shows no resemblance; -1 shows two images that are 

inverted, e.g. if matrix 𝐴 contains all positive elements, then 𝐵 = −𝐴 or if matrix 𝐵 has same 

the elements as matrix 𝐴 with the elements in the former swapped horizontally and vertically. 

As an example of the similarity indication with the 2D correlation coefficient (CC), let us 

consider finding the CC, between the following four 2D matrices: 

𝑎 = [
1 2
3 4

] ; 𝑏 = [
11 12
13 14

] ; 𝑐 = [
1 3
4 2

] ; 𝑑 = [
9 2
6 9

] 

The CC between matrices 𝑎 and 𝑏 is 1.0, indicating the difference between the elements in 

the two matrices is the same despite all the elements in 𝑏 being different from 𝑎. However, 

all the elements in 𝑏 are shifted from 𝑎 by 10, i.e., each component in 𝑎 is nonlinearly scaled. 

In such a case, 𝑏 represents a larger intensity signal than 𝑎 but both are still considered 

identical to each other. In other words, a 2D summary representation of a high intensity 
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(forte) musical signal is highly similar to a 2D summary representation of a low intensity 

(piano) musical signal, and therefore, the CC between them is close to 1 (see chapter 5 for a 

description of how 2D summary profiles are generated). The CC between 𝑏 and 𝑐 is 0.4, 

indicating low similarity. The CC between c and d is -0.6, indicating non-similarity as well as 

image inversion. 

Despite containing square root and division operations, the implementation of the 2D 

correlation coefficient defined by equation (7-1) on FPGA is possible. This practice involves 

the use of numerical methods such as the Newton-Raphson method [31] to implement the 

square-root and division operations. The numerical methods aim to minimise the errors 

between an input variable and a function output. The error for a square-root operation is 

calculated as: 

 𝑒𝑠𝑞𝑟𝑡 = 𝑥 − (𝑦𝑠𝑞𝑟𝑡 ∙ 𝑦𝑠𝑞𝑟𝑡) (7-2) 

 

where 𝑦𝑠𝑞𝑟𝑡 is the square of an input variable, 𝑥. The error for a division operation is 

calculated as: 

 𝑒𝑑𝑖𝑣 = 𝑥𝑛𝑢𝑚 − (𝑥𝑑𝑒𝑛 ∙ 𝑦𝑑𝑖𝑣) (7-3) 

 

where 𝑦𝑑𝑖𝑣 is the resultant division output value, and 𝑥𝑛𝑢𝑚 is the numerator input value and 

𝑥𝑑𝑒𝑛 is the denominator input value. The errors in both equations are calculated iteratively. 

The outputs 𝑦𝑠𝑞𝑟𝑡 and 𝑦𝑠𝑞𝑟𝑡 are increased in increment of 1 per iteration until the errors, 𝑒𝑠𝑞𝑟𝑡 

and 𝑒𝑑𝑖𝑣 fall below a threshold error set at 1. The final values of 𝑦𝑠𝑞𝑟𝑡 and 𝑦𝑠𝑞𝑟𝑡 are ideally 

the approximation of the square root and division operations, respectively. Since this 

implementation is targeted for an FPGA, the input values are expected to be in fixed-point 

integers. 

Figure 7-2 depicts the degree of similarity calculated using various two input 

combinations of matrices 𝑎 to 𝑑. CC is a vector of correlation coefficients calculated using 

equation (7-1). 𝑦𝑑𝑖𝑣 is a vector of 16 bit variables representing the fixed-point approximations 

of the CC using equations (7-2) and (7-3). 𝑒𝑠𝑞𝑟𝑡 and 𝑒𝑑𝑖𝑣 are two vectors containing 16 bit 

numbers calculated from equations (7-2) and (7-3) and normalised by their respective 

maximum vector values. 

The mean of each input matrix (�̅�, and �̅�) is calculated using the average of the all the 

values from each matrix. This algorithm is implementable on FPGA with a right-shift 

operation on the sum of all the values. As the CC values range between -1 to 1, the output of 

𝑦𝑑𝑖𝑣 does not vary as the fixed-point numbers are rounded to the nearest whole number. In 

this case, the rounded number is 1. Hence, the fixed-point CC does not correspond to the 

conventionally calculated CC. An alternative method of calculating the CC is by using the 

two error values, 𝑒𝑠𝑞𝑟𝑡 and 𝑒𝑑𝑖𝑣. This characteristic is observable in Figure 7-2, where their 

responses follow the responses of the CC, even though they are offset vertically. 
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Figure 7-2: A comparison of correlation coefficients (CCs) calculated from equation (7-1), 𝑦𝑑𝑖𝑣, 𝑒𝑠𝑞𝑟𝑡, and 𝑒𝑑𝑖𝑣 that 

are based on various two input combinations between matrices a to d. Note that the lines for 𝑒𝑠𝑞𝑟𝑡, and 𝑒𝑑𝑖𝑣 are 

normalised to their respective maximum values. 

7.4.2. Timbre Distance (TD) 

The 2D correlation coefficient defined by equation (7-1) uses several mathematical 

operations such as average, square-root, and division, which require numerical methods for 

evaluation. Although the numerical methods in subsection 7.4.1 are implementable on 

FPGA, the latencies of the numerical methods vary and are mostly dependent on the bit 

width of the sample values in the input matrices. Hence, numbers with large bit widths 

require a longer time to process than numbers with short bit widths. Furthermore, there is a 

likelihood that the approximated correlation coefficient (CC) is affected as observed by 𝑦𝑑𝑖𝑣 

in Figure 7-2, whose approximated CC values are all 1 for various 2D input correlations – 

different from the actual CC depicted in the same graph. This effect, in turn, results in 

inaccurate hardware-based classification scores. 

An alternative to the 2D-correlation algorithm in subsection 7.4.1 is to calculate the 

timbre distance. This method is inspired by the calculation of the Euclidean distance used by 

Meddis and O’Mard to find the distance between peaks in a temporal profile of an 

autocorrelogram to acquire pitch information, i.e. fundamental frequency [32]. The first of 

three steps involves calculating the differences between the samples in the two 2D input 

matrices [from equation (7-1)]: 

 ∆𝑚,𝑛= |𝐴𝑚,𝑛 − 𝐵𝑚,𝑛| (7-4) 

 

Summing all the error samples in ∆𝑚,𝑛 yields: 

 𝑠𝑒 = ∑ ∑ ∆𝑚,𝑛

𝑛𝑚

 (7-5) 
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where 𝑠𝑒 is the sum of error samples which defines the similarity between the two input 

images, i.e. a small 𝑠𝑒 shows a larger degree of similarity, whereas a large 𝑠𝑒 shows a 

smaller degree of similarity. 

As an example, calculating 𝑠𝑒 for matrix 𝑎 and 𝑏 (defined in subsection 7.4.1) and for 

matrix 𝑏 and 𝑐 matrices yield two values: 40 and 40. These numbers indicate that matrices 𝑎 

and 𝑐 are not similar to matrix 𝑏 but are most likely identical to each other. However, this 

conclusion is inaccurate if the contents of the two matrices are observed from subsection 

7.4.1. This characteristic is reinforced in the same subsection, where the CC between 𝑎 and 

𝑏 is 1.00, and for matrices 𝑏 and 𝑐, it is 0.40. In other words, despite matrix 𝑏 having 

samples with larger magnitudes than those from matrix 𝑎, the distance (error) between the 

neighbouring magnitudes of samples in 𝑎 and 𝑏 are the same. Hence, an alternative 

approach is required, as presented next. 

Finding the sums of horizontal differences of neighbouring samples in 𝑎, 𝑏, and 𝑐 yield 

𝑠ℎ𝑎, 𝑠ℎ𝑏 and 𝑠ℎ𝑐, respectively: 

𝑠ℎ𝑎 = ∑ [
|1 − 2|
|3 − 4|

] = ∑ [
1
1

] = 2 

𝑠ℎ𝑏 = ∑ [
|11 − 12|
|13 − 14|

] = ∑ [
1
1

] = 2 

𝑠ℎ𝑐 = ∑ [
|1 − 3|
|4 − 2|

] = ∑ [
2
2

] = 4 

Since 𝑠ℎ𝑎 and 𝑠ℎ𝑏 are equal at 2, these results coincide with the CC between 𝑎 and 𝑏 being 

1.00, indicating similarity. Conversely, 𝑠ℎ𝑎 and 𝑠ℎ𝑐 are different at 2 and 4, respectively, 

which correspond to the low degree of similarity of 0.40 between matrix 𝑎 and 𝑐. 

So, the sum of magnitude errors between neighbouring horizontal samples is applicable 

directly to ∆𝑚,𝑛 calculated from equation (7-4), which results in the timbre distance 

concentrated in the horizontal direction, 𝑇𝐷ℎ, between two 2D sound images. Hence, the 

second of the three steps is the calculation of the directional timbre distance variable: 

 𝑇𝐷ℎ = ∑ ∑|∆𝑚,𝑛 − ∆𝑚,𝑛+1|

𝑛𝑚

 (7-6) 

 

Applying this formula across vertically neighbouring samples yields: 

 𝑇𝐷𝑣 = ∑ ∑|∆𝑚,𝑛 − ∆𝑚+1,𝑛|

𝑛𝑚

 (7-7) 

 

The final step involves summing both 𝑇𝐷ℎ and 𝑇𝐷𝑣 yielding the overall timbre distance, 𝑇𝐷 

between the two input matrices representing the two sound signals: 

 𝑇𝐷 = 𝑇𝐷ℎ + 𝑇𝐷𝑣 (7-8) 
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As an example, let us find the timbre distance between matrices 𝑎 and 𝑏 (𝑎 vs 𝑏), 𝑎 and 

𝑐 (𝑎 vs 𝑐) as well as 𝑎 and 𝑑 (𝑎 vs 𝑑). The first step is to use equation (7-4) to find the 

difference between each of the three pairs of matrices mentioned before: 

∆𝑚,𝑛(𝑎 𝑣𝑠 𝑏) = |[
1 2
3 4

] − [
11 12
13 14

]| = [
10 10
10 10

] 

∆𝑚,𝑛(𝑎 𝑣𝑠 𝑐) = |[
1 2
3 4

] − [
1 3
4 2

]| = [
0 1
1 2

] 

∆𝑚,𝑛(𝑎 𝑣𝑠 𝑑) = |[
1 2
3 4

] − [
9 2
6 9

]| = [
8 0
3 5

] 

The second step involves applying equations (7-6) and (7-7) to find the horizontal (𝑇𝐷ℎ) and 

vertical (𝑇𝐷𝑣) timbre distances between the magnitudes of samples from the three matrices 

from above: 

𝑇𝐷ℎ(𝑎 𝑣𝑠 𝑏) = ∑ ∑ [
|10 − 10|
|10 − 10|

]

𝑛𝑚

= ∑ [
0
0

]

𝑛

= 0 

𝑇𝐷𝑣(𝑎 𝑣𝑠 𝑏) = ∑ ∑[|10 − 10| |10 − 10|]

𝑛𝑚

= ∑[0 0]

𝑚

= 0 

𝑇𝐷ℎ(𝑎 𝑣𝑠 𝑐) = ∑ ∑ [
|0 − 1|
|1 − 2|

]

𝑛𝑚

= ∑ [
1
1

]

𝑛

= 2 

𝑇𝐷𝑣(𝑎 𝑣𝑠 𝑐) = ∑ ∑[|0 − 1| |1 − 2|]

𝑛𝑚

= ∑[1 1]

𝑚

= 2 

𝑇𝐷ℎ(𝑎 𝑣𝑠 𝑑) = ∑ ∑ [
|8 − 0|
|3 − 5|

]

𝑛𝑚

= ∑ [
8
2

]

𝑛

= 10 

𝑇𝐷𝑣(𝑎 𝑣𝑠 𝑑) = ∑ ∑[|8 − 3| |0 − 5|]

𝑛𝑚

= ∑[5 5]

𝑚

= 10 

Finally, the combined timbre distances (𝑇𝐷) between 𝑇𝐷ℎ and 𝑇𝐷𝑣 are calculated: 

𝑇𝐷(𝑎 𝑣𝑠 𝑏) = 𝑇𝐷ℎ(𝑎 𝑣𝑠 𝑏) + 𝑇𝐷𝑣(𝑎 𝑣𝑠 𝑏) = 0 + 0 = 𝟎 

𝑇𝐷(𝑎 𝑣𝑠 𝑐) = 𝑇𝐷ℎ(𝑎 𝑣𝑠 𝑐) + 𝑇𝐷𝑣(𝑎 𝑣𝑠 𝑐) = 2 + 2 = 𝟒 

𝑇𝐷(𝑎 𝑣𝑠 𝑑) = 𝑇𝐷ℎ(𝑎 𝑣𝑠 𝑑) + 𝑇𝐷𝑣(𝑎 𝑣𝑠 𝑑) = 10 + 10 = 𝟐𝟎 

So, if two input matrices are similar as is the case between 𝑎 and 𝑏, the timbre distance 

between them is close to 0 (bold number highlighted in yellow). A 2D correlation between 

them results in a CC of 1. If the two input matrices are not similar, the timbre distance 

between them is non-zero (bold numbers highlighted in blue and green), while the 2D 

correlation between the input matrix pairs result in CCs close to 0. The TD is larger between 

𝑎 and 𝑑 (TD = 20) than 𝑎 and 𝑐 (TD = 4). The CCs between 𝑎 and 𝑑 is at 0.16, which is 

lesser than the CC between 𝑎 and 𝑐 at 0.40. Thus, the larger the timbre distance, the lower 

the CC, which indicates a higher degree of dissimilarity between the two input matrices. 
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7.4.3. Classification 

This subsection presents two classification algorithms used for the classification of 

musical instruments. The first involves a linear classifier using the 2D correlation coefficient 

described in subsection 7.4.1. The second involves a k-nearest neighbour (KNN) classifier 

using timbre distance described in subsection 7.4.2. 

The main difference between the linear and the KNN classifiers is the method a 

prediction is made for a test signal. For an input musical (test) signal corresponding to an 

unknown musical instrument, this characteristic refers to the prediction of a musical 

instrument from a known (trained) set of signals of musical instruments most similar to the 

input signal. This similarity corresponds to the maximum of a vector of correlation 

coefficients (CC) for the 2D correlation coefficient algorithm as part of a linear classifier: 

 𝐶𝐶𝑚𝑎𝑥 = max
𝑖 ∈ 𝑁

𝐶𝐶(𝑖) (7-9) 

 

where 𝑖 is the index of a single CC out of a total of 𝑁 CCs. For example, the comparison 

between matrix a and matrices b [CC(1) = 1.00], c [CC(2) = 0.40], and d [CC(3) = 0.16] in 

subsection 7.4.1 results in a maximum CC of 1.00. This result indicates that matrix b is the 

most similar to matrix a. 

Conversely, the similarity in a KNN classifier is the minimum value from a timbre 

distance (TD) vector: 

 𝑇𝐷𝑚𝑖𝑛 = min
𝑖 𝜖 𝑁

𝑇𝐷(𝑖) (7-10) 

 

As an example, comparing the TD between matrix a and matrices b [TD(1) = 0], c [TD(2) = 

4], and d [TD(3) = 20] results in a minimum TD of 0. This result also indicates that matrix b is 

the most similar to matrix a. 

7.4.4. FPGA Implementation 

This subsection describes the FPGA implementation of the timbre distance algorithm as 

well as the k-nearest neighbour (KNN) classification algorithm described in subsections 7.4.2 

and 7.4.3, respectively. The Altera Cyclone V starter kit with a 5CGXFC5C6F27C7 FPGA 

chip operating at a system clock rate of 100 MHz is utilised for implementing a finite state 

machine (FSM) with nine states in a single top module using SystemVerilog. The minimum 

latency for processing all nine states serially is 90 ns. However, as several states within the 

FSM are iteratively processed, the overall latency is dependent on the size of the input 

matrices. 

State 0 initialises all constants. State 1 processes equation (7-4) to calculate y_d 

corresponding to the difference between two input matrices, ∆𝑚,𝑛. States 2, 3, and 4 process 

equations (7-6) and (7-7) to calculate y_TD_h and y_TD_v corresponding to the directional 

timbre distances, 𝑇𝐷ℎ and 𝑇𝐷𝑣, respectively. The input numbers to the summation algorithm 

to generate y_TD_h and y_TD_v are stored in y_Horz_Dir and y_Vert_Dir, respectively. 

State 5 processes equation (7-8) to calculate y_TD corresponding to the combined timbre 

distance, 𝑇𝐷. State 6 updates the state indices and decides the next state to process. If 

there are more one input matrix in the queue, the FSM returns to state 1 to process them. 
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Otherwise, it goes to state 7, where the KNN classification algorithm is processed. Here, the 

minimum of all combined timbre distances (𝑇𝐷), y_min_TD, is determined in accordance 

with equation (7-10). The output of the classifier is made available in state 8. 

Figure 7-3 illustrates the FPGA implementation of the application of the KNN classifier to 

the example presented in the latter half of 7.4.2, i.e. finding the minimum timbre distance 

between the following input matrices: a vs b, a vs c, and a vs d. The numbers bounded 

between two yellow vertical lines or highlighted in yellow correspond to the results of the 

algorithms applied to input matrices a and b. The ones in blue and green show the results of 

a vs c and a vs d, respectively. y_d1 to y_d4 projects ∆𝑚,𝑛 corresponding to the difference 

between the samples in the two input matrices, where y_d1 and y_d2 are the numbers in the 

top row of ∆𝑚,𝑛 and y_d3 and y_d4 are numbers in the bottom row. From y_d1 to y_d4, 

y_Horz_Dir_1 to y_Horz_Dir_4 as well as y_Vert_Dir1 to y_Vert_Dir4 are calculated. 

Subsequently, the directional and combined timbre distances, y_TD_h, y_TD_v, and y_TD 

are calculated. y_TD is used as input to the classifier using the three combined timbre 

distance values, 0, 4, and 20 related to a vs b, a vs c, and a vs d, respectively. Here, a is the 

test data, and b, c and are the trained data. y_min_TD illustrates the minimum timbre 

distance of 0, which corresponds to matrix b as depicted by y_min_TD_Mat as 1. In other 

words, since matrix b has the lowest timbre distance to matrix a, it is the most similar to a as 

opposed to c and d. Note that the sample indices of matrices, a, b, c, and d are represented 

on FPGA as 0, 1, 2, and 3. 

Table 7-2 presents the computational resources required by an Altera Cyclone V FPGA 

to process the timbre distance and KNN classification algorithms. The number of ALM and 

registers utilised for the algorithm here is lower than the resources used for the AC 𝑓0 

estimation algorithms in chapter 6, due to two reasons. Firstly, the number of samples used 

in the input signals here is smaller than the number of samples used in the input signals of 

AC 𝑓0 estimation algorithms. Since the algorithms described in this subsection is scalable, 

the computational resources increase if the number of input samples grows. Secondly, the 

AC 𝑓0 estimation algorithms are each a culmination of three (subsections 6.2.1, 6.2.2, and 

6.2.3) algorithms, respectively, in comparison to a single algorithm (timbre distance) here. As 

a result, the power consumed by an FPGA is smaller for the timbre distance and KNN 

classification algorithms described here than the AC 𝑓0 estimation algorithms. Finally, no 

digital signal processors (DSPs) are used as expected, as the timbre distance and KNN 

classification algorithms do not contain any multiplication operation. 

FPGA Number of 
ALM Utilised 

(out of 29,080) 

Number of 
Registers 
Utilised 

Number of 
DSPs Utilised 

(out of 150) 

Power (mW) 

Altera Cyclone 
V 

332 (1.1%) 655 0 (0%) 239 

Table 7-2: Computational resources used by an Altera Cyclone V to implement the timbre distance and KNN 
classification algorithms. 
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Figure 7-3: Output vector waveform of an FPGA implementation of the timbre distance and the KNN classifier 
algorithms presented in subsections 7.4.2 and 7.4.3, respectively. Part (a) displays the results of a vs b, and the 
partial results of a vs c, while part (b) is a continuation of (a) showing the remaining results of a vs c as well as a 
vs d. Classification results are in orange highlight. 

7.4.5. Application to Musical Signals 

This subsection describes how the musical signals are used in the classification of the 

musical instruments. As there are equal number of trained and test signal sets, each test 

signal under a musical instrument class comprising the four notes and three loudness levels 

are compared to the trained signals for all musical instrument classes. The trained signal 

with the highest match score is the instrument class that matches the test signal instrument 

class. This match is considered successful if the labels associated with the trained and test 

classes match. Otherwise, it is a considered classification failure. An example of this 

classification is presented the following paragraphs. 
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Figure 7-4 displays the layout of the musical classification algorithm with four musical 

instrument classes as an example. Its output is a 4 × 4 matrix of 𝑃 variables. Here, 𝑃 

represents either CC from a linear classifier or TD from a KNN classifier. In the classification 

task of musical instruments presented in section 7.5, twelve instrument classes are used to 

generate a 12 × 12 output matrix. The inputs, 𝑥𝑖𝑎𝑘 and 𝑥𝑗𝑏𝑘, correspond to either one of the 

four input signals [𝐴1𝑥 (𝑘 = 1), 𝐴1𝑦 (𝑘 = 2), 𝑈𝑝 (𝑘 = 3), or 𝐷𝑜𝑤𝑛 (𝑘 = 4)] addressed by 

index, 𝑘. To calculate the 4 × 4 output matrix, the four musical instrument classes are 

divided into two groups based on its manufacturer, whereby 𝑎 is the trained group and 𝑏 is 

the test group. The input signal of instruments in groups 𝑎 (input signal, 𝑥𝑖𝑎) and 𝑏 (input 

signal, 𝑥𝑗𝑏) are individually addressed by indices 𝑖 and 𝑗 respectively – for illustration in 

Figure 7-4, 𝑖 and 𝑗 range from 1 to 4. Each musical instrument class has four notes at three 

dynamic levels, and so there are a total of twelve notes per instrument, which means that a 

4 × 4 × 12 output matrix is generated and averaging the 𝑃 values across the twelve notes 

result in a 4 × 4 matrix, 𝑃𝑖𝑎𝑘,𝑗𝑏𝑘, as seen in Figure 7-4. At this stage, 𝑃𝑖𝑎𝑘,𝑗𝑏𝑘 corresponding to 

one of the four signal types can be combined with the other three signal types (or more) by 

further averaging, to form 𝑃𝑖𝑎,𝑗𝑏. 

In the case of a linear classifier, all 𝑃 elements from Figure 7-4 are replaced with 𝐶𝐶 

values. The index of the maximum 𝐶𝐶, 𝑃𝑚, is extracted from every column of 𝐶𝐶𝑖𝑎,𝑗𝑏 based 

on equation (7-9): 

𝑃𝑚 = max
𝑗𝑏 ∈ 𝐼

(∑
1

𝐷
∑

1

𝑁
∑ 𝐶𝐶𝑖𝑎𝑘,𝑗𝑏𝑘,𝑛,𝑑

𝑁

𝑛=1

𝐷

𝑑=1

𝐾

𝑘=1

) (7-11) 

 

where 𝐼 is the total number of musical instrument classes with 𝑖 addressing instrument labels 

from group 𝑎 and 𝑗 addressing instrument labels from group 𝑏; 𝐾 is the total number of input 

signals used with each input addressed by 𝑘; 𝐷 is the total number of dynamic levels with 𝑑 

addressing individual dynamic level for groups 𝑎 and 𝑏; 𝑁 is the total number of musical 

notes per instrument with 𝑛 addressing individual note per instrument for groups 𝑎 and 𝑏. 

In the case of a KNN classifier, all 𝑃 elements from Figure 7-4 are replaced with 𝑇𝐷 

values. The index of the minimum 𝑇𝐷, 𝑃𝑚, is extracted from every column of 𝑇𝐷𝑖𝑎,𝑗𝑏 based 

on equation (7-10), which is described as the minimum distance between a trained signal 

from group 𝑎 and a test signal from group 𝑏: 

 

𝑃𝑚 = min
𝑗𝑏 ∈ 𝐼

(∑
1

𝐷
∑

1

𝑁
∑ 𝑇𝐷𝑖𝑎𝑘,𝑗𝑏𝑘,𝑛,𝑑

𝑁

𝑛=1

𝐷

𝑑=1

𝐾

𝑘=1

) (7-12) 

 

The row index, 𝑙𝑖𝑎 corresponding to the ground truth label of a trained signal class, is 

compared with the column index label, 𝑙𝑗𝑏, corresponding to the test signal label with the 

highest matching score, 𝑃𝑚. Since the trained and test set classes are aligned (piano-piano, 

guitar-guitar, etc.), their respective labels ideally match. However, the labels of the test 

signal classes are defined exclusively by 𝑃𝑚, which may not match with the same label as 
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the trained signal after classification. The correct classification is defined by in a binary 

vector, 𝑢𝑏: 

𝑢𝑏 = {
1,     𝑙𝑖𝑎 = 𝑙𝑗𝑏

0,     𝑙𝑖𝑎 ≠ 𝑙𝑗𝑏
 (7-13) 

 

The classification accuracy, 𝑦, is then calculated by summing the binary vector: 

𝑦 =
1

𝐼
∑ 𝑢𝑏(𝑖)

𝐼

𝑖=1

 (7-14) 

where 𝐼 is the number of classes of musical instrument. 

 

Figure 7-4: Algorithm for classifying musical instruments adapted from Dau et al. [30]. Here, 𝑥𝑖𝑎𝑘 is the training 

set signals and 𝑥𝑖𝑏𝑘 are the test set input signals for four musical instrument classes. P represents either CC from 

the linear classifier or TD from the KNN classifier. 

7.5. Results and Evaluation 

This subsection presents the results of the classification of musical instruments in three 

parts. Subsection 7.5.1 presents classification results based on the combinations of various 

responses recorded from the CAR-Lite-A1 model. Subsection 7.5.2 presents classification 

accuracies based on varying input signal intensity and signal-to-noise (SNR) levels. 
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Subsection 7.5.3 presents the difference in file sizes of the four types of input signals 

calculated in floating-point (software) and fixed-point (hardware) arithmetic used in the 

classification. Subsection 7.5.4 compares the highest classification result of the responses 

from the CAR-Lite-A1 model presented in subsection 7.5.1 with five other models. 

7.5.1. Accuracy Comparison of 0 dBFS Input Signals 

The input signals recorded from the CAR-Lite-A1 model and described in Table 7-1 for 

classification are available in two formats: floating-point and fixed-point. The former is known 

as the software implementation response based on the original design of the CAR-Lite-A1 

model, whereas the latter is a hardware (FPGA) implementation response of the same 

model. Chapter 5 describes the configurations of the model corresponding to the two 

responses. Each response is further divided into two types of circuit as part of an analytic 

signal representation described in chapter 5: real, 𝑅𝑒, and imaginary, 𝐼𝑚. Two additional 

circuits are introduced for classification based on the additive and multiplicative 

combinations of 𝑅𝑒 and 𝐼𝑚 circuits: 𝑅𝑒 + 𝐼𝑚, and 𝑅𝑒 × 𝐼𝑚. The use of these different 

combinations provides a broader and more diverse range of input signal combinations than 

the two responses 𝑅𝑒 and 𝐼𝑚. These signals are classified using the linear and KNN 

classifiers described in section 7.4 and with the input signals at 0 dBFS intensity level (no 

amplitude clipping). 

Figure 7-5 displays a pair of confusion matrices following the classification of the 

hardware-based fixed-point signals of 𝐴1𝑥, 𝐴1𝑦, and 𝑈𝑝 from a 𝑅𝑒 circuit, whose results are 

averaged (described in subsection 7.4). The FPGA implementable KNN classifier is used on 

these signals. Note that the summary profiles for 𝐴1𝑦 and 𝑈𝑝 are calculated using sum 

operation (the alternative is RMS as described in chapter 5). Figure 7-5(a) displays the raw 

timbre distances (TD) and Figure 7-5(b) displays ternary-state representation of the Figure 

7-5(a), where only the minimum TD from every row of Figure 7-5(a) is displayed. The 

minimum TD falling on the diagonal of the confusion matrix depicts accurate classification, 

and if it falls outside the diagonal, it depicts inaccurate classification. The classification 

accuracy of Figure 7-5 is 91.67% - the highest accuracy encountered among 240 

classification accuracies for various input signal combinations (TD averaged) that includes 

120 accuracies of software floating-point responses in Table D-3 and 120 accuracies of 

hardware fixed-point responses in Table D-4. 

The highest KNN classification accuracy score corresponding to the hardware-based 

fixed-point RMS-calculated input summary profiles is 75%. This score is from the input signal 

combinations of 𝑈𝑝, and 𝐷𝑜𝑤𝑛 responses using the 𝑅𝑒 + 𝐼𝑚 circuit. For the sum-calculated 

summary profiles, the same score of 75% is found for four input signal combinations – one 

for floating-point and one for fixed-point responses from 𝐼𝑚 and 𝑅𝑒 + 𝐼𝑚 circuits 

respectively. In contrast, the highest KNN classification accuracy score corresponding to the 

floating-point RMS-calculated input summary profiles is lower than fixed-point signals 

mentioned above at 67% for 42 input signal combinations. The highest classification 

accuracy score for the sum-calculated floating-point summary profiles is 91.67% for 𝑅𝑒 

circuit with 𝐴1𝑦, 𝑈𝑝, and 𝐷𝑜𝑤𝑛 combined input signals. The same score is found for 22 input 

combinations under sum-calculated fixed-point summary profiles – 7 𝑅𝑒, 7 𝐼𝑚, 7 𝑅𝑒 + 𝐼𝑚, 1 

𝑅𝑒 × 𝐼𝑚. Refer to Table D-3 and Table D-4 for the specific combinations of input signals for 

the attainment of the classification accuracy scores mentioned in this paragraph. 
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Table 7-4 presents a summary of the KNN classification results of musical instruments. 

Out of 120 input signal configurations, the fixed-point responses outscore floating-point 

responses by 14 (see row 2 in Table 7-4) – 35 fixed-point scores are higher than floating-

point scores, while only 21 floating-point scores are higher than fixed-point scores. Of the 35 

fixed-point responses, 29 summary profiles are calculated using sum operations, and 6 are 

calculated using RMS operations. Out of the 21 lower fixed-point scores, 5 summary profiles 

are calculated using RMS operations, and 16 are calculated using sum operations. The 

remaining 64 input signal configurations have identical scores between fixed-point and 

floating-point responses. 

The highest linear classification accuracy score is 100% from two hardware-based fixed-

point input sum-calculated summary profiles – 𝐴1𝑥 and 𝐷𝑜𝑤𝑛 combination using a 𝑅𝑒 +

𝐼𝑚𝑎𝑔 circuit as well as 𝐴1𝑥, 𝐴1𝑦, 𝑈𝑝, and 𝐷𝑜𝑤𝑛 combination using a 𝑅𝑒 × 𝐼𝑚𝑎𝑔 circuit. The 

highest linear classification score is lower for software-based floating-point input sum-

calculated summary profiles at 83.33% – 𝐴1𝑥 and 𝑈𝑝 using a 𝐼𝑚 circuit. The highest linear 

classification score is the same at 83.33% for ten floating-point RMS-calculated summary 

profiles but is found for 18 fixed-point input sum-calculated summary profiles. The highest 

linear classification accuracy is 91.67% for a single fixed-point RMS-calculated input 

summary profile – 𝐴1𝑥 and 𝐷𝑜𝑤𝑛 combination using an 𝐼𝑚 circuit. The same score is found 

for ten fixed-point sum-calculated input summary profiles. 

Table 7-3 presents a summary of the linear classification results. Out of 120 input signal 

configurations, 59 fixed-point scores are higher than floating-point scores. Of the 59 fixed-

point responses, 47 summary profiles are calculated using sum operations, and 12 are 

calculated using RMS operations. Of the remaining 61 input signal configurations, only 19 

fixed-point scores are lower than floating-point scores, and 42 have identical scores. Out of 

the 19 lower fixed-point scores, 17 summary profiles are calculated using RMS operations, 

and 2 are calculated using sum operations. 

The software-based linear classifier outperforms the hardware-based KNN classifier, as 

observed in Table 7-3 and Table 7-4. The former has a higher maximum, mean, and median 

classification accuracy scores than the latter. The linear classifier has approximately 1.6- (≈ 

47 / 29) and 2-times (≈ 12 / 6) more fixed-point input combinations with higher classification 

accuracies than floating-point input combinations in comparison with the KNN classifier. 

However, the KNN classifier has approximately 1.5 times more input combinations with 

fixed-point and floating-point responses having equal classification accuracies than the linear 

classifier. These results indicate that the 2D correlation algorithm in the linear classifier is 

more capable of quantifying small non-similar effects between two 2D matrices than the 

timbre distance algorithm in the KNN classifier. Conversely, the KNN classifier is more 

capable of quantitatively projecting salient (prominent magnitude) differences between two 

2D matrices that are more ambiguous than the linear classifier, resulting in lower accuracy 

scores. 

The fixed-point response produces a more accurate classification of the musical 

instruments than the floating-point response with input combinations of the former having 

more than 3- and 1.5-times higher accuracy scores than the latter for linear classification 

(59-to-19 accuracy score ratio) and KNN classification (35-to-21 accuracy score ratio), 

respectively. One possible explanation is that large magnitudes represented in a fixed-point 

response create more substantial magnitude differences between neighbouring elements in 



238 
 

a summary profile than in a floating-point response. This notion means that the fixed-point 

system overlooks small-amplitude variations that are captured by the floating-point system 

due to quantisation error. In other words, a higher precision floating-point representation may 

capture minor differences across pixels that affect correlation coefficient (CC), and timbre 

distance (TD) scores more significantly than a lower precision fixed-point representation that 

overlooks such insignificant differences, but still manages to successfully classify musical 

instruments based on salient timbre cues in the input signal. This notion suggests that the 

fixed-point responses accentuates salient timbre features while ignoring non-salient timbre 

features more capably than the floating-point responses. 

The results also indicate that sum-calculated summary profiles are capable of attaining 

up to 2- and 1.6-times higher classification accuracy scores than RMS-calculated summary 

profiles in fixed-point arithmetic using linear classification (30-to-15 accuracy score ratio) and 

KNN classification (31-to-19 accuracy score ratio), respectively. In other words, these results 

suggest that a hardware implementation of the CAR-Lite-A1 model represents timbre as 

capably as a software implementation of the same model. Conversely, the RMS-calculated 

summary profiles have a lower average classification accuracy score and standard 

deviations than sum-calculated summary profiles for both floating-point and fixed-point 

arithmetic. These results indicate that RMS-calculated summary profiles represent timbre 

more consistently for various input combinations of monophonic signals. In contrast, sum-

calculated summary profiles represent timbre well for only a selected number of input 

combinations of monophonic signals. Hence, the performance of the hardware model is 

higher than the software model for only a small number of input signals, whereas the 

software model has more consistent performance levels than the hardware model. 
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Figure 7-5: Confusion matrix from musical instruments classification using FPGA-implementable timbre distance 
and KNN classifier of a fixed-point representation of summary profiles of 𝐴1𝑦 and 𝑈𝑝 signals using sum operation 

as well as 𝐴1𝑥 signal from the CAR-Lite-A1 model. (a) Confusion matrix with raw timbre distance values following 

classification and (b) ternary-state confusion matrix with minimum timbre distances extracted from (a). 
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Floating-Point 
(Flt) 

Fixed-Point 
(Fix) 

Sum 
(Flt) 

Sum 
(Fix) 

RMS 
(Flt) 

RMS 
(Fix) 

Input configurations: 

1) Quantity (Qty): 120 120 60 60 60 60 

2) Flt vs. Fix (Qty 
with higher 
accuracies): 

19 59 - - - - 

3) Flt vs. Fix (Qty 
with equal 
accuracies): 

42 - - - - 

4) Flt vs. Fix (Sum 
qty with higher 
accuracies): 

2 47 - - - - 

5) Flt vs. Fix (RMS 
qty with higher 
accuracies): 

17 12 - - - - 

6) Flt vs. Fix (% 
with higher 
accuracies): 

16% 49% - - - - 

7) Flt vs. Fix (Qty 
with equal 
accuracies): 

35% - - - - 

8) Flt vs. Fix (Sum 
% with higher 
accuracies): 

2% 39% - - - - 

9) Flt vs. Fix (RMS 
% with higher 
accuracies): 

14% 10% - - - - 

10) Sum vs. RMS 
(Qty with 
higher 
accuracies): 

- - 5 30 34 15 

11) Sum vs. RMS (% 
with higher 
accuracies): 

- - 8% 50% 57% 25% 

Classification Accuracies 

Maximum: 83% 100% 83% 100% 83% 92% 

Mean: 69% 74% 66% 77% 73% 71% 

Median: 75% 75% 67% 79% 75% 75% 

Standard Deviation: 9.79% 11.45% 10% 12% 8% 10% 
Table 7-3: Summary of musical instruments classification results with a linear classifier. The maximum, mean, 
median, and standard deviation under each column correspond to the different input signal configurations and the 
arithmetic type used to calculate the input signals, i.e. either floating-point or fixed-point. 

  



241 
 

 

 

Floating-Point 
(Flt) 

Fixed-Point 
(Fix) 

Sum 
(Flt) 

Sum 
(Fix) 

RMS 
(Flt) 

RMS 
(Fix) 

Input configurations: 

1) Quantity (Qty): 120 120 60 60 60 60 

2) Flt vs. Fix (Qty 
with higher 
accuracies): 

21 35 - - - - 

3) Flt vs. Fix (Qty 
with equal 
accuracies): 

64 - - - - 

4) Flt vs. Fix (Sum 
qty with higher 
accuracies): 

16 29 - - - - 

5) Flt vs. Fix (RMS 
qty with higher 
accuracies): 

5 6 - - - - 

6) Flt vs. Fix (% 
with higher 
accuracies): 

18% 29% - - - - 

7) Flt vs. Fix (Qty 
with equal 
accuracies): 

53% - - - - 

8) Flt vs. Fix (Sum 
% with higher 
accuracies): 

13% 24% - - - - 

9) Flt vs. Fix (RMS 
% with higher 
accuracies): 

4% 5% - - - - 

10) Sum vs. RMS 
(Qty with 
higher 
accuracies): 

- - 35 31 11 19 

11) Sum vs. RMS (% 
with higher 
accuracies): 

- - 58% 52% 18% 32% 

Classification Accuracies 

Maximum: 92% 92% 92% 92% 67% 75% 

Mean: 66% 66% 73% 72% 60% 60% 

Median: 67% 67% 83% 75% 67% 67% 

Standard Deviation: 14% 16% 13% 19% 11% 10% 
Table 7-4: Summary of musical instruments classification results with an FPGA implementable KNN classifier. 
The maximum, mean, median, and standard deviation under each column correspond to the different input signal 
configurations and the arithmetic type used to calculate the input signals, i.e. either floating-point or fixed-point. 

7.5.2. Varying Intensity and Noise Levels 

Real-world sound signals vary in intensity levels and are affected by noise. So, this 

subsection presents the results of classification of musical instruments based on musical 

signals with varying intensity and noise levels. The effect of an automatic gain control (AGC) 

algorithm to condition the amplitudes of the musical signals is also presented. The intensity 
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levels range from -20 dB full-scale (FS) to 20 dBFS in increments of 10 dBFS. The added 

noise is white Gaussian noise with the signal-to-noise ratio (SNR) ranging from -20 dB to 20 

dB in increments of 20 dB. 

Input signals from three musical instruments are selected based on how the notes are 

generated, as denoted in brackets: piano (string), vibraphone (percussion), and flute (wind). 

The musical notes used are the same as those from the exercise described in subsection 

7.5.1 at three loudness levels: forte (high), mezzo (medium), and piano (low). The output 

responses of the notes are selected based on the highest accuracy scores from subsection 

7.5.1, namely 𝐴1𝑥, 𝐴1𝑦 and 𝑈𝑝. The musical signals are further categorised in the order of 

the computing arithmetic utilised for calculating the output response from the CAR-Lite-A1 

model: floating-point (Flt), fixed-point output (Fix). 

Accuracy results are also presented based on the use of an AGC algorithm on the 

musical signals before they are input to the CAR-Lite-A1 model. Details of the AGC 

algorithm are presented in appendix A. An example of the use of the AGC is presented in 

Figure 7-6 on an A3 signal from a piano at two intensity levels: 0 dBFS and 20 dBFS. At 0 

dBFS [Figure 7-6(ia)], the input signal is well represented because its amplitudes are within 

a range of 2𝑁−1 − 1 and −2𝑁−1. This range is 32,767 and -32,768 for an input signal bit 

width of 16 bits (𝑁 = 16) yielding a dynamic range of 96 dB, as specified in section 3.2.8. 

However, at 20 dBFS, the amplification of the input signal results in the saturation of its 

amplitudes. So, amplitudes beyond 32,767 and below -32,768 are clipped at 32,767 and 

32768, respectively, as shown in Figure 7-6(ib), which consequently generates audible 

distortion. 

The AGC algorithm minimises amplitude saturation by varying the input signal to ensure 

that its amplitudes are not clipped, as observed in Figure 7-6(id). However, the application of 

the AGC to an input signal changes the temporal and spectral contents of the signal, as 

observed in Figure 7-6. Consequently, these changes affect the timbre of the signal. If the 

AGC is applied to a group of signals from a musical instrument, the timbre changes 

uniformly throughout all the signals. Therefore, the group of input signals is considered as a 

separate class as opposed to the same signals not conditioned by the AGC. In other words, 

the classification of musical instruments has to be further segregated based on whether the 

AGC is enabled. 

The AGC algorithm is not implemented on FPGA because an AGC circuit has already 

been implemented as part of the audio codec circuit [33] on board the Cyclone V FPGA 

starter kit [34]. However, the AGC algorithm described in appendix A is more akin to intensity 

level conditioning in a cochlear model such as the AGC used in the CAR-FAC model [35] 

and hence, provides an alternative perspective to a conventional hardware AGC. 

Figure 7-7 displays the accuracy results of varying the intensity levels of the musical 

signals presented to the CAR-Lite-A1 model. The accuracy of each level is the average of 

the output responses across varying SNR levels (three recordings per SNR level), which 

include output responses unaffected by noise. The full results are shown in appendix E. 

Without noise, and AGC disabled, accuracy scores of floating-point (Flt) and fixed-point (Fix) 

responses at all intensity levels are at 100% using the 2D correlation coefficient (CC) 

algorithm in the linear classifier and 67% using the timbre distance (TD) algorithm in the 

classifier. This is regardless of the clipping of the input signals above 0 dBFS and up to 20 
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dBFS, as observed in Figure 7-6(ib), which indicates that the responses of the CAR-Lite-A1 

model can be represented capably even though their respective notes’ amplitudes are 

saturated. 

When the AGC is enabled, the envelope of the musical signal is altered from the 

original, as observed in Figure 7-6(ic) and (id) and (ii). Although the A1y and Up profiles are 

different with and without the AGC activation, their timbre cues remain categorically similar 

when either AGC is enabled or disabled regardless of the change in intensity. The accuracy 

results are at 100% from both the linear and KNN classifiers, which are improvements over 

the scores when the AGC is disabled, as mentioned above, especially for the KNN classifier. 

This attribute indicates that the musical timbral features are retained despite envelope 

alterations with the introduction of the AGC. 

Figure 7-8 displays the accuracy scores of varying the noise levels of the musical signal.  

Each noise level has three sets of recordings for every intensity level, which are then 

averaged. Multiple recordings are done here as white Gaussian noise introduces 

randomness to the contents of the output signals. When noise is introduced at 20 dB SNR, 

there are instances where the accuracy is maintained, as observed in Figure 7-8(id) and 

(iid), or improved, as seen in Figure 7-8(ib) and (iib). This attribute indicates that the 

presence of mild noise may maintain and even improve the capability of the classifiers 

especially, the KNN classifier to distinguish between musical instruments regardless of 

whether the AGC is enabled and irrespective of the summary output responses calculated 

using either sum or RMS operations. However, this is only the case for 50% of the 

recordings at 20 dB SNR. A more general observation is that the accuracy reduces as the 

SNR reduces especially below 20 dB SNR, which indicates that a more prominent noise 

level commonly obscures the classifiers from distinguishing musical instruments than when 

there is milder noise. 

Figure 7-9(a) displays the average of standard deviations of accuracy scores across the 

intensity levels from Figure 7-7, which indicate how much the scores vary at each intensity 

level. Below 0 dBFS, the scores calculated using the TD algorithm in the KNN classifier 

fluctuate the most. Above 0 dBFS, the scores calculated using the CC algorithm in the linear 

classifier fluctuate the most. These fluctuations occur when the AGC is disabled. In contrast, 

when the AGC is enabled, the fluctuations reduce. This attribute indicates that the AGC 

algorithm aids in maintaining the accuracy scores, but these scores are generally lower than 

the scores when the AGC is disabled, especially for the sum-based response as observed in 

Figure 7-7. 

Figure 7-9(b) displays the average of the standard deviations of accuracy scores across 

the SNR levels from Figure 7-8, indicating how much the scores vary at each SNR level. At 

no noise levels, the scores expectedly do not vary at all. At 20 dB SNR and below, the 

fluctuation of the scores increases with decreasing SNR levels. In other words, as noise 

level grows, the variations of accuracy scores grow. Furthermore, the contrast between the 

linear classifier scores are more significant across floating-point and fixed-point responses 

as well as summed and RMS responses at every SNR level, especially when the AGC is 

disabled. This attribute indicates that the scores calculated from the CC algorithm in the 

linear classifier when the AGC is disabled fluctuate more than any other settings. 
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Generally, varying intensity levels changes the perceived loudness of a sound signal. 

However, perceived loudness does not affect timbre [19], [36]. Hence, intensity levels should 

not affect timbre. In this subsection, it was found that the results of musical instruments 

classification are not affected significantly by intensity level changes, thereby adhering to the 

conclusions of [19], [36]. Additionally, increasing noise levels added to the sound expectedly 

reduced the performance of the classification indicating the degradation of timbral cues with 

increasing noise levels. 

 

 

Figure 7-6: (i) Fixed-point representation of the A3 piano note signal at two intensity levels, 0 dBFS and 20 dBFS, 
with the AGC algorithm, enabled and disabled and (ii) their corresponding A1y and Up profiles showing 
differences with and without the AGC enabled but are categorically similar despite different intensity levels. 
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Figure 7-7: Accuracy scores based on varying intensity levels of musical signals for their (i) summed and (ii) RMS 
output responses from the CAR-Lite-A1 model that are averaged across varying SNR levels. Vertical bars 
represent standard deviations. Note: ∇ represents linear classifier; * represents KNN classifier; Flt is the 
classification scores of the responses of input signals calculated with floating-point arithmetic; Fix is the 
classification of the responses of input signals calculated with fixed-point arithmetic. 
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Figure 7-8: Accuracy results based on varying signal-to-noise (SNR) levels of musical signals for their (i) summed 
and (ii) RMS output responses from the CAR-Lite-A1 model that are averaged across varying intensity levels. 
Vertical bars represent standard deviations. Note: ∇ represents linear classifier; * represents KNN classifier; Flt is 
the classification scores of the responses of input signals calculated with floating-point arithmetic; Fix is the 
classification of the responses of input signals calculated with fixed-point arithmetic. 
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Figure 7-9: Mean of the standard deviation of accuracy scores from Figure 7-7 and Figure 7-8 shown across (a) 
intensity levels and (b) SNR levels. CC: 2D correlation coefficient algorithm in the linear classifier; TD: Timbre 

distance algorithm in the KNN classifier. 

7.5.3. In-model Comparison: 4D and 2D Matrix File Sizes 

Commercial automatic music identification requires the use of over millions of 2D 

spectrograms representing musical tracks in an extensive database, which consequently 

requires large electronic memory for storage [37]. In section 6.3.3, it was reported that 2D 

autocorrelograms computed in fixed-point arithmetic has lower storage size than 

autocorrelograms computed in floating-point arithmetic. In this section, the storage size 

difference is explored for 4D matrices and 2D summary matrices generated using floating-

point and fixed-point arithmetic. 

Figure 7-10 displays the file sizes of 4D and summary 2D matrices (𝐴1𝑦, 𝑈𝑝, and 𝐷𝑜𝑤𝑛) 

generated from the CAR-Lite-A1 model as well as the IHC spectral profile (𝐴1𝑥) at 0 dBFS 

without noise. A significant contrast in file sizes is observable in (a) and (b) of Figure 7-10 – 

the 4D fixed-point response requires 15 times less storage space [946.4 Gigabytes (GB) / 

62.56 GB] than the 4D floating-point response. This file size contrast is due to the former 

using double-precision numbers, as opposed to single-precision numbers used by the latter. 

The fixed-point sum-calculated 2D summary response requires two times less storage 

space [15.19 Megabytes (MB) / 6.58 MB] than its floating-point equivalent. However, the file 

sizes of the RMS-calculated 2D summary responses are similar (7.93 MB / 7.712 MB) for 

both floating-point and fixed-point arithmetic. This is because the RMS operation is 

calculated in floating-point arithmetic regardless of the input signal format. Another 

observation is the significant storage space difference between the 4D and 2D responses: 

the 2D floating-point response for both sum-calculated and RMS-calculated summary 

profiles require at least 40,000 times less [946.4 GB / (7.93 MB + 15.19 MB)] storage space 

than the 4D floating-point response and the 2D fixed-point response for both sum-calculated 

and RMS-calculated summary profiles require 4,400 times less [62.56 GB / (7.71 MB + 6.58 

MB)] storage space than the 4D fixed-point response. 
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Figure 7-10: File sizes of the CAR-Lite-A1 model output from the inner hair cell (IHC), scale filter, upward and 
downward neuron directional matrices calculated using one of the four following circuit configurations: Real (Re), 
Imaginary (Im), Re + Im, and Re × Im. File sizes displayed are for (a) 4D output matrices across all four circuits; 
(b) 4D output matrices accumulated from all four circuits; (c) summary 2D output matrices across all circuits and 

(d) summary 2D output matrices accumulated from all four circuits. 

7.5.4. Comparison with Other Models: Accuracy 

Table 7-5 displays the highest classification accuracy scores of musical instruments 

from five publications as well as the work presented from subsection 7.5.1. The comparison 

is only for studies at 0 dBFS, as the majority of the musical timbre studies revolve around 

single intensity levels for monophonic musical signals as outlined in Table 7-5 as well as of 

polyphonic musical signals [38]–[40], which are excluded from the table. 

The highest classification accuracy score of 100% from the linear classifier used in the 

first half of this work is ranked the highest out of the seven scores presented. Alternatively, 

the highest classification accuracy score of 91.7% from the k-nearest neighbour (KNN) 

classifier used in the second half of this work is ranked fourth, outranking the linear classifier 

used by Barbedo and Tzanetakis [41], single hidden layer artificial neural network (ANN) 

with back-propagation used by Kostek [42], and support vector machine (SVM) configured 

with nonlinear radial basis function used by Essid et al. [43]. These three outranked works 

use conventional spectral-only and temporal-only algorithms to extract features as detailed 

in Table 7-6 for classification. In contrast, the higher accuracy scores from this work as well 

as the works of Patil et al. [15] and Burred et al. [44] are extracted using spectro-temporal 

algorithms. 

As mentioned, in subsection 7.5.1, the software-based linear classifier using the 2D 

correlation coefficient algorithm is capable of quantitatively capturing small magnitude 

differences between two classes. Thus, it is sufficiently robust to attain 100% classification 

accuracy for two separate input combinations. Alternatively, the timbre distance algorithm in 

the hardware-based KNN classifier is a simple algorithm that is designed to be 
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implementable on an FPGA. The simple design of the KNN classifier means that it is not as 

robust as the linear classifier. This characteristic is evident as the former has a lower 

classification accuracy of 91.7% over the latter. 

In the case of Burred et al., the high classification accuracy score is achieved by 

applying principal component analysis to rank the errors of detectable spectro-temporal 

envelopes. This high accuracy score is attributable to a small number of musical instrument 

classes used in the classification task - it is not known how much the accuracy score is 

affected if the number of musical instrument classes is increased. In the case of Patil et al., a 

nonlinear support vector machine (SVM) with Gaussian kernel, similar to Essid et al., was 

used to achieve a very high score. Alternatively, even with a linear SVM, Patil et al. achieved 

an accuracy score of 96.2%, which is close to the maximum accuracy score of 98.7% he 

achieved using a nonlinear SVM, as presented in Table 7-5. 

The classification accuracy errors encountered in this work, specifically by the 

hardware-based KNN classifier, stem from several factors. Firstly, the mechanics of the KNN 

classification is simple as it is designed to be implementable on FPGA. So, the matching of 

two musical instrument classes is a straightforward measure of a timbre distance between 

them. Conversely, Patil et al. used a more computationally intensive and mathematically-

involved classifier than the KNN classifier, known as a support vector machine (SVM) to 

classify musical instruments – the nonlinear kernels in the SVM projects data to a higher 

dimensional plane, known alternatively as a hyperplane, so that the data is linearly 

separable. In contrast, the KNN classifier does not project data on to a higher plane, which 

plausibly cause lower classification accuracy. 

Secondly, data dimensionality reduction (from 4D to 2D) used by Patil et al. to achieve 

the 98.7% accuracy involved the use of tensor singular value decomposition that had 

parameters tuned to match psychoacoustical timbre experiments, which allowed distinct 

musical timbre features to be extracted. Conversely, dimensionality reduction in this work 

was achieved by sum operations that are implementable without high computational cost on 

FPGA, and RMS operations that are implementable in software to work in real-time. These 

algorithms cannot be optimised to extract distinct features corresponding to the same 

psychoacoustic experiments used by Patil et al. As a result, the lack of distinct feature 

selectivity is another cause for the errors in classification accuracy. 

Thirdly, the number of instrument classes used by the KNN classifier in this work is 

slightly higher than the work of Patil et al. and equal to Kostek. Incidentally, Kostek achieved 

the lowest accuracy of 71% out of the six other works presented in Table 7-5. Only the work 

of Barbedo and Tzanetakis has a higher number of instrument classes at 25 but yields a 

lower classification accuracy score than this work. Hence, a general observation from Table 

7-5 is that as the number of instrument classes increases, there is a likelihood of a reduction 

in classification accuracy owing to the variances in timbre cue. However, the effect of 

increasing instrument classes may be overlooked if a sophisticated classification algorithm 

and feature extraction methods are considered. 

In closing, the common theme in the top-four classification accuracy scores from Table 

7-5 is the use of spectro-temporal features for classification as summarised in Table 7-6. 

Hence, in all the seven cases presented, it can be concluded that in addition to the 

classification algorithms and their respective linearity, the feature extraction methods and the 
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number of instrument classes are crucial in achieving high accuracy scores as is the case 

primarily when spectro-temporal envelope features are used. 

Index Author Number of Instrument 
Classes 

Classifier Accuracy 

1 Patil et al. [15] 11 SVM 98.7% 

2 Burred et al. [44] 5 PCA 94.9% 

3 Essid et al. [43] 10 SVM 87.0% 

4 Barbedo and Tzanetakis 
[41] 

25 Linear 80.3% 

5 Kostek [42] 12 ANN 71.3% 

6 This work 12 Linear 100% 

7 This work 12 KNN 91.7% 
Table 7-5: Comparison of the classification of musical instruments between this work and other works with the 

highest classification accuracy score displayed from each work. 

Index Author Features 

1 Patil et al. [15] Multiple spectro-temporal modulation profiles. 

2 Burred et al. [44] Spectro-temporal envelope descriptors, fundamental 
frequency (𝑓0) correlated descriptors, and 𝑓0-invariant 
descriptors. 

3 Essid et al. [43] Autocorrelation coefficients, zero crossing rates, mel-
frequency cepstral coefficients, spectral centroid, 
spectral widths, spectral asymmetry, spectral 
skewness, spectral flatness, and octave band signal 
intensities. 

4 Barbedo and Tzanetakis 
[41] 

Bandwidth, crest factor, onset duration, slope of 
amplitude decay, amplitude roughness, amplitude 
envelope variation, centroid, note spread, skewness, 
kurtosis, amplitude modulation (AM) frequency, AM 
amplitude, and frequency trajectory. 

5 Kostek [42] MPEG7 feature vectors and wavelet-based feature 
vectors. 

6, 
and 7 

This work Summary inner hair cell spectral profile, summary 
spectro-temporal modulation (rate-scale filter output) 
profile, and summary spectro-temporal modulation 
directional (upward and downward) neuron profiles. 

Table 7-6: Features used for the classification of musical instruments from the works mentioned in Table 7-5. 

7.6. Summary and Conclusion 

This chapter presents the classification of musical instruments using the responses of 

the CAR-Lite-A1 model described in chapter 5 as inputs to the classifiers. Four musical 

notes at three discrete loudness levels are selected from 12 classes of musical instruments. 

Each class is divided into two subclasses, which denote the same musical instrument type 

built by two different manufacturers. For each musical note, four types of responses from the 

CAR-Lite-A1 model are used for musical instruments classification: a summary inner hair cell 

spectral profile, a summary rate-scale filter output profile, a summary upward neuron 

directional profile and a summary downward neuron directional profile. The summary profiles 

are generated using either a sum or RMS operation. The responses of the CAR-Lite-A1 

model are further segregated based on floating-point (software) arithmetic and fixed-point 

(hardware) arithmetic as well as the four analytic circuit combinations: ‘real’, ‘imaginary’, 
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‘real+imaginary’, and ‘real×imaginary’, which offers a broader range of input signal 

combinations to formulate a classification accuracy than if only the ‘real’ component is used. 

Two classification algorithms are used for the classification. One is a linear classifier that 

uses a 2D correlation coefficient equation whose correlation coefficient defines the similarity 

between two 2D input matrices. The other is a KNN classifier that uses a simpler algorithm 

known as timbre distance, whose design is based on the principle Occam Razor to match 

two 2D input matrices, which is implementable on an FPGA. The linear classifier generates 

the highest musical instruments classification accuracy score at 100%, while the maximum 

accuracy score for the KNN classifier stood closely at 92%. Both results are from sum-

calculated input summary profiles using hardware-based fixed-point arithmetic. The 

accuracy scores are approximately 2.3 times higher for input summary profiles calculated 

with hardware-based fixed-point arithmetic than software-based floating-point arithmetic. The 

accuracy scores are also relatively uniform across multiple intensities of the input musical 

signals. Furthermore, with the introduction of an automatic gain control (AGC), the scores 

also remain relatively uniform regardless of the intensities. The introduction of noise 

predictably reduces the accuracy scores – more noise reduces performance. 

In conclusion, the hardware-based fixed-point auditory model of the CAR-Lite-A1 model 

presented in chapter 5 is capable of generating responses for representing musical timbre, 

and consume lower storage space than its software-based floating-point counterpart, as 

observed from the results presented in this chapter. However, to gauge its robustness, the 

model has to be fully implemented on FPGA and tested with a more diverse range of sound 

signals. 
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8. Summary, Conclusion, and Future Work 

This chapter is divided into three sections. Section 8.1 summarises and concludes this 

dissertation. Section 8.2 suggests ideas for continuing on the work presented in this 

dissertation. Section 8.3 presents publications resulting from the work presented.  

8.1. Summary and Conclusion 

In this dissertation, several neuromorphic auditory models are presented. These models 

are designed in software in floating-point arithmetic before being implemented on an FPGA 

in fixed-point arithmetic. These models are designed to keep computational cost low when 

running on hardware and so, they are all designed to characterise optimal operations of 

mammalian auditory models. For all the models presented, the computational resources 

used on an FPGA are also presented, which include logic modules utilisation, registers 

utilisation as well as power consumption. 

The first model presented is a simple cochlear model described in the first half of 

chapter 3, titled CAR-Lite. Using multiple sampling rates, the CAR-Lite is capable of using 

nine times fewer coefficients than a model that uses a single sampling rate, resulting in 

smaller non-volatile storage of variables for the former than the latter. This low storage 

reduces the use of memory chips, yielding low power consumption and manufacturing cost 

and also reduces the silicon area of a circuit that is appealing for mobile devices. The 

response of the CAR-Lite model is also investigated with a musical input signal at multiple 

intensity levels where it was found that signals with amplitudes larger than 0 dBFS are 

saturated to the largest smallest number representable for a 16 bit signal. To correct this 

issue, an automatic gain control (AGC) algorithm is used for smoothly varying the levels to 

ensure that the input signal is fully representable within the dynamic range of the model 

before they are injected into the model. 

The second half of chapter 3 discusses the inability of the CAR-Lite model to represent 

spike trains at multiple intensity levels, which leads to the formation of the CAR-Lite-SI. This 

model involves the modification and the extension of the CAR-Lite model to include a 

biologically inspired spiking algorithm with multiple neuronal firing thresholds as a 

demonstration of its capability to represent sound intensity (SI), which the CAR-Lite model is 

unable to achieve. 

In chapter 4, the CAR-Lite model is used with an algorithm for generating an 

autocorrelogram (AC) to represent auditory pitch. Known as CAR-Lite-ACF, the model 

generates an AC using the autocorrelation function, which involves the correlation of signals 

from individual cochlear sections with delayed version of themselves. A novel method of 

approximating the autocorrelation function is presented using logical AND-accumulate (AAC) 

operations instead of the conventional multiply-accumulate (MAC) operations. This novel 

algorithm is similar to the biologically inspired spiking algorithm from the CAR-Lite-SI model 

except that it utilises a single neuron firing threshold instead of multiple firing thresholds. 

Using this novel method, salient information corresponding to high energy above the firing 

threshold is retained in regard to the fundamental frequency represented in the input signal. 

Conversely, low energy that may contribute to general pitch information in regard to the 

harmonics of the fundamental frequency is removed from the ACs, as the spiking algorithm 

contributes to more significant quantisation error introduced here from the AAC operations 
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over the conventional MAC operations. Moreover, the use of spike streams as input to the 

autocorrelation function instead of a smoothed input signal introduces noises in ACs that 

require additional computation for smoothing. However, the CAR-Lite-ACF model equipped 

with AAC operations utilises less computational resources on FPGA than the model 

equipped with MAC operations in addition to representing fundamental frequencies. 

In chapter 5, the CAR-Lite-A1 model is presented, where the CAR-Lite model is used 

with a functional primary auditory cortical (A1) model, primarily designed for representing 

musical timbre – sound unique to a specific musical instrument. The A1 segment of the 

model comprises a rate filterbank and a scale filterbank for extracting spectro-temporal 

envelopes respectively from an input sound signal, to generate a 4D output. The two 

filterbanks are designed with the same filters as the ones used in the CAR-Lite cochlear 

model due to their low coefficient utilisation. The model also has a spectro-temporal 

envelope directional filterbank to detect the rise and fall in the amplitudes of the spectral and 

temporal envelopes for use as timbral features. However, the directional filterbank does not 

calculate phase information of the rate and scale filterbanks, which are disregarded to 

maintain a low computational cost. The 4D response of the directional filterbank comprising 

time, frequency, rate (temporal envelopes), and scale (spectral envelopes) is transformed 

into a 2D rate-scale summary profile for a compact timbre representation. This 

transformation is beneficial in musical timbre classification, as a 2D summary profile 

representing a musical signal has a fixed matrix size, despite the varying time durations 

(lengths) of musical signals from various musical instruments. 

In chapter 6, a description of the classification of musical notes is presented using 

autocorrelograms (ACs) generated from real-world musical signals. The pitch information 

extracted from an AC is a fundamental frequency, which is estimated using algorithms 

designed with musical notes from the fourth octave of a piano. Additionally, the 

implementations of these algorithms grow in complexity to increasing pitch estimation 

accuracies. The estimated fundamental frequencies are compared with the ground truth of 

musical note frequencies. It is shown that both the fundamental frequency estimation and 

classification algorithms are implementable on an FPGA (hardware). The pitch estimation 

algorithm is found to produce the highest accuracies at 100% specifically at the fourth and 

fifth musical octaves (24 classes of notes per instrument) for six musical instruments (piano, 

viola, violin, trumpet, and clarinet) generated using fixed-point arithmetic (hardware model). 

However, their performances reduce for musical notes from other octaves indicating the lack 

of robustness in the pitch estimation algorithms in estimating fundamental frequencies 

outside the fourth and fifth octaves. 

Across intensity levels from -20 dB full-scale (FS) to 0 dBFS for musical signals from the 

fourth octave of a piano, the performances of the pitch estimation algorithms are similar. The 

performances improve slightly for saturated musical signals above 0 dBFS, indicating that 

saturated amplitude levels do not affect the representation of fundamental frequency in a 

sound signal. However, with an AGC algorithm enabled to vary the gain of the input signals, 

the performances reduce. This is because the selected AGC algorithm attempts to normalise 

the energy by enhancing the amplitude levels of high-frequency components while reducing 

those of other frequencies, which renders the pitch estimation algorithms from incorrectly 

extracting the fundamental frequencies. A separate pitch algorithm is designed to work 

specifically with the AGC enabled producing 100% accuracies but it in turn has low 

accuracies (below 30%) when the AGC is disabled. When noise is introduced, and its levels 
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are increased from 20 dB signal-to-noise-ratio (SNR) to -20 dB SNR, the performances for 

all pitch estimation algorithms reduce, as noise expectedly introduces more random peaks 

and obscures the prominent peaks in the ACs pertaining to fundamental frequencies. 

In chapter 7, a description of the classification of musical instruments is presented using 

the responses of the CAR-Lite-A1 model. Summary 2D profiles are used instead of the 4D 

response generated directly from the model to conserve classifier runtime memory and 

processing time. A timbre distance (TD) algorithm is designed to be part of the classifier 

algorithm, which is implementable on an FPGA. A classification accuracy comparison 

between floating-point (software) and fixed-point (hardware) implementations are made. It is 

found that the highest accuracy for the fixed-point (hardware) implementation is 92% using a 

k-nearest neighbour (KNN) classifier with the TD algorithm for 12 classes of musical 

instruments. 

Across intensity levels from -20 dBFS to 20 dBFS, the accuracies of the hardware-

based classification mentioned above do not vary significantly. They remain approximately at 

60% for three of the 12 classes of musical instruments. Hence, the saturated musical signals 

above 0 dBFS do not significantly affect timbre. However, the timbre of the signals changes 

when the AGC algorithm is enabled because timbral cues are dependent on time and 

frequency information, which are altered by the AGC. However, these changes occur 

uniformly for all the signals from the three classes of musical instruments, so they are still 

distinguishable when compared to one another. In this case, not only is the accuracy 

maintained, but it increases approximately to 80% across the intensity levels suggesting that 

the normalisation of time and frequency information provided by the AGC enhances unique 

timbral cues. When noise is added from 20 dB SNR to -20 dB SNR, the performances 

expectedly reduce due to the introduction of random amplitudes that obscure timbral cues.  

For the classification exercises of both musical notes and instruments, it is found that 

the fixed-point generated responses used significantly less storage than floating-point 

generated responses for the two models, i.e. AC: 24 times less; 2D summary A1 profiles: 2 

times less. This attribute is crucial for real-world applications, which rely on algorithms with 

low computational resources and limited power supply. 

Overall, the results of the auditory hardware-based models presented in this 

dissertation, which are designed with basic operations derived from more sophisticated 

auditory software models are capable of capturing primary auditory responses. However, 

these results do not mean that an auditory hardware-based model is superior to its software-

based counterpart. Instead, they should pave the way for further tests and improvements in 

robustness. In other words, although the hardware-based models in this dissertation show 

promising results, they have to be tested rigorously with a diverse range of input signals 

including complex real-world input signals in addition to those presented in this dissertation. 

8.2. Future Work 

This scholarly journey has allowed me to explore work from a diverse range of 

disciplines. My focus on musical signals stems from a perspective of learning music 

intuitively through machine hearing models as a complementary learning platform. As such, 

the work in this dissertation is only the start of my journey of learning and improving the 

presented models. Future funding will undoubtedly aid in the development of these 

hardware-based models and will provide opportunities to test their robustness with complex 
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signals such as polyphonic musical signals. As the characteristics of these models evolve 

through future research and development, these models can be applied to other fields 

beyond musical signal processing, such as speech and environmental sound signal 

processing, mechanical vibration analysis, multimedia and communications technology and 

even biomedical applications. 

For any aspiring enthusiast or scholar, I present the following areas in my work 

presented in this dissertation that can be improved: 

1) Design a feedback pathway to the multi-sampling rate CAR-Lite cochlear model to 

adjust the poles and zeros of the asymmetric resonator in the model as an input 

signal is streamed. This feedback represents the effect of the outer hair cell (OHC) 

response, which influences the BM response. Hence, for loud sound levels, this 

feedback model reduces BM response. One such feedback model is the fast-acting 

compression (FAC) used in the CAR-FAC model [1]. 

2) Randomise the firing thresholds of the leaky-integrate-and fire (LIF) neurons in the 

CAR-Lite-SI model instead of fixing them. An alternative is to implement spike rate 

variation through adaptive threshold adjustment at the auditory nerve stage of the 

CAR-Lite-SI cochlear model in place of fixed spike firing rates. This adjustment 

leads to a sparser spike representation that adheres to biology as well as possibly 

reduces power consumption on hardware during runtime. 

3) Investigate the performance of sound identification tasks with and without the added 

binary spike-based noise in the spontaneous rate fibres of the auditory nerve stage 

of the CAR-Lite-SI model described in section 3.3 in chapter 3. 

4) Classification of musical notes using the spike-based responses of the CAR-Lite-

ACF models calculated from logical-AND-accumulate (AAC) operations using 

spiking neural networks [2]. 

5) Implement multiple fundamental frequencies, 𝑓0, estimation suitable for polyphonic 

musical signals [3] instead of the single 𝑓0 estimation used in this dissertation for 

monophonic musical signals. 

6) Implement phase angle calculations for the temporal modulation (rate) filter and 

spectral modulation (scale) filter that are hardware implementable. These phase 

angles can be used for calculating neuronal directionality of varying degrees rather 

than the binary neuronal directionalities used in the CAR-Lite-A1 model presented in 

this dissertation. 

7) Implement a spike-based model of the CAR-Lite-A1 adhering to known spiking 

attributes of the mammalian primary auditory cortex (A1) [4]. 

8) Compare the performance of the CAR-Lite-ACF models with a biologically plausible 

model such as Jones’s neuromorphic pitch extraction system [5] (derived from 

Meddis’s virtual pitch physiological model presented in chapter 2 [6]) using 𝑓0 

estimation from monophonic musical signals. 

9) Extract harmonic and inharmonic pitch information from the autocorrelogram (AC) 

for musical pitch classification instead of merely using 𝑓0 estimation algorithms on 

them. 

10) Reduce the number of parameters of the coupled-form asymmetric resonator in the 

rate and scale filterbanks in the CAR-Lite-A1 model by removing 𝑊0, 𝑊1, ℎ, and 𝑔, 

and tune 𝑎 and 𝑐 to the respective centre velocities and centre densities. 
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11) Design filter stability by picking the closest pole location inside the unit circle instead 

of only checking for filter stability. 

12) Use a backward and forward smoothing filter as an alternative for the scale filter 

such as the one implemented in the AGC filter [7] in the CAR-FAC model. 

13) Use a lower sampling rate at 6 or 12 kHz for generating the autocorrelogram using 

the CAR-Lite-ACF model. 

14) Use strobed temporal integration [8] to generate autocorrelogram, as demonstrated 

by Lyon [9] at higher fidelity than the one mentioned in this dissertation. 

15) Use a coupled-form filter as the high-pass filters (HPF) in the quadrature mirror 

Hilbert transformer (QMHT) in the CAR-Lite-A1 model if the tuned filter variables are 

capable of generating a 90° phase shift. 

16) Use the entire 4D responses from the CAR-Lite-A1 model for musical timbre 

classification instead of their summary profiles used in this dissertation.  

17) Use classifiers such as support vector machine [10], extreme learning machine 

(ELM) [11] and deep convolution neural network [12] for the classifications of 

musical notes and instruments. 

18) Use running autocorrelation function [9] to yield a more robust and simplified 

fundamental frequency estimation algorithm than the one presented in chapter 6. 
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A. Automatic Gain Control (AGC) 

An automatic gain control (AGC) algorithm is used for smoothly varying the gain of a 

sound signal. The advantage of the AGC algorithm described below is that it corrects the 

amplitudes of a sound signal, whereby a low-intensity sound signal is amplified, and a high-

intensity sound signal is reduced. In this case, the AGC accepts only a floating-point sound 

signal. The modified sound signal is then converted to a fixed-point format before it is input 

to the CAR-Lite model. 

The AGC algorithm selected for use in this dissertation is designed by Ellis [1], which 

emulates the functionality of the outer hair cells in a cochlea to control the mechanical 

motions of the basilar membrane (BM). It does this by computing the short-time Fourier 

transform (STFT) of a sound signal and smooths that energy using time and frequency 

scales before normalising the scaled energy. 

The algorithm starts by taking the STFT of the input signal, 𝑥: 

 
𝑋𝑚(𝑓) = ∑ 𝑥(𝑛) ∙ 𝑔(𝑛 − 𝑚𝑅) ∙ 𝑒−𝑗2𝜋𝑓𝑛

𝑁

𝑛=1

 (A-1) 

 

where 𝑛 is the sample number; 𝑁 is the size of the input signal; 𝑋𝑚(𝑓) is the discrete Fourier 

transform of a window of the input signal centred at 𝑚𝑅 and at a specific frequency, 𝑓; 𝑚 is 

the sliding analysis window number; 𝑔(𝑛) is the analysis window function of size 𝑀 – here 𝑀 

is set at a default of 4,096; and 𝑅 is the hop size set at a default of 2,048. 

The next step is to smoothen the STFT response by multiplying it with weights, 𝑤: 

 𝐴(𝑓) = 𝑤 ∙ |𝑋𝑚(𝑓)| (A-2) 
 

where 𝐴(𝑓) is the smoothened response of the STFT; 𝑤 is a weighted value calculated using 

the proximity of a nonlinear frequency, 𝑓𝑀𝑒𝑙(𝑛), to a linear centre frequency, 𝑓𝐹𝐹𝑇, within a 

frequency bin: 

 𝑤 = max(0, min(𝑙, ℎ)) (A-3) 

 

where 𝑙 is the proximity of 𝑓𝑀𝑒𝑙(𝑛) to 𝑓𝐹𝐹𝑇, where 𝑓𝑀𝑒𝑙(𝑛) < 𝑓𝐹𝐹𝑇 and 𝑛 = 1 for a group of 3 

𝑓𝑀𝑒𝑙; ℎ is the proximity of 𝑓𝐹𝐹𝑇 to 𝑓𝑀𝑒𝑙(𝑛), where 𝑓𝑀𝑒𝑙(𝑛) > 𝑓𝐹𝐹𝑇, and 𝑛 = 3. They are 

calculated as: 

 
𝑙 =

𝑓𝐹𝐹𝑇 − 𝑓𝑀𝑒𝑙(1)

𝑓𝑀𝑒𝑙(2) − 𝑓𝑀𝑒𝑙(1)
 (A-4) 

 

 
ℎ =

𝑓𝑀𝑒𝑙(3) − 𝑓𝐹𝐹𝑇

𝑓𝑀𝑒𝑙(3) − 𝑓𝑀𝑒𝑙(2)
 (A-5) 

 

Here, 𝑓𝐹𝐹𝑇 is a vector comprising 20 linearly scaled frequencies calculated with fast Fourier 

transform; the FFT bins, 𝑓𝑀𝑒𝑙 is a nonlinear frequency vector computed with a logarithmic 

transformation of 𝑓𝐹𝐹𝑇 [2]. 𝑓𝑀𝑒𝑙 is known as a melody scale, where the perceived pitch is 

distributed linearly [3]. For every element of 𝑓𝐹𝐹𝑇, groups of 3 𝑓𝑀𝑒𝑙 elements are iteratively 

extracted to calculate 𝑙 and ℎ. At the end of the iteration, weights are calculated as per 

equation (A-3). 
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The next part is to normalise 𝑋𝑚 with a factor, 𝐸. The first of the two steps of acquiring 𝐸 

is to calculate the smooth attack and decay of the signal, which requires the calculation of its 

weights as: 

 𝑎𝑖 = max
𝑖∈𝑓𝑠𝑐

(𝑎𝑖 ∙ 𝑒−𝑅/(𝑓𝑠∙𝑡𝑠𝑐), 𝐴(𝑖)) (A-6) 

 

where 𝑓𝑠 is the sampling rate of the input signal set at 96,000 Hz; 𝑡𝑠𝑐 is the time scale set at 

0.5. The second step involves the calculation of 𝐸: 

 
𝐸 = 𝑑𝑖𝑎𝑔 (

1

𝑠 + 𝑠′
∙ 𝑤𝑇 ∙ 𝑎) (A-7) 

 

where 𝑑𝑖𝑎𝑔 represents matrix diagonal; 𝑠 is the weight summed across the frequency scales 

and 𝑠′ is the binary activation of 𝑠: 

 

𝑠 = ∑ 𝑤

𝑓𝑠𝑐

𝑖=1

 (A-8) 

 

 
𝑠′ = {

1     𝑖𝑓 𝑠𝑖𝑗 = 0

0     𝑖𝑓 𝑠𝑖𝑗 ≠ 0
 (A-9) 

 

After normalisation, the signal, 𝑋𝑚, is transformed from the Fourier domain to the time 

domain with an inverse STFT involving the calculation of an inverse fast Fourier transform of 

a discrete Fourier transform of the signal: 

 

𝑥′(𝑛) = 𝑅𝑒 ( ∑ ∫
𝑋𝑚(𝑓)

𝐸(𝑓)
∙ 𝑒𝑗2𝜋𝑓𝑛𝑑𝑓

1/2

−1/2

𝑀

𝑚=1

) (A-10) 

 

where 𝑥′ is the real-valued input signal processed with the AGC algorithm; and 𝑀 is the total 

number of sliding analysis windows. To ensure, the signal remains between an amplitude of 

-1 to 1, the signal is normalised as follows: 

 
𝑥′′ =

𝑥′

max(|𝑥′|)
 (A-11) 

 

Figure A-1 illustrates the effect of the AGC algorithm with a 20 dBFS speech signal [1]. 

Figure A-1(b) displays the output of the AGC algorithm in floating-point, while Figure A-1(c) 

displays the same output represented in 16 bits fixed-point. The AGC reduces the 

amplitudes of the input signal to be smaller than the original signal with the floating-point 

signal bounded within ±1, and the fixed-point signal bounded within +32767 and -32768. In 

other words, the AGC corrects the amplitude levels of an input signal to be bounded within a 

specific range, which is beneficial for maintaining a fixed bit width regardless of changes in 

the intensity levels of the signal. 
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Figure A-1: (a) 20 dBFS floating-point representation of a speech signal [1] input to the AGC algorithm. (b) The 
output of the AGC (b) in floating-point and (c) in 16 bits fixed-point. 
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B. Classification of Musical Notes (0 dBFS, No Noise) 
    

Algorithm 

Index Instrument Note 
Range 

Computation 1 2 3 4 5 6 

1 Piano C2-B2 Fixed-Point AAC 0% 0% 0% 0% 0% 0% 

Fixed-Point MAC 0% 0% 0% 0% 0% 0% 

Floating-Point AAC 0% 0% 0% 0% 0% 0% 

Floating-Point MAC 0% 0% 0% 0% 0% 0% 

C3-B3 Fixed-Point AAC 8% 8% 58% 58% 33% 58% 

Fixed-Point MAC 33% 8% 33% 42% 0% 33% 

Floating-Point AAC 8% 8% 58% 58% 42% 58% 

Floating-Point MAC 33% 0% 25% 33% 0% 25% 

2 Classical 
Guitar 

C3-B3 Fixed-Point AAC 8% 25% 25% 8% 33% 8% 

Fixed-Point MAC 75% 25% 25% 25% 8% 25% 

Floating-Point AAC 8% 17% 17% 8% 33% 8% 

Floating-Point MAC 67% 8% 8% 8% 25% 8% 

3 Electric 
Guitar 

C3-B3 Fixed-Point AAC 0% 0% 0% 0% 0% 0% 

Fixed-Point MAC 42% 25% 25% 33% 8% 25% 

Floating-Point AAC 0% 0% 8% 0% 0% 0% 

Floating-Point MAC 67% 8% 17% 17% 25% 17% 

4 Viola C3-B3 Fixed-Point AAC 17% 0% 75% 75% 25% 75% 

Fixed-Point MAC 42% 0% 75% 75% 0% 75% 

Floating-Point AAC 17% 0% 75% 75% 25% 75% 

Floating-Point MAC 42% 0% 67% 67% 17% 67% 

5 Cello C3-B3 Fixed-Point AAC 0% 8% 42% 42% 17% 42% 

Fixed-Point MAC 8% 8% 58% 58% 0% 58% 

Floating-Point AAC 0% 8% 42% 42% 8% 42% 

Floating-Point MAC 8% 0% 50% 50% 0% 50% 

6 Trombone C3-B3 Fixed-Point AAC 17% 8% 83% 83% 50% 83% 

Fixed-Point MAC 17% 0% 92% 92% 25% 92% 

Floating-Point AAC 17% 8% 92% 92% 58% 92% 

Floating-Point MAC 17% 0% 83% 83% 42% 83% 

7 Tenor 
Saxophone 

C3-B3 Fixed-Point AAC 67% 0% 67% 58% 58% 67% 

Fixed-Point MAC 75% 25% 83% 75% 67% 75% 

Floating-Point AAC 58% 0% 67% 50% 58% 67% 

Floating-Point MAC 83% 33% 75% 67% 67% 75% 

8 Baritone 
Saxophone 

C2-B2 Fixed-Point AAC 0% 0% 25% 25% 0% 25% 

Fixed-Point MAC 0% 0% 33% 33% 0% 33% 

Floating-Point AAC 0% 0% 25% 25% 0% 25% 

Floating-Point MAC 0% 0% 33% 33% 0% 33% 

9 Electric 
Bass 

C2-B2 Fixed-Point AAC 0% 0% 8% 8% 0% 8% 

Fixed-Point MAC 17% 0% 0% 8% 0% 0% 

Floating-Point AAC 0% 0% 0% 0% 0% 0% 

Floating-Point MAC 8% 0% 8% 8% 0% 8% 

10 Contrabass C2-B2 Fixed-Point AAC 0% 0% 0% 0% 0% 0% 
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Fixed-Point MAC 0% 0% 0% 0% 0% 0% 

Floating-Point AAC 0% 0% 0% 0% 0% 0% 

Floating-Point MAC 0% 0% 0% 0% 0% 0% 

Table B-1: Accuracy scores for classifying musical notes from various musical instruments having musical notes 
under low-range octave groups (octaves 2 and 3). The numbers denoted after the musical notes (under ‘Note 
Range’) are the octave numbers. 

    
Algorithm 

Index Instrument Note 
Range 

Computation 1 2 3 4 5 6 

1 Piano C4-B4 Fixed-Point AAC 50% 17% 100% 58% 92% 100% 

Fixed-Point MAC 75% 42% 92% 50% 92% 83% 

Floating-Point AAC 42% 8% 100% 58% 92% 100% 

Floating-Point MAC 75% 50% 83% 50% 92% 75% 

2 Piano C5-B5 Fixed-Point AAC 42% 42% 50% 33% 92% 50% 

Fixed-Point MAC 67% 8% 67% 33% 100% 67% 

Floating-Point AAC 42% 33% 50% 33% 92% 50% 

Floating-Point MAC 58% 25% 67% 33% 100% 67% 

3 Vibraphone C5-B5 Fixed-Point AAC 33% 17% 83% 75% 67% 83% 

Fixed-Point MAC 42% 0% 92% 83% 83% 92% 

Floating-Point AAC 25% 0% 83% 75% 67% 83% 

Floating-Point MAC 33% 25% 92% 83% 75% 92% 

4 Accordion C5-B5 Fixed-Point AAC 83% 0% 92% 83% 58% 92% 

Fixed-Point MAC 92% 0% 92% 92% 58% 92% 

Floating-Point AAC 83% 8% 92% 83% 58% 92% 

Floating-Point MAC 83% 17% 92% 92% 58% 92% 

5 Violin C5-B5 Fixed-Point AAC 67% 33% 100% 100% 100% 100% 

Fixed-Point MAC 67% 33% 100% 100% 100% 100% 

Floating-Point AAC 67% 42% 100% 100% 100% 100% 

Floating-Point MAC 75% 42% 100% 100% 100% 100% 

6 Viola C5-B5 Fixed-Point AAC 75% 25% 100% 100% 100% 100% 

Fixed-Point MAC 75% 17% 100% 100% 92% 100% 

Floating-Point AAC 58% 25% 100% 100% 100% 100% 

Floating-Point MAC 67% 25% 100% 100% 92% 100% 

7 Cello C4-B4 Fixed-Point AAC 58% 17% 83% 75% 83% 83% 

Fixed-Point MAC 58% 8% 83% 58% 75% 83% 

Floating-Point AAC 75% 17% 83% 75% 83% 83% 

Floating-Point MAC 67% 25% 50% 42% 58% 50% 

8 Trumpet C5-B5 Fixed-Point AAC 83% 67% 100% 100% 100% 100% 

Fixed-Point MAC 83% 50% 100% 100% 100% 100% 

Floating-Point AAC 75% 58% 100% 100% 100% 100% 

Floating-Point MAC 92% 83% 100% 100% 100% 100% 

9 Soprano 
Sax 

C5-B5 Fixed-Point AAC 17% 25% 92% 42% 83% 92% 

Fixed-Point MAC 33% 25% 83% 75% 83% 83% 

Floating-Point AAC 17% 17% 92% 42% 83% 92% 

Floating-Point MAC 33% 17% 83% 83% 83% 83% 
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10 Oboe C5-B5 Fixed-Point AAC 83% 67% 92% 100% 83% 92% 

Fixed-Point MAC 83% 50% 83% 83% 50% 83% 

Floating-Point AAC 83% 67% 100% 100% 100% 100% 

Floating-Point MAC 83% 67% 83% 83% 50% 83% 

11 Clarinet C5-B5 Fixed-Point AAC 58% 42% 100% 92% 92% 100% 

Fixed-Point MAC 67% 75% 100% 100% 92% 100% 

Floating-Point AAC 58% 42% 100% 92% 92% 100% 

Floating-Point MAC 75% 58% 100% 100% 92% 100% 

Table B-2: Accuracy scores for classifying musical notes from various musical instruments having musical notes 
under middle-range octave groups (octaves 4 and 5). The numbers denoted after the musical notes (under ‘Note 
Range’) are the octave numbers. 

    
Algorithm 

Index Instrument Note 
Range 

Computation 1 2 3 4 5 6 

1 Piano C6-B6 Fixed-Point AAC 58% 33% 83% 75% 92% 83% 

Fixed-Point MAC 58% 17% 92% 75% 92% 92% 

Floating-Point AAC 58% 33% 83% 75% 92% 83% 

Floating-Point MAC 58% 8% 92% 75% 92% 92% 

C7-B7 Fixed-Point AAC 25% 17% 17% 17% 33% 17% 

Fixed-Point MAC 8% 17% 25% 17% 42% 25% 

Floating-Point AAC 25% 0% 17% 17% 25% 17% 

Floating-Point MAC 17% 0% 25% 8% 58% 25% 

2 Marimba C6-B6 Fixed-Point AAC 67% 25% 92% 75% 83% 92% 

Fixed-Point MAC 58% 17% 92% 75% 92% 92% 

Floating-Point AAC 67% 17% 92% 75% 83% 92% 

Floating-Point MAC 58% 25% 92% 83% 92% 92% 

3 Flute C6-B6 Fixed-Point AAC 67% 33% 75% 58% 83% 75% 

Fixed-Point MAC 67% 33% 83% 83% 83% 83% 

Floating-Point AAC 67% 42% 75% 58% 83% 75% 

Floating-Point MAC 67% 8% 83% 8% 83% 83% 

Table B-3: Accuracy scores for classifying musical notes from various musical instruments having musical notes 

under high-range octave groups (octaves 6 and 7). The numbers denoted after the musical notes (under ‘Note 

Range’) are the octave numbers. 
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C. Classification of Musical Notes based on Varying Intensity 

and SNR Levels 
Accuracy: MAC, No Noise, Fix, AGC off Accuracy: MAC, No Noise, Fix, AGC on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 75% 75% 75% 67% 92% 1 0% 0% 0% 0% 0% 

2 42% 42% 42% 17% 17% 2 0% 0% 0% 0% 0% 

3 92% 92% 92% 83% 83% 3 67% 67% 67% 67% 67% 

4 50% 50% 50% 33% 50% 4 67% 67% 67% 67% 67% 

5 92% 92% 92% 100% 92% 5 25% 25% 25% 25% 25% 

6 83% 83% 83% 83% 75% 6 67% 67% 67% 67% 67% 

7 8% 8% 8% 58% 67% 7 100% 100% 100% 100% 100% 

Accuracy: AAC, No Noise, Flt, AGC off Accuracy: AAC, No Noise, Flt, AGC on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 33% 33% 33% 58% 75% 1 0% 0% 0% 0% 0% 

2 17% 17% 17% 8% 17% 2 0% 0% 0% 0% 0% 

3 92% 92% 92% 75% 92% 3 42% 42% 42% 42% 42% 

4 58% 58% 58% 25% 75% 4 50% 50% 50% 50% 50% 

5 83% 83% 83% 100% 100% 5 25% 25% 25% 25% 25% 

6 83% 83% 83% 75% 92% 6 42% 42% 42% 42% 42% 

7 0% 0% 0% 50% 75% 7 100% 100% 100% 100% 100% 

Accuracy: AAC, No Noise, Fix, AGC off Accuracy: AAC, No Noise, Fix, AGC on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 33% 42% 33% 67% 75% 1 0% 0% 0% 0% 0% 

2 17% 8% 8% 8% 17% 2 0% 0% 0% 0% 0% 

3 92% 100% 100% 75% 92% 3 42% 42% 42% 42% 42% 

4 67% 75% 67% 25% 75% 4 50% 50% 50% 50% 50% 

5 83% 92% 92% 100% 100% 5 17% 17% 17% 17% 17% 

6 92% 100% 92% 75% 92% 6 50% 50% 50% 50% 50% 

7 0% 0% 0% 58% 75% 7 100% 100% 100% 100% 100% 

Table C-1: Pitch estimation accuracy results for 12 musical notes (A4 – G#4) without white Gaussian noise. 

Accuracy (Recording 1): MAC, 20 dB SNR, Flt, 
AGC off 

Accuracy (Recording 1): AAC, 20 dB SNR, Flt, AGC 
off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 67% 75% 75% 50% 58% 1 42% 42% 17% 50% 75% 

2 8% 33% 42% 17% 8% 2 8% 8% 8% 0% 17% 

3 83% 83% 67% 83% 92% 3 100% 100% 92% 75% 92% 

4 58% 50% 33% 25% 50% 4 50% 50% 75% 33% 75% 

5 92% 83% 83% 100% 92% 5 92% 92% 92% 100% 100% 

6 83% 83% 67% 83% 83% 6 100% 92% 83% 75% 92% 
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7 17% 17% 17% 58% 58% 7 0% 8% 8% 50% 75% 

Accuracy (Recording 1): MAC, 20 dB SNR, Fix, 
AGC off 

Accuracy (Recording 1): AAC, 20 dB SNR, Fix, AGC 
off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 58% 67% 67% 75% 75% 1 42% 25% 33% 42% 67% 

2 8% 33% 8% 25% 17% 2 8% 0% 8% 17% 42% 

3 92% 92% 83% 83% 83% 3 100% 92% 92% 75% 92% 

4 75% 50% 67% 25% 58% 4 58% 75% 67% 33% 83% 

5 92% 92% 92% 100% 92% 5 92% 92% 83% 100% 100% 

6 92% 75% 83% 83% 75% 6 100% 92% 92% 75% 92% 

7 8% 8% 8% 58% 58% 7 0% 0% 0% 42% 75% 

Accuracy (Recording 2): MAC, 20 dB SNR, Flt, 
AGC off 

Accuracy (Recording 2): AAC, 20 dB SNR, Flt, AGC 
off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 67% 67% 75% 50% 83% 1 58% 25% 50% 58% 67% 

2 17% 25% 8% 0% 17% 2 8% 8% 8% 8% 17% 

3 83% 83% 75% 83% 83% 3 92% 92% 100% 75% 92% 

4 67% 58% 58% 42% 50% 4 67% 58% 83% 25% 75% 

5 92% 92% 92% 100% 92% 5 83% 83% 92% 100% 100% 

6 83% 83% 75% 83% 75% 6 92% 92% 100% 75% 92% 

7 8% 8% 17% 58% 58% 7 0% 0% 8% 50% 75% 

Accuracy (Recording 2): MAC, 20 dB SNR, Fix, 
AGC off 

Accuracy (Recording 2): AAC, 20 dB SNR, Fix, AGC 
off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 67% 75% 67% 67% 83% 1 33% 50% 58% 33% 50% 

2 33% 42% 42% 17% 17% 2 8% 8% 0% 8% 17% 

3 92% 92% 83% 83% 83% 3 92% 92% 100% 75% 92% 

4 50% 42% 42% 33% 50% 4 67% 67% 83% 42% 75% 

5 92% 92% 92% 100% 92% 5 83% 83% 92% 92% 100% 

6 83% 92% 75% 83% 75% 6 92% 83% 100% 67% 92% 

7 8% 8% 17% 67% 67% 7 0% 0% 8% 50% 75% 

Accuracy (Recording 3): MAC, 20 dB SNR, Flt, 
AGC off 

Accuracy (Recording 3): AAC, 20 dB SNR, Flt, AGC 
off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 67% 67% 75% 58% 75% 1 33% 33% 25% 42% 75% 

2 17% 17% 17% 25% 25% 2 8% 8% 8% 17% 17% 

3 83% 92% 75% 83% 83% 3 100% 92% 100% 83% 92% 

4 67% 67% 50% 33% 58% 4 75% 58% 58% 33% 75% 

5 92% 92% 92% 100% 92% 5 92% 83% 92% 100% 100% 

6 83% 92% 75% 83% 75% 6 100% 92% 92% 83% 92% 

7 8% 8% 17% 58% 83% 7 0% 0% 0% 58% 75% 

Accuracy (Recording 3): MAC, 20 dB SNR, Fix, Accuracy (Recording 3): AAC, 20 dB SNR, Fix, AGC 
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AGC off off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 75% 75% 75% 67% 67% 1 25% 33% 42% 42% 67% 

2 33% 8% 17% 25% 33% 2 8% 8% 8% 8% 8% 

3 92% 83% 83% 83% 83% 3 92% 92% 100% 75% 92% 

4 42% 58% 67% 33% 50% 4 75% 67% 75% 33% 75% 

5 92% 92% 92% 100% 92% 5 83% 83% 92% 100% 100% 

6 83% 83% 83% 83% 75% 6 92% 83% 100% 75% 92% 

7 8% 8% 8% 50% 50% 7 0% 8% 0% 50% 75% 

Table C-2: Pitch estimation accuracy results for 12 musical notes (A4 – G#4) with 20 dB SNR (white Gaussian 

noise) and AGC disabled. 

Accuracy (Recording 1): MAC, 20 dB SNR, Flt, AGC 
on 

Accuracy (Recording 1): AAC, 20 dB SNR, Flt, AGC 
on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 67% 67% 67% 67% 67% 3 50% 50% 42% 50% 50% 

4 67% 67% 67% 67% 67% 4 50% 58% 58% 58% 58% 

5 17% 25% 25% 17% 25% 5 17% 17% 17% 8% 8% 

6 67% 67% 67% 67% 67% 6 42% 50% 50% 42% 50% 

7 100% 100% 100% 100% 100% 7 100% 100% 100% 100% 100% 

Accuracy (Recording 1): MAC, 20 dB SNR, Fix, 
AGC on 

Accuracy (Recording 1): AAC, 20 dB SNR, Fix, AGC 
on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 67% 67% 67% 67% 67% 3 50% 50% 50% 58% 42% 

4 67% 67% 67% 67% 67% 4 58% 58% 58% 58% 50% 

5 25% 25% 25% 25% 25% 5 17% 8% 17% 8% 17% 

6 67% 67% 67% 67% 67% 6 58% 58% 58% 58% 50% 

7 100% 100% 100% 100% 100% 7 100% 100% 100% 100% 100% 

Accuracy (Recording 2): MAC, 20 dB SNR, Flt, AGC 
on 

Accuracy (Recording 2): AAC, 20 dB SNR, Flt, AGC 
on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 67% 67% 67% 67% 67% 3 42% 50% 50% 50% 42% 

4 67% 67% 67% 67% 67% 4 58% 50% 50% 58% 50% 

5 25% 17% 25% 17% 17% 5 17% 8% 8% 17% 17% 

6 67% 67% 67% 67% 67% 6 42% 50% 42% 50% 42% 

7 100% 100% 100% 100% 100% 7 100% 100% 100% 100% 100% 
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Accuracy (Recording 2): MAC, 20 dB SNR, Fix, 
AGC on 

Accuracy (Recording 2): AAC, 20 dB SNR, Fix, AGC 
on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 8% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 67% 67% 67% 67% 67% 3 42% 42% 42% 50% 50% 

4 67% 67% 58% 67% 67% 4 50% 50% 50% 58% 58% 

5 17% 17% 17% 25% 17% 5 17% 8% 17% 8% 8% 

6 67% 67% 67% 67% 67% 6 50% 50% 50% 58% 58% 

7 100% 100% 100% 100% 100% 7 100% 100% 100% 100% 100% 

Accuracy (Recording 3): MAC, 20 dB SNR, Flt, AGC 
on 

Accuracy (Recording 3): AAC, 20 dB SNR, Flt, AGC 
on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 67% 67% 67% 67% 67% 3 42% 50% 42% 42% 50% 

4 67% 67% 67% 67% 67% 4 42% 33% 42% 50% 42% 

5 25% 17% 25% 17% 17% 5 17% 8% 8% 8% 8% 

6 67% 67% 67% 67% 67% 6 42% 42% 42% 42% 50% 

7 100% 100% 100% 100% 100% 7 100% 100% 100% 100% 100% 

Accuracy (Recording 3): MAC, 20 dB SNR, Fix, 
AGC on 

Accuracy (Recording 3): AAC, 20 dB SNR, Fix, AGC 
on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 67% 67% 58% 67% 67% 3 42% 42% 42% 50% 42% 

4 67% 58% 67% 67% 67% 4 50% 50% 50% 58% 50% 

5 17% 33% 25% 25% 25% 5 8% 8% 17% 8% 8% 

6 67% 67% 67% 67% 67% 6 50% 50% 50% 58% 50% 

7 100% 100% 100% 100% 100% 7 100% 100% 100% 100% 100% 

Table C-3: Pitch estimation accuracy results for 12 musical notes (A4 – G#4) with 20 dB SNR (white Gaussian 
noise) and AGC enabled. 

Accuracy (Recording 1): MAC, 0 dB SNR, Flt, AGC 
off 

Accuracy (Recording 1): AAC, 0 dB SNR, Flt, AGC 
off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 8% 1 0% 8% 0% 0% 8% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 42% 50% 42% 50% 83% 3 58% 50% 58% 42% 75% 

4 17% 25% 25% 42% 67% 4 50% 33% 42% 25% 50% 

5 50% 50% 50% 67% 75% 5 58% 42% 50% 67% 92% 

6 42% 42% 42% 50% 83% 6 58% 42% 50% 42% 75% 

7 25% 0% 25% 58% 58% 7 0% 0% 8% 42% 58% 



271 
 

Accuracy (Recording 1): MAC, 0 dB SNR, Fix, AGC 
off 

Accuracy (Recording 1): AAC, 0 dB SNR, Fix, AGC 
off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 8% 1 0% 0% 8% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 58% 33% 58% 42% 58% 3 50% 75% 67% 67% 83% 

4 42% 25% 50% 25% 50% 4 33% 58% 75% 33% 50% 

5 50% 42% 33% 50% 75% 5 50% 58% 58% 42% 92% 

6 50% 33% 58% 42% 58% 6 42% 67% 75% 50% 83% 

7 25% 0% 17% 33% 75% 7 8% 0% 0% 50% 75% 

Accuracy (Recording 2): MAC, 0 dB SNR, Flt, AGC 
off 

Accuracy (Recording 2): AAC, 0 dB SNR, Flt, AGC 
off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 8% 8% 0% 0% 1 0% 0% 0% 8% 17% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 58% 58% 75% 42% 58% 3 67% 42% 83% 75% 92% 

4 33% 50% 50% 17% 42% 4 50% 17% 83% 42% 58% 

5 58% 50% 58% 58% 75% 5 67% 50% 75% 83% 100% 

6 58% 58% 67% 33% 58% 6 50% 33% 83% 75% 92% 

7 8% 17% 17% 58% 67% 7 8% 8% 17% 58% 67% 

Accuracy (Recording 2): MAC, 0 dB SNR, Fix, AGC 
off 

Accuracy (Recording 2): AAC, 0 dB SNR, Fix, AGC 
off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 17% 0% 8% 0% 1 0% 8% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 58% 58% 42% 50% 58% 3 67% 83% 67% 75% 83% 

4 50% 58% 42% 42% 42% 4 50% 33% 58% 25% 58% 

5 33% 42% 50% 58% 75% 5 58% 67% 33% 75% 92% 

6 58% 50% 50% 50% 58% 6 50% 58% 67% 75% 83% 

7 25% 0% 8% 42% 50% 7 0% 0% 0% 42% 75% 

Accuracy (Recording 3): MAC, 0 dB SNR, Flt, AGC 
off 

Accuracy (Recording 3): AAC, 0 dB SNR, Flt, AGC 
off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 8% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 58% 50% 58% 42% 67% 3 50% 67% 42% 58% 75% 

4 33% 58% 33% 42% 42% 4 33% 50% 33% 42% 67% 

5 58% 50% 33% 50% 83% 5 42% 50% 33% 92% 92% 

6 50% 50% 33% 42% 50% 6 50% 67% 42% 58% 75% 

7 8% 17% 8% 50% 67% 7 17% 0% 8% 42% 75% 

Accuracy (Recording 3): MAC, 0 dB SNR, Fix, AGC 
off 

Accuracy (Recording 3): AAC, 0 dB SNR, Fix, AGC 
off 
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Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 8% 8% 0% 0% 0% 1 0% 0% 0% 0% 8% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 33% 42% 58% 58% 58% 3 42% 58% 58% 58% 83% 

4 33% 25% 42% 50% 42% 4 17% 42% 50% 25% 67% 

5 58% 50% 42% 83% 92% 5 58% 67% 75% 83% 100% 

6 33% 33% 50% 58% 58% 6 25% 58% 50% 58% 83% 

7 17% 8% 0% 33% 75% 7 0% 8% 0% 42% 67% 

Table C-4: Pitch estimation accuracy results for 12 musical notes (A4 – G#4) with 0 dB SNR (white Gaussian 
noise) and AGC disabled. 

Accuracy (Recording 1): MAC, 0 dB SNR, Flt, AGC 
on 

Accuracy (Recording 1): AAC, 0 dB SNR, Flt, AGC 
on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 67% 58% 67% 67% 42% 3 58% 50% 58% 58% 58% 

4 67% 58% 67% 83% 50% 4 75% 75% 75% 75% 67% 

5 25% 25% 25% 33% 17% 5 8% 33% 17% 8% 8% 

6 67% 58% 67% 83% 50% 6 42% 50% 42% 42% 42% 

7 100% 100% 92% 100% 100% 7 100% 92% 100% 100% 100% 

Accuracy (Recording 1): MAC, 0 dB SNR, Fix, AGC 
on 

Accuracy (Recording 1): AAC, 0 dB SNR, Fix, AGC 
on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0%  

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 50% 67% 58% 58% 50% 3 58% 58% 58% 58% 67%  

4 50% 67% 67% 58% 58% 4 58% 58% 50% 58%  75% 

5 33% 25% 33% 25% 17% 5 8% 8% 42% 8%  8% 

6 58% 67% 67% 58% 50% 6 58% 58% 50% 58%  67% 

7 100% 100% 100% 92% 100% 7 100% 100% 100% 100%  100% 

Accuracy (Recording 2): MAC, 0 dB SNR, Flt, AGC 
on 

Accuracy (Recording 2): AAC, 0 dB SNR, Flt, AGC 
on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 58% 58% 50% 67% 42% 3 50% 50% 67% 58% 58% 

4 58% 67% 50% 67% 42% 4 50% 58% 50% 50% 50% 

5 8% 25% 25% 25% 25% 5 8% 42% 8% 17% 33% 

6 58% 67% 50% 67% 42% 6 50% 50% 42% 50% 42% 

7 92% 100% 100% 100% 100% 7 100% 92% 92% 100% 92% 

Accuracy (Recording 2): MAC, 0 dB SNR, Fix, AGC 
on 

Accuracy (Recording 2): AAC, 0 dB SNR, Fix, AGC 
on 
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Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 67% 58% 67% 58% 67% 3 58% 58% 67% 50% 67% 

4 67% 58% 58% 58% 67% 4 58% 58% 67% 50% 75% 

5 25% 8% 33% 17% 42% 5 8% 17% 25% 17% 8% 

6 67% 58% 67% 58% 67% 6 58% 58% 67% 50% 67% 

7 100% 100% 100% 92% 100% 7 100% 100% 100% 100% 100% 

Accuracy (Recording 3): MAC, 0 dB SNR, Flt, AGC 
on 

Accuracy (Recording 3): AAC, 0 dB SNR, Flt, AGC 
on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 67% 50% 58% 67% 58% 3 50% 58% 50% 50% 50% 

4 58% 58% 58% 58% 58% 4 50% 58% 58% 50% 50% 

5 17% 25% 17% 25% 25% 5 8% 8% 42% 17% 25% 

6 58% 50% 58% 58% 58% 6 42% 50% 50% 42% 50% 

7 100% 100% 100% 100% 100% 7 100% 100% 100% 92% 92% 

Accuracy (Recording 3): MAC, 0 dB SNR, Fix, AGC 
on 

Accuracy (Recording 3): AAC, 0 dB SNR, Fix, AGC 
on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 58% 58% 75% 50% 67% 3 58% 67% 58% 50% 67% 

4 58% 58% 83% 50% 50% 4 67% 67% 50% 58% 67% 

5 25% 25% 42% 8% 25% 5 25% 8% 25% 8% 17% 

6 58% 58% 83% 50% 58% 6 67% 67% 50% 58% 67% 

7 100% 100% 100% 100% 100% 7 100% 100% 100% 100% 100% 

Table C-5: Pitch estimation accuracy results for 12 musical notes (A4 – G#4) with 0 dB SNR (white Gaussian 

noise) and AGC enabled. 

Accuracy (Recording 1): MAC, -20 dB SNR, Flt, 
AGC off 

Accuracy (Recording 1): AAC, -20 dB SNR, Flt, AGC 
off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 0% 33% 8% 17% 0% 3 17% 0% 8% 25% 8% 

4 0% 33% 8% 17% 0% 4 8% 8% 17% 8% 8% 

5 17% 17% 17% 25% 0% 5 17% 8% 8% 17% 25% 

6 0% 33% 8% 17% 0% 6 8% 8% 8% 17% 8% 

7 42% 25% 0% 17% 17% 7 8% 17% 33% 17% 42% 

Accuracy (Recording 1): MAC, -20 dB SNR, Fix, 
AGC off 

Accuracy (Recording 1): AAC, -20 dB SNR, Fix, 
AGC off 
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Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 17% 8% 25% 0% 8% 3 0% 42% 42% 25% 33% 

4 25% 8% 33% 0% 8% 4 0% 42% 33% 25% 33% 

5 17% 17% 8% 0% 17% 5 0% 33% 17% 17% 17% 

6 25% 8% 33% 0% 8% 6 0% 42% 33% 25% 33% 

7 33% 17% 8% 25% 17% 7 8% 42% 25% 33% 42% 

Accuracy (Recording 2): MAC, -20 dB SNR, Flt, 
AGC off 

Accuracy (Recording 2): AAC, -20 dB SNR, Flt, AGC 
off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 8% 25% 8% 8% 17% 3 0% 8% 0% 8% 25% 

4 0% 25% 0% 0% 17% 4 0% 17% 0% 8% 17% 

5 25% 33% 17% 0% 8% 5 0% 17% 17% 8% 17% 

6 8% 25% 0% 0% 25% 6 0% 17% 0% 8% 25% 

7 33% 33% 17% 17% 25% 7 8% 33% 25% 8% 17% 

Accuracy (Recording 2): MAC, -20 dB SNR, Fix, 
AGC off 

Accuracy (Recording 2): AAC, -20 dB SNR, Fix, 
AGC off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 8% 17% 8% 8% 33% 3 17% 0% 17% 8% 25% 

4 8% 17% 8% 8% 33% 4 8% 8% 17% 8% 33% 

5 8% 8% 17% 8% 17% 5 8% 8% 17% 0% 33% 

6 8% 17% 8% 8% 33% 6 8% 8% 17% 8% 25% 

7 42% 17% 33% 33% 42% 7 33% 33% 8% 17% 25% 

Accuracy (Recording 3): MAC, -20 dB SNR, Flt, 
AGC off 

Accuracy (Recording 3): AAC, -20 dB SNR, Flt, AGC 
off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 25% 8% 0% 25% 17% 3 17% 25% 17% 17% 17% 

4 25% 8% 0% 17% 25% 4 25% 17% 17% 33% 8% 

5 17% 0% 8% 25% 25% 5 8% 8% 25% 25% 25% 

6 25% 8% 0% 17% 25% 6 17% 17% 17% 33% 8% 

7 25% 25% 33% 33% 25% 7 17% 25% 17% 33% 33% 

Accuracy (Recording 3): MAC, -20 dB SNR, Fix, 
AGC off 

Accuracy (Recording 3): AAC, -20 dB SNR, Fix, 
AGC off 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 
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Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 25% 17% 25% 0% 8% 3 25% 33% 0% 0% 42% 

4 25% 33% 25% 0% 8% 4 25% 25% 0% 8% 33% 

5 25% 0% 0% 8% 8% 5 17% 25% 8% 8% 25% 

6 25% 33% 25% 0% 8% 6 25% 25% 0% 8% 42% 

7 25% 33% 17% 33% 17% 7 17% 33% 17% 25% 42% 

Table C-6: Pitch estimation accuracy results for 12 musical notes (A4 – G#4) with -20 dB SNR (white Gaussian 
noise) and AGC disabled. 

Accuracy (Recording 1): MAC, -20 dB SNR, Flt, 
AGC on 

Accuracy (Recording 1): AAC, -20 dB SNR, Flt, 
AGC on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 17% 8% 0% 8% 17% 3 8% 17% 25% 25% 17% 

4 17% 8% 0% 8% 17% 4 8% 8% 33% 25% 17% 

5 17% 8% 0% 0% 8% 5 8% 8% 0% 8% 0% 

6 17% 8% 0% 8% 17% 6 8% 17% 25% 25% 8% 

7 42% 33% 33% 25% 58% 7 42% 67% 33% 50% 50% 

Accuracy (Recording 1): MAC, -20 dB SNR, Fix, 
AGC on 

Accuracy (Recording 1): AAC, -20 dB SNR, Fix, 
AGC on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 8% 0% 17% 8% 8% 3 17% 8% 8% 42% 0% 

4 8% 0% 17% 8% 8% 4 17% 8% 8% 42% 0% 

5 8% 0% 0% 8% 8% 5 17% 0% 0% 25% 0% 

6 8% 0% 17% 8% 8% 6 17% 8% 8% 42% 0% 

7 50% 25% 50% 42% 58% 7 25% 67% 58% 58% 33% 

Accuracy (Recording 2): MAC, -20 dB SNR, Flt, 
AGC on 

Accuracy (Recording 2): AAC, -20 dB SNR, Flt, 
AGC on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 17% 0% 8% 17% 0% 3 25% 8% 17% 0% 8% 

4 17% 0% 8% 8% 0% 4 8% 17% 17% 33% 0% 

5 8% 0% 0% 8% 0% 5 0% 0% 17% 8% 8% 

6 17% 0% 8% 8% 0% 6 17% 8% 8% 0% 0% 

7 50% 17% 50% 33% 25% 7 50% 67% 75% 67% 42% 

Accuracy (Recording 2): MAC, -20 dB SNR, Fix, 
AGC on 

Accuracy (Recording 2): AAC, -20 dB SNR, Fix, 
AGC on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 
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Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 8% 8% 8% 0% 17% 3 0% 17% 17% 8% 0% 

4 8% 8% 8% 0% 17% 4 0% 17% 17% 17% 0% 

5 8% 0% 0% 8% 8% 5 0% 8% 8% 17% 0% 

6 8% 8% 8% 0% 17% 6 0% 17% 17% 8% 0% 

7 50% 25% 25% 42% 58% 7 50% 67% 42% 17% 58% 

Accuracy (Recording 3): MAC, -20 dB SNR, Flt, 
AGC on 

Accuracy (Recording 3): AAC, -20 dB SNR, Flt, 
AGC on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 0% 33% 0% 0% 8% 3 25% 0% 0% 8% 17% 

4 0% 33% 0% 0% 8% 4 25% 17% 0% 17% 25% 

5 0% 0% 0% 8% 17% 5 8% 0% 8% 0% 0% 

6 0% 33% 0% 0% 8% 6 33% 8% 0% 17% 25% 

7 42% 42% 50% 42% 25% 7 50% 33% 25% 42% 67% 

Accuracy (Recording 3): MAC, -20 dB SNR, Fix, 
AGC on 

Accuracy (Recording 3): AAC, -20 dB SNR, Fix, 
AGC on 

Intensity 
(dBFS): 

-20 -10 0 10 20 Intensity 
(dBFS): 

-20 -10 0 10 20 

Algorithm Algorithm 

1 0% 0% 0% 0% 0% 1 0% 0% 0% 0% 0% 

2 0% 0% 0% 0% 0% 2 0% 0% 0% 0% 0% 

3 17% 17% 8% 17% 17% 3 17% 17% 17% 8% 25% 

4 17% 17% 17% 17% 17% 4 17% 17% 17% 8% 25% 

5 8% 17% 8% 17% 25% 5 0% 25% 8% 8% 0% 

6 17% 17% 17% 17% 17% 6 17% 17% 17% 8% 25% 

7 25% 17% 58% 25% 33% 7 50% 42% 58% 50% 58% 

Table C-7: Pitch estimation accuracy results for 12 musical notes (A4 – G#4) with -20 dB SNR (white Gaussian 

noise) and AGC enabled. 
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D. Classification of Musical Instruments (0 dBFS, No Noise) 

 Profile Circuit Response  

Index Sum RMS Real Imag 
Real + 
Imag 

Real × 
Imag 

A1x A1y Up Down Accuracy 

1 ✓   ✓       ✓       75.00% 

2 ✓   ✓         ✓     50.00% 

3 ✓   ✓           ✓   66.67% 

4 ✓   ✓             ✓ 58.33% 

5 ✓   ✓       ✓ ✓     58.33% 

6 ✓   ✓       ✓   ✓   75.00% 

7 ✓   ✓       ✓     ✓ 75.00% 

8 ✓   ✓         ✓ ✓   66.67% 

9 ✓   ✓         ✓   ✓ 58.33% 

10 ✓   ✓           ✓ ✓ 58.33% 

11 ✓   ✓       ✓   ✓ ✓ 75.00% 

12 ✓   ✓         ✓ ✓ ✓ 75.00% 

13 ✓   ✓       ✓ ✓ ✓   75.00% 

14 ✓   ✓       ✓ ✓   ✓ 66.67% 

15 ✓   ✓       ✓ ✓ ✓ ✓ 75.00% 

16 ✓     ✓     ✓       75.00% 

17 ✓     ✓       ✓     50.00% 

18 ✓     ✓         ✓   41.67% 

19 ✓     ✓           ✓ 50.00% 

20 ✓     ✓     ✓ ✓     58.33% 

21 ✓     ✓     ✓   ✓   83.33% 

22 ✓     ✓     ✓     ✓ 66.67% 

23 ✓     ✓       ✓ ✓   66.67% 

24 ✓     ✓       ✓   ✓ 66.67% 

25 ✓     ✓         ✓ ✓ 41.67% 

26 ✓     ✓     ✓   ✓ ✓ 66.67% 

27 ✓     ✓       ✓ ✓ ✓ 75.00% 

28 ✓     ✓     ✓ ✓ ✓   75.00% 

29 ✓     ✓     ✓ ✓   ✓ 66.67% 

30 ✓     ✓     ✓ ✓ ✓ ✓ 75.00% 

31 ✓       ✓   ✓       75.00% 

32 ✓       ✓     ✓     50.00% 

33 ✓       ✓       ✓   50.00% 

34 ✓       ✓         ✓ 50.00% 

35 ✓       ✓   ✓ ✓     58.33% 

36 ✓       ✓   ✓   ✓   66.67% 

37 ✓       ✓   ✓     ✓ 58.33% 

38 ✓       ✓     ✓ ✓   66.67% 

39 ✓       ✓     ✓   ✓ 75.00% 
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 Profile Circuit Response  

Index Sum RMS Real Imag 
Real + 
Imag 

Real × 
Imag 

A1x A1y Up Down Accuracy 

40 ✓       ✓       ✓ ✓ 50.00% 

41 ✓       ✓   ✓   ✓ ✓ 50.00% 

42 ✓       ✓     ✓ ✓ ✓ 58.33% 

43 ✓       ✓   ✓ ✓ ✓   66.67% 

44 ✓       ✓   ✓ ✓   ✓ 75.00% 

45 ✓       ✓   ✓ ✓ ✓ ✓ 66.67% 

46 ✓         ✓ ✓       75.00% 

47 ✓         ✓   ✓     50.00% 

48 ✓         ✓     ✓   66.67% 

49 ✓         ✓       ✓ 75.00% 

50 ✓         ✓ ✓ ✓     58.33% 

51 ✓         ✓ ✓   ✓   75.00% 

52 ✓         ✓ ✓     ✓ 75.00% 

53 ✓         ✓   ✓ ✓   66.67% 

54 ✓         ✓   ✓   ✓ 75.00% 

55 ✓         ✓     ✓ ✓ 66.67% 

56 ✓         ✓ ✓   ✓ ✓ 75.00% 

57 ✓         ✓   ✓ ✓ ✓ 75.00% 

58 ✓         ✓ ✓ ✓ ✓   75.00% 

59 ✓         ✓ ✓ ✓   ✓ 75.00% 

60 ✓         ✓ ✓ ✓ ✓ ✓ 75.00% 

61   ✓ ✓       ✓       75.00% 

62   ✓ ✓         ✓     58.33% 

63   ✓ ✓           ✓   58.33% 

64   ✓ ✓             ✓ 58.33% 

65   ✓ ✓       ✓ ✓     75.00% 

66   ✓ ✓       ✓   ✓   75.00% 

67   ✓ ✓       ✓     ✓ 75.00% 

68   ✓ ✓         ✓ ✓   75.00% 

69   ✓ ✓         ✓   ✓ 75.00% 

70   ✓ ✓           ✓ ✓ 58.33% 

71   ✓ ✓       ✓   ✓ ✓ 75.00% 

72   ✓ ✓         ✓ ✓ ✓ 75.00% 

73   ✓ ✓       ✓ ✓ ✓   75.00% 

74   ✓ ✓       ✓ ✓   ✓ 75.00% 

75   ✓ ✓       ✓ ✓ ✓ ✓ 75.00% 

76   ✓   ✓     ✓       75.00% 

77   ✓   ✓       ✓     58.33% 

78   ✓   ✓         ✓   75.00% 

79   ✓   ✓           ✓ 66.67% 

80   ✓   ✓     ✓ ✓     75.00% 

81   ✓   ✓     ✓   ✓   83.33% 
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 Profile Circuit Response  

Index Sum RMS Real Imag 
Real + 
Imag 

Real × 
Imag 

A1x A1y Up Down Accuracy 

82   ✓   ✓     ✓     ✓ 83.33% 

83   ✓   ✓       ✓ ✓   66.67% 

84   ✓   ✓       ✓   ✓ 58.33% 

85   ✓   ✓         ✓ ✓ 75.00% 

86   ✓   ✓     ✓   ✓ ✓ 75.00% 

87   ✓   ✓       ✓ ✓ ✓ 66.67% 

88   ✓   ✓     ✓ ✓ ✓   75.00% 

89   ✓   ✓     ✓ ✓   ✓ 75.00% 

90   ✓   ✓     ✓ ✓ ✓ ✓ 66.67% 

91   ✓     ✓   ✓       75.00% 

92   ✓     ✓     ✓     58.33% 

93   ✓     ✓       ✓   66.67% 

94   ✓     ✓         ✓ 75.00% 

95   ✓     ✓   ✓ ✓     75.00% 

96   ✓     ✓   ✓   ✓   83.33% 

97   ✓     ✓   ✓     ✓ 83.33% 

98   ✓     ✓     ✓ ✓   66.67% 

99   ✓     ✓     ✓   ✓ 58.33% 

100   ✓     ✓       ✓ ✓ 66.67% 

101   ✓     ✓   ✓   ✓ ✓ 83.33% 

102   ✓     ✓     ✓ ✓ ✓ 75.00% 

103   ✓     ✓   ✓ ✓ ✓   75.00% 

104   ✓     ✓   ✓ ✓   ✓ 75.00% 

105   ✓     ✓   ✓ ✓ ✓ ✓ 83.33% 

106   ✓       ✓ ✓       75.00% 

107   ✓       ✓   ✓     58.33% 

108   ✓       ✓     ✓   75.00% 

109   ✓       ✓       ✓ 75.00% 

110   ✓       ✓ ✓ ✓     75.00% 

111   ✓       ✓ ✓   ✓   83.33% 

112   ✓       ✓ ✓     ✓ 83.33% 

113   ✓       ✓   ✓ ✓   75.00% 

114   ✓       ✓   ✓   ✓ 75.00% 

115   ✓       ✓     ✓ ✓ 75.00% 

116   ✓       ✓ ✓   ✓ ✓ 83.33% 

117   ✓       ✓   ✓ ✓ ✓ 75.00% 

118   ✓       ✓ ✓ ✓ ✓   83.33% 

119   ✓       ✓ ✓ ✓   ✓ 83.33% 

120   ✓       ✓ ✓ ✓ ✓ ✓ 75.00% 
Table D-1: Accuracy results for classifying musical instruments using 2D correlation coefficient equation in a 
linear classifier on floating-point responses of various input signal configurations recorded from the CAR-Lite-A1 
model. 



280 
 

 Profile Circuit Responses  

Index Sum RMS Real Imag 
Real + 
Imag 

Real × 
Imag 

A1x A1y Up Down Accuracy 

1 ✓   ✓       ✓       75.00% 

2 ✓   ✓         ✓     58.33% 

3 ✓   ✓           ✓   91.67% 

4 ✓   ✓             ✓ 58.33% 

5 ✓   ✓       ✓ ✓     66.67% 

6 ✓   ✓       ✓   ✓   83.33% 

7 ✓   ✓       ✓     ✓ 83.33% 

8 ✓   ✓         ✓ ✓   91.67% 

9 ✓   ✓         ✓   ✓ 66.67% 

10 ✓   ✓           ✓ ✓ 75.00% 

11 ✓   ✓       ✓   ✓ ✓ 83.33% 

12 ✓   ✓         ✓ ✓ ✓ 83.33% 

13 ✓   ✓       ✓ ✓ ✓   91.67% 

14 ✓   ✓       ✓ ✓   ✓ 83.33% 

15 ✓   ✓       ✓ ✓ ✓ ✓ 83.33% 

16 ✓     ✓     ✓       75.00% 

17 ✓     ✓       ✓     58.33% 

18 ✓     ✓         ✓   66.67% 

19 ✓     ✓           ✓ 66.67% 

20 ✓     ✓     ✓ ✓     66.67% 

21 ✓     ✓     ✓   ✓   83.33% 

22 ✓     ✓     ✓     ✓ 83.33% 

23 ✓     ✓       ✓ ✓   91.67% 

24 ✓     ✓       ✓   ✓ 83.33% 

25 ✓     ✓         ✓ ✓ 58.33% 

26 ✓     ✓     ✓   ✓ ✓ 83.33% 

27 ✓     ✓       ✓ ✓ ✓ 91.67% 

28 ✓     ✓     ✓ ✓ ✓   91.67% 

29 ✓     ✓     ✓ ✓   ✓ 83.33% 

30 ✓     ✓     ✓ ✓ ✓ ✓ 91.67% 

31 ✓       ✓   ✓       75.00% 

32 ✓       ✓     ✓     58.33% 

33 ✓       ✓       ✓   66.67% 

34 ✓       ✓         ✓ 58.33% 

35 ✓       ✓   ✓ ✓     66.67% 

36 ✓       ✓   ✓   ✓   83.33% 

37 ✓       ✓   ✓     ✓ 100.00% 

38 ✓       ✓     ✓ ✓   75.00% 

39 ✓       ✓     ✓   ✓ 75.00% 

40 ✓       ✓       ✓ ✓ 58.33% 

41 ✓       ✓   ✓   ✓ ✓ 91.67% 

42 ✓       ✓     ✓ ✓ ✓ 75.00% 
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 Profile Circuit Responses  

Index Sum RMS Real Imag 
Real + 
Imag 

Real × 
Imag 

A1x A1y Up Down Accuracy 

43 ✓       ✓   ✓ ✓ ✓   83.33% 

44 ✓       ✓   ✓ ✓   ✓ 75.00% 

45 ✓       ✓   ✓ ✓ ✓ ✓ 83.33% 

46 ✓         ✓ ✓       75.00% 

47 ✓         ✓   ✓     58.33% 

48 ✓         ✓     ✓   58.33% 

49 ✓         ✓       ✓ 66.67% 

50 ✓         ✓ ✓ ✓     66.67% 

51 ✓         ✓ ✓   ✓   75.00% 

52 ✓         ✓ ✓     ✓ 75.00% 

53 ✓         ✓   ✓ ✓   83.33% 

54 ✓         ✓   ✓   ✓ 83.33% 

55 ✓         ✓     ✓ ✓ 66.67% 

56 ✓         ✓ ✓   ✓ ✓ 83.33% 

57 ✓         ✓   ✓ ✓ ✓ 91.67% 

58 ✓         ✓ ✓ ✓ ✓   91.67% 

59 ✓         ✓ ✓ ✓   ✓ 83.33% 

60 ✓         ✓ ✓ ✓ ✓ ✓ 100.00% 

61   ✓ ✓       ✓       75.00% 

62   ✓ ✓         ✓     75.00% 

63   ✓ ✓           ✓   50.00% 

64   ✓ ✓             ✓ 50.00% 

65   ✓ ✓       ✓ ✓     75.00% 

66   ✓ ✓       ✓   ✓   66.67% 

67   ✓ ✓       ✓     ✓ 75.00% 

68   ✓ ✓         ✓ ✓   50.00% 

69   ✓ ✓         ✓   ✓ 66.67% 

70   ✓ ✓           ✓ ✓ 50.00% 

71   ✓ ✓       ✓   ✓ ✓ 58.33% 

72   ✓ ✓         ✓ ✓ ✓ 41.67% 

73   ✓ ✓       ✓ ✓ ✓   75.00% 

74   ✓ ✓       ✓ ✓   ✓ 75.00% 

75   ✓ ✓       ✓ ✓ ✓ ✓ 83.33% 

76   ✓   ✓     ✓       75.00% 

77   ✓   ✓       ✓     75.00% 

78   ✓   ✓         ✓   75.00% 

79   ✓   ✓           ✓ 66.67% 

80   ✓   ✓     ✓ ✓     75.00% 

81   ✓   ✓     ✓   ✓   83.33% 

82   ✓   ✓     ✓     ✓ 91.67% 

83   ✓   ✓       ✓ ✓   75.00% 

84   ✓   ✓       ✓   ✓ 66.67% 
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 Profile Circuit Responses  

Index Sum RMS Real Imag 
Real + 
Imag 

Real × 
Imag 

A1x A1y Up Down Accuracy 

85   ✓   ✓         ✓ ✓ 75.00% 

86   ✓   ✓     ✓   ✓ ✓ 83.33% 

87   ✓   ✓       ✓ ✓ ✓ 66.67% 

88   ✓   ✓     ✓ ✓ ✓   75.00% 

89   ✓   ✓     ✓ ✓   ✓ 75.00% 

90   ✓   ✓     ✓ ✓ ✓ ✓ 75.00% 

91   ✓     ✓   ✓       75.00% 

92   ✓     ✓     ✓     75.00% 

93   ✓     ✓       ✓   66.67% 

94   ✓     ✓         ✓ 50.00% 

95   ✓     ✓   ✓ ✓     75.00% 

96   ✓     ✓   ✓   ✓   75.00% 

97   ✓     ✓   ✓     ✓ 58.33% 

98   ✓     ✓     ✓ ✓   66.67% 

99   ✓     ✓     ✓   ✓ 58.33% 

100   ✓     ✓       ✓ ✓ 75.00% 

101   ✓     ✓   ✓   ✓ ✓ 75.00% 

102   ✓     ✓     ✓ ✓ ✓ 58.33% 

103   ✓     ✓   ✓ ✓ ✓   75.00% 

104   ✓     ✓   ✓ ✓   ✓ 75.00% 

105   ✓     ✓   ✓ ✓ ✓ ✓ 58.33% 

106   ✓       ✓ ✓       75.00% 

107   ✓       ✓   ✓     75.00% 

108   ✓       ✓     ✓   75.00% 

109   ✓       ✓       ✓ 66.67% 

110   ✓       ✓ ✓ ✓     75.00% 

111   ✓       ✓ ✓   ✓   83.33% 

112   ✓       ✓ ✓     ✓ 83.33% 

113   ✓       ✓   ✓ ✓   75.00% 

114   ✓       ✓   ✓   ✓ 66.67% 

115   ✓       ✓     ✓ ✓ 66.67% 

116   ✓       ✓ ✓   ✓ ✓ 83.33% 

117   ✓       ✓   ✓ ✓ ✓ 75.00% 

118   ✓       ✓ ✓ ✓ ✓   83.33% 

119   ✓       ✓ ✓ ✓   ✓ 83.33% 

120   ✓       ✓ ✓ ✓ ✓ ✓ 83.33% 
Table D-2: Accuracy results for classifying musical instruments using 2D correlation coefficient equation in a 
linear classifier on fixed-point responses of various signal input configurations recorded from the CAR-Lite-A1 
model. 
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 Profile Circuit Response  

Index Sum RMS Real Imag 
Real + 
Imag 

Real × 
Imag 

A1x A1y Up Down Accuracy 

1 ✓   ✓       ✓       66.67% 

2 ✓   ✓         ✓     83.33% 

3 ✓   ✓           ✓   41.67% 

4 ✓   ✓             ✓ 50.00% 

5 ✓   ✓       ✓ ✓     83.33% 

6 ✓   ✓       ✓   ✓   66.67% 

7 ✓   ✓       ✓     ✓ 66.67% 

8 ✓   ✓         ✓ ✓   83.33% 

9 ✓   ✓         ✓   ✓ 83.33% 

10 ✓   ✓           ✓ ✓ 50.00% 

11 ✓   ✓       ✓   ✓ ✓ 66.67% 

12 ✓   ✓         ✓ ✓ ✓ 83.33% 

13 ✓   ✓       ✓ ✓ ✓   83.33% 

14 ✓   ✓       ✓ ✓   ✓ 83.33% 

15 ✓   ✓       ✓ ✓ ✓ ✓ 83.33% 

16 ✓     ✓     ✓       66.67% 

17 ✓     ✓       ✓     83.33% 

18 ✓     ✓         ✓   50.00% 

19 ✓     ✓           ✓ 50.00% 

20 ✓     ✓     ✓ ✓     83.33% 

21 ✓     ✓     ✓   ✓   83.33% 

22 ✓     ✓     ✓     ✓ 75.00% 

23 ✓     ✓       ✓ ✓   83.33% 

24 ✓     ✓       ✓   ✓ 83.33% 

25 ✓     ✓         ✓ ✓ 50.00% 

26 ✓     ✓     ✓   ✓ ✓ 66.67% 

27 ✓     ✓       ✓ ✓ ✓ 83.33% 

28 ✓     ✓     ✓ ✓ ✓   83.33% 

29 ✓     ✓     ✓ ✓   ✓ 83.33% 

30 ✓     ✓     ✓ ✓ ✓ ✓ 83.33% 

31 ✓       ✓   ✓       66.67% 

32 ✓       ✓     ✓     83.33% 

33 ✓       ✓       ✓   66.67% 

34 ✓       ✓         ✓ 58.33% 

35 ✓       ✓   ✓ ✓     83.33% 

36 ✓       ✓   ✓   ✓   66.67% 

37 ✓       ✓   ✓     ✓ 58.33% 

38 ✓       ✓     ✓ ✓   83.33% 

39 ✓       ✓     ✓   ✓ 83.33% 

40 ✓       ✓       ✓ ✓ 58.33% 

41 ✓       ✓   ✓   ✓ ✓ 66.67% 

42 ✓       ✓     ✓ ✓ ✓ 91.67% 
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 Profile Circuit Response  

Index Sum RMS Real Imag 
Real + 
Imag 

Real × 
Imag 

A1x A1y Up Down Accuracy 

43 ✓       ✓   ✓ ✓ ✓   83.33% 

44 ✓       ✓   ✓ ✓   ✓ 83.33% 

45 ✓       ✓   ✓ ✓ ✓ ✓ 75.00% 

46 ✓         ✓ ✓       66.67% 

47 ✓         ✓   ✓     83.33% 

48 ✓         ✓     ✓   50.00% 

49 ✓         ✓       ✓ 58.33% 

50 ✓         ✓ ✓ ✓     83.33% 

51 ✓         ✓ ✓   ✓   66.67% 

52 ✓         ✓ ✓     ✓ 66.67% 

53 ✓         ✓   ✓ ✓   83.33% 

54 ✓         ✓   ✓   ✓ 83.33% 

55 ✓         ✓     ✓ ✓ 50.00% 

56 ✓         ✓ ✓   ✓ ✓ 66.67% 

57 ✓         ✓   ✓ ✓ ✓ 83.33% 

58 ✓         ✓ ✓ ✓ ✓   83.33% 

59 ✓         ✓ ✓ ✓   ✓ 83.33% 

60 ✓         ✓ ✓ ✓ ✓ ✓ 83.33% 

61   ✓ ✓       ✓       66.67% 

62   ✓ ✓         ✓     41.67% 

63   ✓ ✓           ✓   66.67% 

64   ✓ ✓             ✓ 66.67% 

65   ✓ ✓       ✓ ✓     66.67% 

66   ✓ ✓       ✓   ✓   66.67% 

67   ✓ ✓       ✓     ✓ 66.67% 

68   ✓ ✓         ✓ ✓   41.67% 

69   ✓ ✓         ✓   ✓ 41.67% 

70   ✓ ✓           ✓ ✓ 66.67% 

71   ✓ ✓       ✓   ✓ ✓ 66.67% 

72   ✓ ✓         ✓ ✓ ✓ 41.67% 

73   ✓ ✓       ✓ ✓ ✓   66.67% 

74   ✓ ✓       ✓ ✓   ✓ 66.67% 

75   ✓ ✓       ✓ ✓ ✓ ✓ 66.67% 

76   ✓   ✓     ✓       66.67% 

77   ✓   ✓       ✓     41.67% 

78   ✓   ✓         ✓   66.67% 

79   ✓   ✓           ✓ 58.33% 

80   ✓   ✓     ✓ ✓     66.67% 

81   ✓   ✓     ✓   ✓   66.67% 

82   ✓   ✓     ✓     ✓ 66.67% 

83   ✓   ✓       ✓ ✓   41.67% 

84   ✓   ✓       ✓   ✓ 41.67% 
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 Profile Circuit Response  

Index Sum RMS Real Imag 
Real + 
Imag 

Real × 
Imag 

A1x A1y Up Down Accuracy 

85   ✓   ✓         ✓ ✓ 66.67% 

86   ✓   ✓     ✓   ✓ ✓ 66.67% 

87   ✓   ✓       ✓ ✓ ✓ 41.67% 

88   ✓   ✓     ✓ ✓ ✓   66.67% 

89   ✓   ✓     ✓ ✓   ✓ 66.67% 

90   ✓   ✓     ✓ ✓ ✓ ✓ 66.67% 

91   ✓     ✓   ✓       66.67% 

92   ✓     ✓     ✓     41.67% 

93   ✓     ✓       ✓   66.67% 

94   ✓     ✓         ✓ 50.00% 

95   ✓     ✓   ✓ ✓     66.67% 

96   ✓     ✓   ✓   ✓   66.67% 

97   ✓     ✓   ✓     ✓ 66.67% 

98   ✓     ✓     ✓ ✓   41.67% 

99   ✓     ✓     ✓   ✓ 41.67% 

100   ✓     ✓       ✓ ✓ 66.67% 

101   ✓     ✓   ✓   ✓ ✓ 66.67% 

102   ✓     ✓     ✓ ✓ ✓ 41.67% 

103   ✓     ✓   ✓ ✓ ✓   66.67% 

104   ✓     ✓   ✓ ✓   ✓ 66.67% 

105   ✓     ✓   ✓ ✓ ✓ ✓ 66.67% 

106   ✓       ✓ ✓       66.67% 

107   ✓       ✓   ✓     41.67% 

108   ✓       ✓     ✓   66.67% 

109   ✓       ✓       ✓ 66.67% 

110   ✓       ✓ ✓ ✓     66.67% 

111   ✓       ✓ ✓   ✓   66.67% 

112   ✓       ✓ ✓     ✓ 66.67% 

113   ✓       ✓   ✓ ✓   41.67% 

114   ✓       ✓   ✓   ✓ 41.67% 

115   ✓       ✓     ✓ ✓ 66.67% 

116   ✓       ✓ ✓   ✓ ✓ 66.67% 

117   ✓       ✓   ✓ ✓ ✓ 41.67% 

118   ✓       ✓ ✓ ✓ ✓   66.67% 

119   ✓       ✓ ✓ ✓   ✓ 66.67% 

120   ✓       ✓ ✓ ✓ ✓ ✓ 66.67% 
Table D-3: Accuracy results for classifying musical instruments using timbre distance algorithm in a k-nearest 
neighbour (KNN) classifier on floating-point responses of various input signal configurations recorded from the 
CAR-Lite-A1 model. 
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 Profile Circuit Responses  

Index Sum RMS Real Imag 
Real + 
Imag 

Real × 
Imag 

A1x A1y Up Down Accuracy 

1 ✓   ✓       ✓       66.67% 

2 ✓   ✓         ✓     91.67% 

3 ✓   ✓           ✓   50.00% 

4 ✓   ✓             ✓ 58.33% 

5 ✓   ✓       ✓ ✓     83.33% 

6 ✓   ✓       ✓   ✓   83.33% 

7 ✓   ✓       ✓     ✓ 83.33% 

8 ✓   ✓         ✓ ✓   91.67% 

9 ✓   ✓         ✓   ✓ 91.67% 

10 ✓   ✓           ✓ ✓ 58.33% 

11 ✓   ✓       ✓   ✓ ✓ 83.33% 

12 ✓   ✓         ✓ ✓ ✓ 91.67% 

13 ✓   ✓       ✓ ✓ ✓   91.67% 

14 ✓   ✓       ✓ ✓   ✓ 91.67% 

15 ✓   ✓       ✓ ✓ ✓ ✓ 91.67% 

16 ✓     ✓     ✓       66.67% 

17 ✓     ✓       ✓     91.67% 

18 ✓     ✓         ✓   41.67% 

19 ✓     ✓           ✓ 58.33% 

20 ✓     ✓     ✓ ✓     83.33% 

21 ✓     ✓     ✓   ✓   75.00% 

22 ✓     ✓     ✓     ✓ 58.33% 

23 ✓     ✓       ✓ ✓   91.67% 

24 ✓     ✓       ✓   ✓ 91.67% 

25 ✓     ✓         ✓ ✓ 50.00% 

26 ✓     ✓     ✓   ✓ ✓ 58.33% 

27 ✓     ✓       ✓ ✓ ✓ 91.67% 

28 ✓     ✓     ✓ ✓ ✓   91.67% 

29 ✓     ✓     ✓ ✓   ✓ 91.67% 

30 ✓     ✓     ✓ ✓ ✓ ✓ 91.37% 

31 ✓       ✓   ✓       66.67% 

32 ✓       ✓     ✓     91.67% 

33 ✓       ✓       ✓   66.67% 

34 ✓       ✓         ✓ 58.33% 

35 ✓       ✓   ✓ ✓     83.33% 

36 ✓       ✓   ✓   ✓   66.67% 

37 ✓       ✓   ✓     ✓ 75.00% 

38 ✓       ✓     ✓ ✓   91.67% 

39 ✓       ✓     ✓   ✓ 91.67% 

40 ✓       ✓       ✓ ✓ 58.33% 

41 ✓       ✓   ✓   ✓ ✓ 66.67% 

42 ✓       ✓     ✓ ✓ ✓ 91.67% 
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 Profile Circuit Responses  

Index Sum RMS Real Imag 
Real + 
Imag 

Real × 
Imag 

A1x A1y Up Down Accuracy 

43 ✓       ✓   ✓ ✓ ✓   91.67% 

44 ✓       ✓   ✓ ✓   ✓ 91.67% 

45 ✓       ✓   ✓ ✓ ✓ ✓ 91.67% 

46 ✓         ✓ ✓       66.67% 

47 ✓         ✓   ✓     91.67% 

48 ✓         ✓     ✓   41.67% 

49 ✓         ✓       ✓ 41.67% 

50 ✓         ✓ ✓ ✓     83.33% 

51 ✓         ✓ ✓   ✓   41.67% 

52 ✓         ✓ ✓     ✓ 41.67% 

53 ✓         ✓   ✓ ✓   58.33% 

54 ✓         ✓   ✓   ✓ 50.00% 

55 ✓         ✓     ✓ ✓ 41.67% 

56 ✓         ✓ ✓   ✓ ✓ 41.67% 

57 ✓         ✓   ✓ ✓ ✓ 41.67% 

58 ✓         ✓ ✓ ✓ ✓   58.33% 

59 ✓         ✓ ✓ ✓   ✓ 50.00% 

60 ✓         ✓ ✓ ✓ ✓ ✓ 41.67% 

61   ✓ ✓       ✓       66.67% 

62   ✓ ✓         ✓     41.67% 

63   ✓ ✓           ✓   66.67% 

64   ✓ ✓             ✓ 58.33% 

65   ✓ ✓       ✓ ✓     66.67% 

66   ✓ ✓       ✓   ✓   66.67% 

67   ✓ ✓       ✓     ✓ 66.67% 

68   ✓ ✓         ✓ ✓   41.67% 

69   ✓ ✓         ✓   ✓ 41.67% 

70   ✓ ✓           ✓ ✓ 58.33% 

71   ✓ ✓       ✓   ✓ ✓ 66.67% 

72   ✓ ✓         ✓ ✓ ✓ 41.67% 

73   ✓ ✓       ✓ ✓ ✓   66.67% 

74   ✓ ✓       ✓ ✓   ✓ 66.67% 

75   ✓ ✓       ✓ ✓ ✓ ✓ 66.67% 

76   ✓   ✓     ✓       66.67% 

77   ✓   ✓       ✓     41.67% 

78   ✓   ✓         ✓   66.67% 

79   ✓   ✓           ✓ 66.67% 

80   ✓   ✓     ✓ ✓     66.67% 

81   ✓   ✓     ✓   ✓   66.67% 

82   ✓   ✓     ✓     ✓ 66.67% 

83   ✓   ✓       ✓ ✓   41.67% 

84   ✓   ✓       ✓   ✓ 41.67% 
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 Profile Circuit Responses  

Index Sum RMS Real Imag 
Real + 
Imag 

Real × 
Imag 

A1x A1y Up Down Accuracy 

85   ✓   ✓         ✓ ✓ 66.67% 

86   ✓   ✓     ✓   ✓ ✓ 66.67% 

87   ✓   ✓       ✓ ✓ ✓ 41.67% 

88   ✓   ✓     ✓ ✓ ✓   66.67% 

89   ✓   ✓     ✓ ✓   ✓ 66.67% 

90   ✓   ✓     ✓ ✓ ✓ ✓ 66.67% 

91   ✓     ✓   ✓       66.67% 

92   ✓     ✓     ✓     41.67% 

93   ✓     ✓       ✓   66.67% 

94   ✓     ✓         ✓ 58.33% 

95   ✓     ✓   ✓ ✓     66.67% 

96   ✓     ✓   ✓   ✓   66.67% 

97   ✓     ✓   ✓     ✓ 66.67% 

98   ✓     ✓     ✓ ✓   41.67% 

99   ✓     ✓     ✓   ✓ 41.67% 

100   ✓     ✓       ✓ ✓ 75.00% 

101   ✓     ✓   ✓   ✓ ✓ 66.67% 

102   ✓     ✓     ✓ ✓ ✓ 41.67% 

103   ✓     ✓   ✓ ✓ ✓   66.67% 

104   ✓     ✓   ✓ ✓   ✓ 66.67% 

105   ✓     ✓   ✓ ✓ ✓ ✓ 66.67% 

106   ✓       ✓ ✓       66.67% 

107   ✓       ✓   ✓     41.67% 

108   ✓       ✓     ✓   58.33% 

109   ✓       ✓       ✓ 58.33% 

110   ✓       ✓ ✓ ✓     66.67% 

111   ✓       ✓ ✓   ✓   66.67% 

112   ✓       ✓ ✓     ✓ 66.67% 

113   ✓       ✓   ✓ ✓   66.67% 

114   ✓       ✓   ✓   ✓ 58.33% 

115   ✓       ✓     ✓ ✓ 58.33% 

116   ✓       ✓ ✓   ✓ ✓ 66.67% 

117   ✓       ✓   ✓ ✓ ✓ 66.67% 

118   ✓       ✓ ✓ ✓ ✓   66.67% 

119   ✓       ✓ ✓ ✓   ✓ 66.67% 

120   ✓       ✓ ✓ ✓ ✓ ✓ 66.67% 
Table D-4: Accuracy results for classifying musical instruments using timbre distance algorithm in a k-nearest 
neighbour (KNN) classifier on fixed-point responses of various input signal configurations recorded from the 
CAR-Lite-A1 model. 
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E. Classification of Musical Instruments based on Varying 

Intensity and SNR Levels 
 SUM 

 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Fix: 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 67% 67% 67% 67% 100% 100% 100% 100% 100% 

Fix: 67% 67% 67% 67% 67% 100% 100% 100% 100% 100% 
           

 RMS 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Fix: 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 67% 67% 67% 67% 100% 100% 100% 100% 100% 

Fix: 67% 67% 67% 67% 100% 100% 100% 100% 100% 100% 
Table E-1: Accuracy results for classifying musical instruments based on varying intensity levels of musical 
signals without noise. Flt: Floating-point; Fix: Fixed-point; Re: Real component of a complex signal output from 

the CAR-Lite-A1 model. 

 SUM (Recording 1) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 100% 67% 100% 100% 100% 67% 67% 67% 67% 67% 

Fix: 100% 100% 100% 67% 67% 67% 67% 67% 67% 67% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 100% 100% 100% 67% 67% 100% 100% 100% 100% 100% 

Fix: 67% 67% 67% 67% 100% 100% 100% 100% 100% 100% 
           

 RMS (Recording 1) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 67% 100% 100% 100% 100% 100% 100% 100% 100% 

Fix: 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
 Timbre Distance (Re) 
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Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 100% 67% 100% 67% 67% 100% 100% 100% 100% 100% 

Fix: 100% 67% 67% 67% 67% 100% 100% 100% 100% 100% 
           

 SUM (Recording 2) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 100% 100% 100% 100% 67% 67% 67% 67% 67% 

Fix: 100% 100% 100% 100% 100% 67% 67% 67% 67% 67% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 100% 67% 67% 67% 100% 100% 100% 100% 100% 

Fix: 100% 67% 100% 67% 100% 100% 100% 100% 100% 100% 
           

 RMS (Recording 2) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 100% 100% 100% 100% 67% 100% 100% 100% 100% 100% 

Fix: 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 100% 100% 67% 67% 67% 100% 100% 100% 100% 100% 

Fix: 100% 67% 67% 100% 100% 100% 100% 100% 100% 100% 
           

 SUM (Recording 3) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 100% 100% 67% 67% 67% 100% 67% 67% 67% 67% 

Fix: 100% 100% 100% 100% 67% 67% 67% 67% 67% 67% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 100% 67% 67% 67% 67% 100% 100% 100% 100% 100% 

Fix: 67% 67% 67% 67% 100% 100% 100% 100% 100% 100% 
           

 RMS (Recording 3) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 100% 100% 100% 67% 100% 67% 100% 100% 100% 100% 

Fix: 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
 Timbre Distance (Re) 
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Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 67% 100% 67% 67% 100% 100% 100% 100% 100% 

Fix: 67% 100% 67% 100% 100% 100% 100% 100% 100% 100% 
Table E-2: Three sets of accuracy results for classifying musical instruments based on varying intensity levels of 
musical signals at 20 dB SNR. Flt: Floating-point; Fix: Fixed-point; Re: Real component of a complex signal 
output from the CAR-Lite-A1 model. 

 SUM (Recording 1) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 67% 67% 67% 67% 67% 67% 33% 33% 33% 

Fix: 100% 100% 67% 67% 67% 67% 33% 67% 33% 33% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 100% 67% 67% 100% 100% 100% 100% 100% 100% 

Fix: 100% 100% 100% 67% 67% 100% 100% 100% 100% 100% 
           

 RMS (Recording 1) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 67% 33% 67% 67% 67% 67% 33% 67% 67% 

Fix: 67% 67% 67% 67% 67% 100% 33% 67% 33% 67% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 67% 100% 67% 33% 100% 100% 100% 100% 100% 

Fix: 67% 100% 100% 67% 67% 100% 100% 100% 100% 100% 
           

 SUM (Recording 2) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 33% 67% 33% 33% 67% 67% 67% 33% 33% 

Fix: 67% 67% 100% 33% 67% 33% 33% 33% 33% 67% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 100% 100% 67% 100% 67% 100% 100% 100% 100% 100% 

Fix: 67% 67% 67% 67% 67% 100% 67% 67% 100% 100% 
           

 RMS (Recording 2) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 33% 67% 100% 67% 67% 33% 67% 67% 67% 33% 
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Fix: 67% 67% 67% 100% 33% 67% 100% 33% 33% 100% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 33% 67% 100% 67% 67% 100% 100% 100% 100% 

Fix: 33% 67% 33% 67% 67% 100% 67% 100% 100% 100% 
           

 SUM (Recording 3) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 100% 67% 100% 67% 33% 33% 33% 33% 67% 

Fix: 67% 67% 67% 67% 67% 33% 33% 33% 67% 33% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 33% 67% 67% 67% 100% 100% 100% 100% 67% 

Fix: 100% 67% 67% 67% 67% 100% 67% 67% 67% 100% 
           

 RMS (Recording 3) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 100% 33% 33% 33% 67% 33% 33% 67% 67% 

Fix: 33% 67% 100% 67% 67% 67% 33% 33% 33% 33% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 33% 100% 100% 33% 67% 67% 67% 67% 100% 100% 

Fix: 100% 100% 67% 33% 67% 100% 100% 67% 100% 100% 
Table E-3: Three sets of accuracy results for classifying musical instruments based on varying intensity levels of 
musical signals at 0 dB SNR. Flt: Floating-point; Fix: Fixed-point; Re: Real component of a complex signal output 
from the CAR-Lite-A1 model. 

 SUM (Recording 1) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 67% 67% 0% 67% 0% 0% 0% 33% 33% 

Fix: 0% 33% 33% 33% 33% 0% 0% 0% 33% 0% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 0% 33% 0% 33% 0% 0% 0% 33% 67% 33% 

Fix: 0% 0% 33% 33% 33% 33% 0% 67% 0% 33% 
           

 RMS (Recording 1) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 
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Flt: 33% 33% 33% 67% 33% 33% 0% 0% 67% 0% 

Fix: 33% 33% 0% 33% 33% 33% 33% 0% 33% 67% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 33% 33% 33% 0% 67% 0% 0% 67% 33% 0% 

Fix: 33% 0% 67% 33% 67% 0% 33% 33% 0% 33% 
           

 SUM (Recording 2) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 0% 33% 33% 67% 33% 33% 67% 67% 33% 67% 

Fix: 33% 33% 67% 33% 33% 33% 0% 33% 33% 67% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 33% 0% 67% 0% 33% 67% 33% 33% 67% 67% 

Fix: 33% 0% 67% 33% 33% 0% 33% 33% 67% 33% 
           

 RMS (Recording 2) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 67% 67% 67% 0% 100% 0% 67% 0% 33% 67% 

Fix: 67% 100% 67% 67% 0% 33% 67% 67% 0% 33% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 0% 0% 33% 33% 0% 67% 33% 33% 0% 33% 

Fix: 0% 67% 33% 0% 33% 33% 33% 33% 33% 67% 
           

 SUM (Recording 3) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 33% 0% 0% 0% 0% 0% 0% 33% 33% 0% 

Fix: 33% 33% 0% 33% 33% 0% 33% 33% 0% 0% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 33% 67% 0% 67% 67% 33% 33% 33% 0% 33% 

Fix: 33% 33% 0% 0% 0% 33% 33% 0% 33% 33% 
           

 RMS (Recording 3) 
 2D Correlation (Re) 
 No AGC AGC Enabled 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 
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Flt: 67% 67% 67% 67% 67% 33% 33% 67% 33% 33% 

Fix: 33% 0% 33% 0% 100% 33% 67% 33% 67% 33% 
 Timbre Distance (Re) 

Intensity (dBFS): -20 -10 0 10 20 -20 -10 0 10 20 

Flt: 33% 67% 67% 33% 33% 67% 33% 0% 33% 100% 

Fix: 33% 0% 33% 67% 0% 33% 67% 67% 33% 0% 
Table E-4: Three sets of accuracy results for classifying musical instruments based on varying intensity levels of 
musical signals at -20 dB SNR. Flt: Floating-point; Fix: Fixed-point; Re: Real component of a complex signal 
output from the CAR-Lite-A1 model. 

 




