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Abstract. This article studies commutative orders, that is, commutative
semigroups having a semigroup of quotients. In a commutative order S, the
square-cancellable elements S(S) constitute a well-behaved separable sub-
semigroup. Indeed, S(S) is also an order and has a maximum semigroup of
quotients R, which is Clifford. We present a new characterisation of com-
mutative orders in terms of semilattice decompositions of S(S) and families
of ideals of S. We investigate the role of tensor products in constructing
quotients, and show that all semigroups of quotients of S are homomorphic
images of the tensor product R ⊗S(S) S. By introducing the notions of

generalised order and semigroup of generalised quotients, we show that if S
has a semigroup of generalised quotients, then it has a greatest one. For this
we determine those semilattice congruences on S(S) that are restrictions of
congruences on S.

1. Introduction

Commutative semigroups, in spite of possessing a well-developed theory,
remain far from being fully understood. For a relatively recent general pre-
sentation, see [4]. Our aim here is to study a commutative semigroup S by
dividing it into two parts. Namely, S = S(S) ∪ T where S(S) is the subsemi-
group of square-cancellable elements of S, and T = S \ S(S). Our tool is that
of quotients : for the convenience of the reader we immediately recall the main
relevant notions, beginning with that of square-cancellability.
An element a ∈ S is square-cancellable if for all x, y ∈ S1 we have that

xa2 = ya2 implies xa = ya and also a2x = a2y implies ax = ay. It is clear
that being square-cancellable is a necessary condition for an element to lie in
a subgroup of an oversemigroup. Let S be a subsemigroup of a semigroup
Q. Then S is a left order in Q and Q is a semigroup of left quotients of S if
every q ∈ Q can be written as q = a♯b where a ∈ S(S), b ∈ S and a♯ is the
inverse of a in a subgroup of Q and if, in addition, every square-cancellable
element of S lies in a subgroup of Q. Right orders and semigroups of right
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quotients are defined dually. If S is both a left order and a right order in Q,
then S is an order in Q and Q is a semigroup of quotients of S. We remark
that if a commutative semigroup is a left order in Q, then Q is commutative
[1, Theorem 3.1] so that S is an order in Q. A given commutative order S
may have more than one semigroup of quotients. The semigroups of quotients
of S are pre-ordered by the relation Q ≥ P if and only if there exists an onto
homomorphism φ : Q → P which restricts to the identity on S. Such a φ is
referred to as an S-homomorphism; the classes of the associated equivalence
relation are the S-isohomomorphism classes of orders, giving us a partially
ordered set Q(S). In the best case, Q(S) contains maximum and minimum
elements.
Our rationale is as follows. Let S be a commutative semigroup. The set
S(S) is a subsemigroup of S and, if S is an order, then S(S) is also. In this case
S(S) is a commutative separative semigroup and thus has a well-understood
structure. Namely, S(S) is a semilattice of commutative cancellative semi-
groups and as such possesses a semigroup of quotients that is a semilattice of
commutative groups, that is, a commutative Clifford semigroup [5]. Moreover,
every semigroup of quotients of S(S) is a commutative Clifford semigroup and
Q(S(S)) forms a complete lattice [1]. The subset T consists of what may be
thought of as ‘bad’ elements, including any nilpotents. We aim to understand
these elements in terms of their relation to elements of S(S), in the case S is
an order.
Unfortunately, not all commutative semigroups are orders (not even all those

in which every element is square-cancellable, see Example 2.5 below). Easdown
and the second author [1] gave a description of those that are, in terms of
compatible pre-orders, using a direct construction. They also give examples
of commutative orders having, respectively, a maximum but no minimum and
a minimum but no maximum semigroup of quotients. By using an entirely
different approach we re-establish the description of orders given in [1] and
give a deeper analysis of Q(S) for commutative orders S. We do so by using
the decomposition S = S(S) ∪ T mentioned above.
In Section 2 we give the necessary preliminaries, and recap our knowledge of

commutative orders, summarising and clarifying existing results. We present
the description of commutative orders S in terms of compatible pre-orders from
[1], and then proceed in Section 3 to give a new characterisation via semilattice
decompositions of S(S) and families of ideals of S.
Section 4 introduces a notion of a generalised quotient semigroup, which

will be of use in our final results. We observe that a semigroup of generalised
quotients of a commutative semigroup S is always commutative. If S is com-
mutative and either S is a monoid or S = S(S), then the notions of quotient
semigroup and generalised quotient semigroup coincide.
We proceed as follows in Section 5. Let S be a commutative order, so

that S(S) is also an order. In particular, if S is an order in Q, then S(S)
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is an order in H(Q), the commutative Clifford semigroup of the group H-
classes of Q. Note that S may also be an order in another semigroup Q′ (so
that S(S) is an order in H(Q′)) such that H(Q) ∼= H(Q′), without Q being
isomorphic to Q′ (see [1, Example 7.4]). Put R = H(Q). We construct the
tensor product R⊗S(S)S and show that R embeds into R⊗S(S)S and that Q

is a morphic image of R⊗S(S)S. We thus obtain all quotient semigroups of S

that induce the same quotient semigroup R of S(S) as morphic images of the
fixed semigroup R⊗S(S) S. Moreover, we can recover the characterisation of

commutative orders given in [1]. A further consequence is that every semigroup
of quotients of S is the image of M ⊗S(S) S, where M is the maximum

semigroup of quotients of S(S).
Now let S be any commutative semigroup such that S(S) is an order in a

semigroup R. Again in Section 5, we give a necessary and sufficient condition
for R to embed into R⊗S(S)S, namely, that if ρ is the semilattice congruence

on S(S) induced by that of R, then ρ|S(S) = ρ1, where ρ is the congruence
on S generated by ρ. This is easily seen to be a necessary condition for S to
be an order in some Q such that H(Q) = R. Our first aim in Section 6 is to
find a straightforward condition in terms of elements of S for ρ|S(S) = ρ. If
a congruence ρ on S(S) satisfies this property, then one further condition on
ρ tells us when S has a semigroup of generalised quotients. Our final results
show that if S has a generalised semigroup of quotients (for example, if S is
an order), then it has a maximum one.

2. Preliminaries

We recall that a pre-order (or quasi-order) � on a set S is a reflexive, tran-
sitive relation. From a pre-order � we can define an equivalence relation ≡�

by

a ≡� b if and only if a � b � a.

If S is a semigroup, then we say that a pre-order � is compatible if for any
a, b, c ∈ S, we have that if a � b, then ac � bc and ca � cb. If � is a compatible
pre-order, a � b and c � d, then it is clear by transitivity that ac � bd and, in
this case, the associated equivalence relation is a congruence.

Lemma 2.1. Let κ be a relation on a semigroup S.
(i) The smallest compatible pre-order κ containing κ is given by the rule that

for any a, b ∈ S, a κ b if and only if a = b or there exists a sequence

a = c1u1d1, c1v1d1 = c2u2v2, . . . , cnvndn = b,

where for 1 ≤ i ≤ n we have that (ui, vi) ∈ κ and ci, di ∈ S
1.

1A word on notation: for any relation µ on a set X, we denote by µ|Y the restriction of
µ to a subset Y of X.
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(ii) The smallest congruence κ containing κ is given by the rule that for any
a, b ∈ S, a κ b if and only if a = b or there exists a sequence

a = c1u1d1, c1v1d1 = c2u2v2, . . . , cnvndn = b,

where for 1 ≤ i ≤ n we have that (ui, vi) ∈ κ or (vi, ui) ∈ κ and ci, di ∈ S
1.

Where the notation κ is not convenient, we may use the more standard 〈κ〉.
Let Q be a commutative semigroup. Clearly, Green’s relations H,L,R and
J all coincide on Q and we will denote this relation, which is a congruence, by
H. Moreover, H is the equivalence associated with the (compatible) pre-order
≤H, where for a, b ∈ Q we have a≤H b if and only if a = bq for some q ∈ Q1.
Where there is danger of ambiguity we will denote H and ≤H on Q by HQ

and ≤HQ , respectively, with corresponding notation for H-classes.
The following result is folklore. Its straightforward proof runs as that of

the corresponding statement for H, which can be found in, for instance, [6,
Proposition II.4.5].

Lemma 2.2. Let T be a regular subsemigroup of a commutative semigroup Q.
Then

≤HT =≤HQ|T .

We now explain the concept of square-cancellability. Let S be a semigroup.
The relation ≤R∗ is defined on S by the rule that for a, b ∈ S we have a≤R∗ b
in S if and only if a≤R b in some oversemigroup of S. It is well known, and
easy to see from the right regular representation of S in TS1 , that a≤R∗ b if
and only if for all x, y ∈ S1 we have that xb = yb implies xa = ya. Clearly,
≤R∗ is a pre-order; we denote the associated equivalence relation by R∗.
The relations ≤L∗ and L∗ are defined dually and we let ≤H∗ and H∗ be the

intersections ≤R∗ ∩≤L∗ and R∗∩L∗, respectively. It is clear from their second
characterisations that if S is commutative then

≤R∗ = ≤L∗ =≤H∗ and R∗ = L∗ = H∗

and moreover ≤H∗ is compatible, so that H∗ is a congruence. From the defini-
tion given in the Introduction, a ∈ S is square-cancellable if aH∗ a2. We have
already observed that being square-cancellable is a necessary condition for an
element of S to lie in a subgroup of an oversemigroup.
We denote by H(S) the set of elements of S lying in group H-classes, and

by S(S) the set of square-cancellable elements of S. Recall from the definition
that if S is an order in Q, then S(S) = H(Q) ∩ S. The next lemma builds on
the preceding remarks.

Lemma 2.3. [1] Let T be a commutative semigroup. Then:
(i) H∗ is a congruence on T and S(T ) is empty or is a subsemigroup of T ;
(ii) H is a congruence on T and H(T ) is empty or is a subsemigroup and

moreover a semilattice of the group H-classes of T ;
(iii) for all a, b ∈ H(T ), (ab)♯ = a♯b♯ = b♯a♯.
Further, if S is an order in a commutative semigroup Q, then S(S) is an

order in H(Q).
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Recall that a subset X of a commutative semigroup S is separative if for all
x, y ∈ X with x2 = xy = y2, we have x = y. Since any Clifford semigroup is
separative, and separability is clearly inherited by subsemigroups, the following
lemma is clear.

Lemma 2.4. Let S be a commutative subsemigroup of Q such that S(S) =
H(Q) ∩ S. Then S(S) is separative.

The following is an example of a commutative semigroup S = S(S) which
is not separative, hence, in view of Result 2.6, not an order.

Example 2.5. (Ruškuc) Let S be the semigroup defined by the presentation

S = 〈a, b | a2 = ab = ba = b2〉.

It is readily seen that S = {ai : i ∈ N} ∪ {b} and that b and all powers of a
are distinct. Hence S is commutative, but not separative.
Every element of S1 has length |ai| = i, |b| = 1, |1| = 0 and clearly |uv| =
|u| + |v| for all u, v ∈ S1. Let c ∈ S and x, y ∈ S1 with xc2 = yc2. Then
|x| = |y| so that either x = y = 1 or xc = a|xc| = a|yc| = yc. Thus every
element of S is square-cancellable.

On the positive side we have the following, which draws together relevant
results from [1, 3, 5] and [4]. First, we recall that an order S in a commutative
semigroup Q is said to be straight if every element of Q can be written in the
form q = a♯b where a ∈ S(S), b ∈ S, and aH b in Q.

Result 2.6. The following conditions are equivalent for a semigroup S:
(i) S is commutative and separative;
(ii) S is a semilattice of commutative, cancellative semigroups;
(iii) S is an order in a commutative Clifford semigroup;
(iv) S is a subsemigroup of a commutative Clifford semigroup;
(v) S is a commutative order such that S = S(S);
(vi) S is a commutative straight order in some semigroup of quotients;
(vii) S is a commutative order which is straight in each of its semigroups of

quotients;
(viii) S is commutative, S = S(S) and the H∗-classes of S are cancellative.
If any (all) of the above conditions hold, then S has a semigroup of quotients

Q such that ≤HQ|S = ≤H∗.

Proof. The equivalence of (i) to (iv) comes from [3, Corollary 6.1] (cf. [7,
Theorem II.6.6] and that of (v), (vi), (vii) was noted in the beginning of Section
7 in [1]. Corollary 4.4 of [1] shows that (v) and (viii) are equivalent. Clearly,
(iii) implies (v), so we need only show that (v) implies (iii). If S = S(S) is
a commutative order in Q, then by [1, Theorem 3.1], Q is commutative. Let
q = a♯b where a, b ∈ S. Then qH ab ∈ Q and ab lies in a subgroup of Q. Hence
Q is a union of groups, and so Clifford. �

Example 2.5 shows that in Condition (v) of Result 2.6 the requirement that
S is an order cannot be omitted.
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Our next result is taken from [3, Theorem 3.1] and [1, Corollary 4.4, Propo-
sition 5.3]. Here N denotes the least semilattice congruence on a semigroup
S.

Result 2.7. Let S = S(S) be a commutative order. Then:
(i) S is an order in a semilattice Y of groups Gα, α ∈ Y , if and only if S is

a semilattice Y of cancellative semigroups Sα, α ∈ Y ;
(ii) S is an order in Q where ≤HQ|S= ≤H∗, so that H∗ is a semilattice

congruence on S with cancellative classes;
(iii) Q(S) forms a complete lattice, isomorphic to the dual of the interval

[N ,H∗] in the lattice of congruences of S. The isomorphism is given by

ρ←→ HQ|S,

where Q is a representative of its equivalence class.

Part (iii) of the above is achieved from the following.

Result 2.8. [1, Theorem 5.1] Let S be a commutative semigroup and an order
in semigroups Q1 and Q2. The following conditions are equivalent:
(i) Q2 ≤ Q1;
(ii) for all a, b ∈ S,

a≤H b in Q1 implies that a≤H b in Q2;

(iii) for all a, b ∈ S,

aH b in Q1 implies that aH b in Q2.

We would like to say that every commutative order S has a maximum and a
minimum semigroup of quotients. Unfortunately, this is not the case [1, Section
7]. One of our reasons in introducing ‘generalised’ semigroups of quotients is
that in Section 6 we show that for an arbitrary commutative order S, we can
find a semigroup Q that is a ‘generalised’ semigroup of quotients of S, and is
such that every semigroup of quotients of S is an image of Q in a natural way.

The existence and behaviour of quotient semigroups of a commutative S is
closely tied to that of pre-orders on S, as is already apparent from the last
claim of Result 2.6. Let � be a compatible pre-order on S. We recall from [1]
some conditions on � that are crucial in determining quotient semigroups of
S. We supplement this list with a related condition that will be required later.
(A) For all b, c ∈ S, we have bc � b.
(B) For all b, c ∈ S and a ∈ S(S), if

b � a, c � a, and ab = ac,

then
b = c � ab.

Conditions (A) and (B) restricted to S(S) clearly imply that the semigroup
S(S) is separative.
(C) For all b ∈ S there exists x ∈ S(S) with b � x.
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(C′) For all b, c ∈ S, b � c implies that bx = cy for some x ∈ S(S), y ∈ S
with b � x.
(C′′) For all b, c ∈ S, b � c implies that bx = cy for some x, y ∈ S1 such that

if x ∈ S, then x ∈ S(S) and b � x.
The motivation for introducing conditions of the kind above is made clear

by the next result.

Theorem 2.9. [1, Theorem 4.3] Let S be a commutative semigroup and let �
be a relation on S. Then S is an order in a semigroup Q such that ≤HQ|S =�
if and only if � is a compatible pre-order on S satisfying Conditions (A), (B)
and (C ′).

With the above result in mind we introduce some terminology. We say that a
compatible pre-order � on a commutative semigroup S is a quotient pre-order
or q-pre-order if it satisfies Conditions (A), (B) and (C′). We normally denote
the associated congruence ≡� on S by H′. The restriction of a q-pre-order
and its associated congruence to S(S) will be normally denoted by ≤ and H′′

and we will refer to these as being induced by � and H′. Before continuing we
make some technical observations concerning Conditions (A) and (B).

Lemma 2.10. Let � be a compatible pre-order on a commutative semigroup S
satisfying (A) and (B), and let ≡� be the associated congruence. Let a ∈ S(S)
and b ∈ S. Then the following conditions are equivalent:
(i) b � a;
(ii) ba ≡� b;
(iii) ca ≡� b for some c ∈ S.

Proof. (i)⇒ (ii) We remark that by (A), ba � b. If b � a, then with b = c in
(B), we have b � ba so that b ≡� ba as required.
(ii)⇒ (iii) Clear.
(iii)⇒ (i) We have b ≡� ca � a by (A), so that b � a. �

Lemma 2.11. Let � be a compatible pre-order on a commutative semigroup
S satisfying (A) and (B) and let ≡� be the associated congruence. Let u ∈ S.
If there exist a1, . . . , an ∈ S(S) and v1, . . . , vn ∈ S with u ≡� aivi, 1 ≤ i ≤ n,
then u � a1 . . . an.

Proof. We proceed by induction. Clearly the result is true if n = 1, by
Lemma 2.10.
Suppose now that n > 1 and the result is true for n−1. Then u � a1 . . . an−1.

By Lemma 2.10,

u ≡� vnan ≡� uan � a1 . . . an−1an,

so that the result follows by induction. �

Our aim in Section 4 is to show how Theorem 2.9 can be obtained with a
rather different construction to that in [1]. In fact, we need only the charac-
terisation of orders in commutative Clifford semigroups and a particular use of
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tensor products, which forms the major construction of this paper, to produce
all semigroups of quotients of a given commutative order.
Let T and U be semigroups. We say that T is a U-semigroup if there is a

homomorphism φ : U → T . The extension of φ to U1 → T 1 defines an action
of U1 on T given by ut = (uφ)t. Throughout this article, U is a subsemigroup
of T and φ is inclusion. If V is also a U -semigroup then we can form the tensor
product T ⊗U1 V , which for convenience we abbreviate as T ⊗U V . Specifically,
this is the set T × V factored by the equivalence relation T generated by

{
(

(tu, v), (t, uv)
)

: t ∈ T, u ∈ U1, v ∈ V }.

We write t ⊗ v for the T -equivalence class of (t, v). Note that for elements
(p, s), (p′, s′) ∈ T × V we have that p⊗ s = p′ ⊗ s′ if and only if there exists a
system of equations

(1)

s = s1b1
ps1 = a2t1 t1b1 = s2b2
a2s2 = a3t2

...
...

am−1sm−1 = amtm−1 tm−1bm−1 = smbm
amsm = p′tm tmbm = s′

for some s1, t1, . . . , sm, tm ∈ U
1, a2, . . . , am ∈ T and b1, . . . , bm ∈ V .

The tensor product T ⊗U V comes with a tensor map τ : T × V → T ⊗U V
given by (p, s)τ = p ⊗ s. The map τ is balanced, that is, (pu, s)τ = (p, us)τ
for all (p, s) ∈ T × V and u ∈ U1. Conversely, it is clear that every balanced
mapping φ : T×V → X factors uniquely through τ , that is, there is a mapping
ψ : T ⊗U V → X that is unique with respect to τψ = φ.
If T and V are commutative semigroups, then so is the direct product T ×V

and T ⊗U V , and in the above, τ, φ and ψ are homomorphisms.

Lemma 2.12. Let T, V be commutative U-semigroups. Then T ⊗U V is a
commutative semigroup under

(p⊗ s)(q ⊗ t) = pq ⊗ st.

Clearly τ : T × V → T ⊗U V is a homomorphism. If X is a commutative
semigroup and φ : T × V → X is a balanced homomorphism, then the unique
map ψ : T ⊗U V → X such that τψ = φ is a homomorphism.

Proof. It is clear that the set of generators of T is compatible, hence so is
T , giving that T is a congruence. Thus T ⊗U V is a commutative semigroup
as in the statement, and τ is the natural homomorphism. Given that φ is a
homomorphism, it follows from standard algebraic arguments that so also is
ψ. �

Lemma 2.13. Suppose that T1, V1, T2, V2 are commutative U-semigroups, and
there are U-homomorphisms φ : T1 → T2 and ψ : V1 → V2, that is, for all
u ∈ U, ti ∈ Ti, (ut1)φ = u(t1φ) and (ut2)ψ = u(t2ψ). Then φ⊗ψ : T1⊗U V1 →
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T2 ⊗U V2 given by (p ⊗ s)(φ ⊗ ψ) = pφ ⊗ sψ is a homomorphism. Further, if
φ and ψ are onto, then so is φ⊗ ψ.

Proof. The map T1 × V1 → T2 ⊗U V2 given by (p, s) 7→ pφ ⊗ sψ is a balanced
homomorphism. Now call upon Lemma 2.12. �

Example 2.14. We briefly consider the special case of a commutative can-
cellative semigroup S. Certainly H∗ = S×S, S = S(S) and S is an order (in,
for example, a group). From Result 2.7 we know that Q(S) is a lattice and is
isomorphic to the dual of the interval [N , S × S] in the lattice of congruences
on S, and hence therefore to the dual of the lattice of semilattice congruences
on S.
Put Y = S/N , so that Q(S) is therefore isomorphic to the dual of the lattice

of congruences on Y . Moreover, S has a greatest semigroup of quotients Q,
where Q is a semilattice Y of groups Gα, α ∈ Y , and S is a semilattice Y of
orders Sα in Gα. Let eα denote the identity of Gα, α ∈ Y . By definition of the
ordering on Q(S), it is clear that Q(S) corresponds to the set of congruences
on Q that restrict to the identity relation ι on S. We now show directly that
these are exactly the congruences generated by sets of the form

C = {(eαi
, eβi

) : i ∈ I}.

Proof. Let τ be the congruence on Q generated by a set C as above. We may
assume that C is symmetric. If u, v ∈ S and u τ v, then u = v or there is a
sequence

u = eαi1
q1, eβi1

q1 = eαi2
q2, . . . , eβin

qn = v

where n ∈ N, q1, . . . , qn ∈ Q and i1, . . . , in ∈ I. With e = eαi1
eβi1

. . . eαin
eβin

we have eu = ev. If e ∈ Gγ , then choosing c ∈ Sγ we have cu = cv so that as
S is cancellative, u = v. Thus τ |S= ι.
Conversely, let κ be a congruence on Q that restricts to the identity on S.

Suppose that a♯b κ c♯d, where a, b ∈ Sα and c, d ∈ Sβ. Then cb κ ad so that
cb = ad by assumption. Moreover, eα = (a♯b)♯(a♯b)κ (a♯b)♯(c♯d) = (bc)♯ad =
eαβ and similarly, eβ κ eαβ. Also from cb = ad we have eαβcb = eαβad so that
eαβa

♯b = eαβc
♯d. Put κα,β = 〈(eα, eαβ), (eβ, eαβ)〉. Then

a♯b = a♯beα κα,β a
♯beαβ = c♯deαβ κα,β c

♯deβ = c♯d.

The result follows. �

We end this section with an example which demonstrates the complexities
that can arise for commutative orders, even when S = S(S).

Example 2.15. Consider the multiplicative semigroup of natural numbers N
and denote by P the set of prime numbers. Since N is cancellative, we have
N = S(N). Let Θ be the smallest semilattice congruence on N, then the
Θ-classes are in a 1-1 correspondence with the finite subsets of P and N/Θ
is the free semilattice monoid (free semilattice with an identity adjoined) Fω

on countably many generators. Each Θ-class is uniquely determined by the
smallest square-free number nΘ in it, and thus by the set X of prime factors of



10PHAMNGOC ÁNH, VICTORIA GOULD, PIERRE ANTOINE GRILLET, AND LÁSZLÓ MÁRKI

nΘ; we may therefore write nΘ = nX . For each non-empty finite subset X of
P, let NX be the Θ-class containing nX , and let GX be the group of quotients
of NX , with identity element eX . Clearly, NX is a free semigroup and GX a
free abelian group of rank |X|.
Let Pf (P) denote the set of finite subsets of P and let Q =

⋃

X∈Pf (P)
GX ,

where we take the union to be disjoint. The multiplication in Q works as
follows. For q1, q2 ∈ Q with q1 ∈ GX1

, q2 ∈ GX2
we have q1 = a♯b, q2 = c♯d for

some a, b ∈ NX1
, c, d ∈ NX2

. Then ac, bd ∈ NX1∪X2
, and we put

q1q2 = (ac)♯bd ∈ GX1∪X2
.

Clearly, Q is the greatest element of Q(N).
Since N is cancellative, H∗ is universal. It follows that the lattice Q(N) is

isomorphic to the dual of the lattice of semilattice congruences on N and hence
to the dual of the lattice of congruences on Fω. The latter is a vast lattice
known to satisfy no lattice identity [2].

3. Characterisation by ideals

The aim of this section is to give a new description of commutative orders,
in terms of ideal decompositions.

Theorem 3.1. Let S be a commutative semigroup. Then S is an order in a
semigroup Q such that for each e ∈ E = E(Q) we have

Ce = S(S) ∩H
Q
e and Ie = S ∩ eQ

if and only if S has a set {Ce, Ie : e ∈ E} of subsets such that:
(1) S(S) is a semilattice E of subsemigroups Ce, e ∈ E and S =

⋃

e∈E Ie;
and for any e, f ∈ E
(2) Ie is an ideal of S with Ce ⊆ Ie and Ie ∩ If = Ief ;
(3) if Ce ∩ If 6= ∅, then Ce ⊆ If and e ≤ f in E;
(4) if x ∈ Ie, a ∈ Ce and xa ∈ If , then x ∈ If ;
(5) if a ∈ Ce and x, y ∈ Ie with ax = ay, then x = y.

Proof. Suppose that S is an order in a semigroup Q and put E = E(Q). For
each e ∈ E define

Ce = S(S) ∩H
Q
e and Ie = S ∩ eQ.

It is straightforward to see that (1)–(5) hold, but to this end we note that for
e, f ∈ E we have

Ie ∩ If = {s ∈ S : es = s = fs} = {s ∈ S : efs = s} = Ief .

If x ∈ Ie and a ∈ Ce, then ex = x and xH ax, so that if ax ∈ If , then x ∈ If .
Moreover, if also y ∈ Ie and ax = ay, then x = ex = a♯ax = a♯ay = ey = y.
Now suppose that S has a set of subsets {Ce, Ie : e ∈ E} such that Conditions

(1)–(5) hold.
Define a relation � on S by the rule that

x � y ⇔ ∃ e ∈ E, a ∈ Ce, z ∈ S with x ∈ Ie and ax = zy.
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Note immediately that if x ∈ Ie and a ∈ Ce we have x � a and x � x.
Moreover, it is clear that (C′) holds.
Suppose now that x, y, z ∈ S with x � y � z. Then ∃ e, f ∈ E with

x ∈ Ie, y ∈ If and a ∈ Ce, b ∈ Cf with

ax = dy, by = hz

for some d, h ∈ S. It follows that

bax = bdy = dhz

and ba ∈ Cef by (1). From ax = dy ∈ If and (4), we have x ∈ If so that
x ∈ Ie∩If = Ief . Hence x � z and � is a pre-order which is clearly compatible
with multiplication.
Let x, y ∈ S, say xy ∈ Ie; choosing a ∈ Ce the triviality a(xy) = (ax)y gives

that xy � y so that (A) holds. For (B), we note that if x � a where x ∈ Ie
and a ∈ Cf , then bx = ay for some b ∈ Ce and y ∈ S. Then bx ∈ If so that
by (4), x ∈ If . Now a2x = a(ax) tells us that x � ax. The remaining part of
(B) follows immediately from (5).
From Theorem 2.9 we have that S is an order in a commutative semigroup

Q such that ≤HQ|S =�.
Let a, b ∈ S(S) with a ∈ Ce and b ∈ Cf . If e ≤ f then as Ie = Ief ⊆ If we

have a � b. On the other hand, if a � b, then it follows as above that a ∈ If
so that e ≤ f by (3). We may therefore assume that E is the semilattice of
idempotents of Q and for each e ∈ E we have Ce = S ∩HQ

e . Choose a ∈ Ce.
Then for any x ∈ S we have that

x ∈ eQ⇔ x ≤HQ e⇔ x ≤HQ a⇔ x � a.

Now if x � a then we have seen that x ∈ Ie. On the other hand, if x ∈ Ie then
we noted earlier that x � a. It follows that eQ ∩ S = Ie.

�

4. Generalised quotients

For later purposes we introduce and make some comments concerning a
generalisation of the notion of order. For a subset X of a semigroup Q, we
denote by 〈X〉 the subsemigroup of Q generated by X.

Definition 4.1. Let S be a subsemigroup of a semigroup Q. Then Q is a
generalised quotient semigroup of S and S is a generalised order in Q if every
square-cancellable element of S lies in a subgroup of Q and

Q = 〈S ∪ {a♯ : a ∈ S(S)}〉.

It is clear that semigroups of quotients are generalised quotient semigroups.
We will see that the notions almost coincide when S is commutative. The
methods in the lemma below are similar to those in [1, Theorem 3.1], but we
give a proof for completeness.

Lemma 4.2. If S is a commutative subsemigroup of Q and Q is generated by
S ∪ {a♯ : a ∈ S ∩H(Q)}, then Q is commutative.
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Proof. Let a, b ∈ S and suppose that a♯ exists. Then

a♯b = (a♯)2ab = (a♯)2ba = (a♯)2ba3(a♯)2 = (a♯)2a3b(a♯)2 = ab(a♯)2 = ba(a♯)2 = ba♯.

If in addition we have that c ∈ S and c♯ exists, then a similar calculation,
making use of the above, gives that

a♯c♯ = (a♯)2ac♯ = (a♯)2c♯a = (a♯)2c♯a3(a♯)2 =

(a♯)2a3c♯(a♯)2 = ac♯(a♯)2 = c♯a(a♯)2 = c♯a♯.

�

The following corollary now follows easily from Lemmas 2.3 and 4.2.

Corollary 4.3. Let S be commutative and a subsemigroup of Q such that
every square-cancellable element of S lies in a subgroup of Q. Then Q is a
semigroup of generalised quotients of S if and only if for any q ∈ Q, either
q ∈ S or q = a♯b for some a, b ∈ S.

If S is commutative, and is a monoid or S = S(S), then we get nothing new
by moving to generalised quotients.

Lemma 4.4. Let S be a commutative monoid. Then
(i) S is a generalised order in Q if and only if S is an order in Q;
(ii) if S is an order in Q, then Q is a monoid.

Proof. (i) If S is a generalised order in Q and s ∈ S, then s = 1♯s.
(ii) Let a♯b ∈ Q, where a, b ∈ S. Then (a♯b)1 = a♯b1 = a♯b and 1(a♯b) =

1a(a♯)2b = a(a♯)2b = a♯b.
�

Lemma 4.5. Let S be commutative with S = S(S). Then S is a generalised
order in Q if and only if S is an order in Q;

Proof. Suppose that S is a generalised order in Q. If s ∈ S, then as s ∈ S(S) ⊆
H(Q) we have s = s♯s2. �

In the commutative case, we can answer the question of whether a semigroup
Q of (generalised) quotients of S is a semigroup of (generalised) quotients of
itself.

Proposition 4.6. Let S be a commutative (generalised) order in Q. Then Q
is a (generalised) order in Q.

Proof. Clearly we need only show that S(Q) ⊆ H(Q). Let q ∈ S(Q). If q ∈ S
then clearly q ∈ H(Q). Otherwise, q = a♯b for some a ∈ S(S) and b ∈ S. Then
q = (a2)♯ab, so that we can assume b≤H a and so bH a♯b in Q. Consequently,
b2H (a♯b)2 in Q and so as H ⊆ H∗ we have that bH∗ b2 in Q. Certainly then
bH∗ b2 in S, so that b lies in a subgroup of Q. Using Lemma 2.3 we conclude
q = a♯b ∈ H(Q). �
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5. A construction

Let S be a commutative semigroup and let � be a q-pre-order, that is, a
compatible pre-order satisfying Conditions (A), (B) and (C′). By Theorem 2.9,
S is an order in a commutative semigroup Q such that ≤HQ |S =� and hence
from Lemma 2.3, S(S) is an order in H(Q). It is this latter fact that we need,
that can be shown independently of the main construction of [1].

Lemma 5.1. Let S be a commutative semigroup and let � be a q-pre-order
on S. Putting

≤=� |S(S)

we have that S(S) is an order in a Clifford semigroup R such that

≤HR |S(S) =≤ .

Moreover, with H′ = ≡� and H′′ = ≡≤ being the equivalence relations asso-
ciated with � and ≤, respectively, we have that

H′′ = H′|S(S) = H
R|S(S).

Proof. It is clear from the definitions that H′′ = H′|S(S). Suppose that a ∈
S(S); by Lemma 2.10 we have that aH′′ a2 so that H′′ is a semilattice con-
gruence on S(S). Writing H ′′

u for the H′′-class of u ∈ S(S), and again using
Lemma 2.10, we have that for any a, b ∈ S(S),

a ≤ b ⇔ a � b
⇔ abH′ a
⇔ abH′′ a
⇔ H ′′

a ≤ H ′′
b in the semilattice S(S)/H′′.

Consider an H′′-class H ′′. Clearly (B) gives that H ′′ is cancellative and it
is right reversible, as it is commutative. By Result 2.7, we have that S(S) is
an order in R, where R is a semilattice S(S)/H′′ of commutative groups. It
follows that H′′ = HR|S(S). Moreover, for any a, b ∈ S(S) we have

a ≤HR b⇔ abHR b⇔ abH′′ a⇔ a ≤ b,

so that ≤HR |S(S) =≤. �

The following lemma is clear, and certainly applies to the foregoing relations
H′′ and H′.

Lemma 5.2. Let S be a commutative semigroup and let ρ be a congruence on
S(S). Let ρ be the congruence on S generated by ρ. If ρ is the restriction to
S(S) of a congruence on S, then ρ|S(S) = ρ.

Suppose now that S is a commutative semigroup and S(S) is an order in a
(commutative Clifford) semigroup R. We are not assuming here that S is an
order. From (vii) of Result 2.6 we have that S(S) is straight in R, that is, if
q ∈ R then q = x♯y where x, y ∈ S(S) and xHR y. We let

≤=≤HR |S(S) and ρ =≡≤ = HR|S(S).
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From Lemma 2.12, Q = R ⊗S(S) S is a commutative semigroup in which
(p⊗ s)(q ⊗ t) = pq ⊗ st.
The next lemma is phrased in such a way that we can maximise its impli-

cations.

Lemma 5.3. Let S,R and Q be as above and let ρ be the congruence on S
generated by ρ. Suppose that

p♯q ⊗ s = x♯y ⊗ t

where p, q, x, y ∈ S(S), s, t ∈ S, p ρ q and x ρ y. Then
(i) qs ρ yt;
(ii) if ρ ⊆ H′′, where H′′ is a congruence on S(S) induced by a q-pre-order

on S, then

qsH′ yt and xqs = pyt;

(iii) if ρ = ρ|S(S), and s, t ∈ S(S), then

qs ρ yt and xqs = pyt.

Proof. (i) We have a system of equalities

(2)

s = s1b1
p♯qs1 = a2t1 t1b1 = s2b2
a2s2 = a3t2

...
...

am−1sm−1 = amtm−1 tm−1bm−1 = smbm
amsm = x♯ytm tmbm = t

for some s1, t1, . . . , sm, tm ∈ S(S)
1, a2, . . . , am ∈ R and b1, . . . , bm ∈ S.

Since S(S) is a straight left order in R, we have that ai = ci
♯di for some

ci, di ∈ S(S) with ci ρ di, 2 ≤ i ≤ m. Let w = pc2 . . . cmx ∈ S(S). Then,
multiplying each of the equations in the left hand column of (2) by w, we have

c2 . . . cmxqs1 = pc3 . . . cmxd2t1 as p♯pq = q and c2
♯c2d2 = d2

pc3 . . . cmxd2s2 = pc2c4 . . . cmxd3t2 as c2
♯c2d2 = d2 and c3

♯c3d3 = d3
...

pc2 . . . cm−1xdmsm = pc2 . . . cmytm as c♯mcmdm = dm and x♯xy = y.

This gives us that

c2 . . . cmxqs = c2 . . . cmxqs1b1
= pc3 . . . cmxd2t1b1
= pc3 . . . cmxd2s2b2
= pc2c4 . . . cmxd3t2b2
...
= pc2 . . . cm−1xdmtm−1bm−1

= pc2 . . . cm−1xdmsmbm
= pc2 . . . cmytmbm
= pc2 . . . cmyt.
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Again using our list of equalities (2), we have that

qs1 ρ c2t1, c2s2 ρ c3t2, . . . , cmsm ρ ytm,

so that

qs = qs1b1 ρ c2t1b1 = c2s2b2 ρ c3t2b2 ρ . . . ρ cmtm−1bm−1 = cmsmbm ρ ytmbm = yt.

(ii) Suppose now that ρ ⊆ H′′, where H′′ is a congruence on S(S) induced
by a q-pre-order � on S. Then ρ ⊆ ρ ⊆ 〈H′′〉 ⊆ H′.
From (i) we certainly have qsH′ yt. Hence pqxsH′ pxyt and so xqsH′ pyt.

From Lemma 2.11 we have that qs � c2 . . . cm ∈ S(S). Now from c2 . . . cmxqs =
pc2 . . . cmyt, Conditions (A) and (B) give that xqs = pyt.
(iii) Suppose now that ρ = ρ|S(S), and s, t ∈ S(S). We certainly have that

qs ρ yt. We have observed that for any i ∈ {2, . . . ,m}, we have that qs ρ ciw
for some w ∈ S. Now ci ρ c

2
i , so that

ciqs ρ c
2
iw ρ ciw ρ qs,

and qs ρ c2 . . . cmqs. With a familiar argument we see that xqs ρ pyt and so from
c2 . . . cmxqs = pc2 . . . cmyt and the fact that S(S) is an order in the Clifford
semigroup R, we deduce that xqs = pyt. �

Lemma 5.4. With notation as above, the map θ : R→ Q given by

(a♯b)θ = a♯ ⊗ b

where a, b ∈ S(S) and a ρ b, is a well-defined homomorphism.
Further, θ is an embedding if and only if ρ|S(S) = ρ.

Proof. Suppose that a♯b = c♯d where a, b, c, d ∈ S(S), a ρ b and c ρ d. Then
a, b, c, d are all ρ-related and lie in the same subgroup of R. We then calculate
that cb = ad and

a♯ ⊗ b = a♯c♯c⊗ b = a♯c♯ ⊗ cb = a♯c♯ ⊗ ad = a♯c♯a⊗ d = c♯ ⊗ d,

so that θ is well defined.
To see that θ is a homomorphism, again let a♯b, c♯d ∈ R where a, b, c, d ∈
S(S), a ρ b and c ρ d, so that ac ρ bd. Using the fact that in R we have (uv)♯ =
u♯v♯, we see that
(

(a♯b)(c♯d)
)

θ = ((ac)♯bd)θ = (ac)♯⊗bd = a♯c♯⊗bd = (a♯⊗b)(c♯⊗d) = (a♯b)θ(c♯d)θ,

so that θ is a homomorphism.
We remark that for any u♯v ∈ R, where u, v ∈ S(S), we have that

(u♯v)θ =
(

(u2v)♯uv2
)

θ = (u2v)♯ ⊗ uv2 = (u2)♯v♯v2 ⊗ u =
(u2)♯v ⊗ u = (u2)♯ ⊗ vu = (u2)♯u⊗ v = u♯ ⊗ v.

Suppose now that ρ|S(S) = ρ. Again let a♯b, c♯d ∈ R where a, b, c, d ∈ S(S),
a ρ b and c ρ d and suppose that (a♯b)θ = (c♯d)θ. Then a♯ ⊗ b = c♯ ⊗ d and,
re-writing to fit in with the notation of Lemma 5.3, we have that (a2)♯a⊗ b =
(c2)♯c ⊗ d. From (iii) of Lemma 5.3, we have that ab ρ cd and c2ab = a2cd.



16PHAMNGOC ÁNH, VICTORIA GOULD, PIERRE ANTOINE GRILLET, AND LÁSZLÓ MÁRKI

Since a, b, c, d all lie in the same subgroup of R, we see that a♯b = c♯d so that
θ is an embedding.
Finally, let us assume that θ is an embedding and u, v ∈ S(S) are such

that u ρ v. If u = v, then certainly u ρ v. Otherwise, there exists n ∈ N and
elements c1, . . . , cn ∈ S

1 and (x1, y1), . . . , (xn, yn) ∈ ρ such that

u = x1c1, y1c1 = x2c2, . . . , yncn = v.

We have
uθ = (u♯u2)θ

= u♯ ⊗ u2

= u♯ ⊗ x1c1u
= u♯x1 ⊗ c1u

= u♯x1y
♯
1y1 ⊗ c1u

= u♯x1y
♯
1 ⊗ y1c1u

= u♯x1y
♯
1 ⊗ x2c2u

...

= u♯x1y
♯
1 . . . xny

♯
n ⊗ yncnu

= u♯x1y
♯
1 . . . xny

♯
n ⊗ vu

= (uy1 . . . yn)
♯ ⊗ x1 . . . xnvu

=
(

(uy1 . . . yn)
♯x1 . . . xnvu

)

θ.

Since θ is an embedding, we deduce that

u = (uy1 . . . yn)
♯x1 . . . xnvu

and hence that u ≤ v. Together with the dual we have that u ρ v as required.
�

We now apply Lemmas 5.2 and 5.4.

Corollary 5.5. With notation as above, suppose that ρ is induced by a q-pre-
order on S. Then R embeds into Q.

In view of Lemma 2.13 the following is clear.

Corollary 5.6. Let S be a commutative semigroup and let R1 and R2 be
semigroups of quotients of S(S), and suppose there is an S-homomorphism
from R1 to R2. Then p♯q ⊗ s 7→ p∗q ⊗ s is a homomorphism from R1 ⊗S(S) S
onto R2 ⊗S(S) S, where for clarity we write the inverse of p ∈ S(S) in R2 as
p∗.

We will now suppose that our commutative semigroup S is an order, which
is a stronger statement than saying that S(S) is an order. Again, our next
result is phrased in such a way that we maximise its usage.

Theorem 5.7. Let S be a commutative order in a semigroup W , such that
W induces � and H′ on S and ≤ and H′′ on S(S). Let ρ be any semilattice
congruence on S(S) such that ρ ⊆ H′′, and let R be a semigroup of quotients
of S(S) inducing ρ. Then ψ : R⊗S(S)S → W given by (a♯b⊗s)ψ = a∗bs, where
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a, b ∈ S(S), a ρ b and a∗ denotes the group inverse of a in W , is a well-defined
onto homomorphism.

Proof. From Result 2.8, there is an S-homomorphism from R to H(W ), which
must be given by a♯b 7→ a∗b. Now from Corollary 5.6, we have that there is a
homomorphism from R ⊗S(S) S → H(W )⊗S(S) S given by a♯b⊗ s 7→ a∗b⊗ s.
Clearly the map from H(W )⊗S(S) S to W given by a∗b⊗ s 7→ a∗bs is an onto
homomorphism. �

Corollary 5.8. Let S be a commutative order, let ρ be the smallest semilattice
congruence on S(S), and let R be a semigroup of quotients of S(S) inducing ρ.
Then every semigroup of quotients of S is a morphic image of Q = R⊗S(S) S
under (a♯b ⊗ s)ψ = a∗bs. Moreover, if θ : R → Q is given by (a♯b)θ = a♯ ⊗ b,
then (a♯b)θψ = a∗b.

Corollary 5.9. Let S be a commutative order in W and let � be the q-pre-
order on S induced by W . Let R = H(W ) be a semigroup of quotients of S(S)
corresponding to H′′. Then R embeds into R ⊗S(S) S under (a♯b)θ = a♯ ⊗ b,
ψ : R ⊗S(S) S 7→ W given by (a♯b ⊗ s)ψ = a♯bs is an onto homomorphism,
where a, b ∈ S(S) with aH′′ b and s ∈ S. Further, (a♯b)θψ = a♯b and θψ is the
identity map on R.

The diagram below represents the relation between the various semigroups
constructed. Here, S is a commutative order and R, T are semigroups of
quotients of S(S) with R being the greatest such. The semigroups QR and QT

are any quotient semigroups of S such that H(QR) (H(QT )) are isomorphic
to R and T , respectively. In general we cannot deduce that QT is an image
of QR, since this depends upon the pre-orders induced by QR and QT on the
whole of S.

R

T

R⊗S(S) S

T ⊗S(S) S

QR

QT

We would like to say in Corollary 5.9 above that W ∼= R⊗S(S) S. However,
this is not true, owing to the fact that H′′ on H(W ) may be induced by
different q-pre-orders on S and hence by different semigroups of quotients. We
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now show how to recover each such W by factoring R ⊗S(S) S. We hence
recover the constructive part of Theorem 2.9.
To get the widest applications, we again proceed in the most general way.

Let � be a q-pre-order on S, with associated equivalence relation H′, and let
≤ and H′′ be the restrictions of � and H′ to S(S). Let R be a semigroup of
quotients of S(S), and let ≤ρ and ρ be the restrictions of ≤H and H in R to
S(S). Suppose that ≤ρ⊆≤, so that ρ ⊆ H′′.
Let Q = R⊗S(S) S and put

Q = Q/K

where K is the congruence generated by

K = {(uu♯ ⊗ s, vv♯ ⊗ s) : u, v ∈ S(S), s � u, v}.

By the standard construction of a semigroup congruence from a symmetric set

of generators, K is the reflexive transitive closure of

K = {((uu♯ ⊗ s)α, (vv♯ ⊗ s)α) : (uu♯ ⊗ s, vv♯ ⊗ s) ∈ K,α ∈ Q1}.

Denoting the K-equivalence class of p⊗ s ∈ Q by [p⊗ s], let θ : S → Q be
given by

sθ = [uu♯ ⊗ s] where s � u ∈ S(S).

It is easy to see that Condition (C) may be deduced from (C′), so that sθ is

defined for any s ∈ S. By definition of K, it is clear that θ is well defined. We
proceed via a series of lemmas.

Lemma 5.10. If [u♯x ⊗ s] = [v♯y ⊗ t] where u, x, v, y ∈ S(S), u ρ x, v ρ y and
s, t ∈ S, then xsH′ yt.

Proof. If

u♯x⊗ s = v♯y ⊗ t,

then using Lemma 5.3, we have xs ρ yt, so that xsH′ yt as required.
Suppose now that

u♯x⊗ s = α(pp♯ ⊗ r), α(qq♯ ⊗ r) = v♯y ⊗ t,

where (pp♯⊗ r, qq♯⊗ s) ∈ K and α ∈ Q1. We have either α = 1 or α = h♯k⊗ z
for some h, k ∈ S(S) with h ρ k and z ∈ S. For α = 1, let h = k = z = 1 in
S1. Then, by definition of multiplication in Q, we have in either case that

u♯x⊗ s = h♯kpp♯ ⊗ zr, h♯kqq♯ ⊗ zr = v♯y ⊗ t.

Making use of Lemmas 2.10 and 5.3, we have

xsH′ kpzrH′ kzrH′ kqzrH′ yt.

The result now follows by transitivity. �

Lemma 5.11. The function θ is an embedding of S in Q.
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Proof. Suppose first that sθ = tθ, that is,

[uu♯ ⊗ s] = [vv♯ ⊗ t]

for some u, v ∈ S(S) with s � u and t � v.
By Lemmas 2.10 and 5.10, we have

sH′ usH′ vtH′ t.

If u♯u⊗ s = v♯v ⊗ t, then from Lemma 5.3,

uvs = uvt

so that as s, t � uv, Condition (B) gives that s = t.

Otherwise, since K is the reflexive transitive closure of K, there exist n ∈ N

and for 1 ≤ i ≤ n,

αi ∈ Q
1, pi

♯pi ⊗ ri, qi
♯qi ⊗ ri ∈ Q

where pi, qi ∈ S(S), ri ∈ S, with ri � pi, qi such that

u♯x⊗ s = α1(p1
♯p1 ⊗ r1)

α1(q1
♯q1 ⊗ r1) = α2(p2

♯p2 ⊗ r1)
...

αn−1(qn−1
♯qn−1 ⊗ rn−1) = αn(pn

♯pn ⊗ rn)
αn(qn

♯qn ⊗ rn) = v♯y ⊗ t.

For 1 ≤ i ≤ n, either αi = 1 or αi = xi
♯yi ⊗ zi for some xi, yi ∈ S(S) with

xi ρ yi and zi ∈ S. For αi = 1, let xi = yi = zi = 1 in S1. Then by definition
of multiplication in Q, we have

(3)

u♯x⊗ s = (p1x1)
♯p1y1 ⊗ z1r1

(q1x1)
♯q1y1 ⊗ z1r1 = (p2x2)

♯p2y2 ⊗ z2r2
...

(qn−1xn−1)
♯qn−1yn−1 ⊗ zn−1rn−1 = (pnxn)

♯pnyn ⊗ znrn
(qnxn)

♯qnyn ⊗ znrn = v♯y ⊗ t.

Making use of Lemmas 2.10 and 5.3 (or Lemma 5.10), we have

xsH′ p1y1z1r1H
′ y1z1r1H

′ q1y1z1r1H
′ p2y2z2r2H

′ . . . H′ ynznrnH
′ qnynznrnH

′ yt.

From (3), we also have

(4)

p1x1us = up1y1z1r1
p2x2q1y1z1r1 = q1x1p2y2z2r2

...
pnxnqn−1yn−1zn−1rn−1 = qn−1xn−1pnynznrn

vqnynznrn = qnxnvt.
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In view of Lemma 2.11, we can cancel u, p1, q1, . . . , pn, qn and v from the equal-
ities (4) to obtain

x1s = y1z1r1
x2y1z1r1 = x1y2z2r2

...
xnyn−1zn−1rn−1 = xn−1ynznrn

ynznrn = xnt.

We deduce that

x1 . . . xns = y1x2 . . . xnz1r1 = x1y2x3 . . . xnz2r2 = . . .

= x1 . . . xn−1ynznrn = x1 . . . xnt.

If x1 . . . xn = 1, clearly s = t. Otherwise, x1 . . . xn ∈ S(S), and using
Lemma 2.11, sH′ t � x1 . . . xn, yielding s = t. Thus θ is an injection.
To see that θ is an embedding, notice that if aθ = [c♯c⊗a] and bθ = [d♯d⊗b],

where a � c and b � d, then ab � cd, so that

aθbθ = [c♯c⊗ a][d♯d⊗ b] = [(c♯c⊗ a)(d♯d⊗ b)] = [(cd)♯cd⊗ ab] = (ab)θ.

�

Lemma 5.12. Let
[x♯y ⊗ s], [u♯v ⊗ t] ∈ Q,

where x, y, u, v ∈ S(S), x ρ y, u ρ v, s, t ∈ S. Then [x♯y ⊗ s]≤H [u♯v ⊗ t] if and
only if ys � vt.

Proof. If [x♯y ⊗ s]≤H [u♯v ⊗ t], then either [x♯y ⊗ s] = [u♯v ⊗ t] or there exists
[a♯b⊗ c] ∈ Q, where a, b ∈ S(S), c ∈ S and a ρ b, such that

[x♯y ⊗ s] = [a♯b⊗ c][u♯v ⊗ t] = [(ua)♯bv ⊗ ct].

In the first case, Lemma 5.10 gives directly that ysH′ vt and in the second, we
deduce that ysH′ bvct � vt.
Conversely, suppose that ys � vt. By (C′), there exist a ∈ S(S), b ∈ S with

ys � a, such that ysa = vtb. We then calculate that

[x♯a♯ ⊗ ub][u♯v ⊗ t] = [x♯a♯u♯v ⊗ ubt] = [x♯a♯u♯uv ⊗ bt] = [x♯a♯v ⊗ bt] =

[x♯a♯⊗vtb] = [x♯a♯⊗ays] = [x♯a♯a⊗ys] = [(x♯)2aa♯⊗xys] = [(x♯)2⊗x][aa♯⊗ys] =

[(x♯)2 ⊗ x][xx♯ ⊗ ys] = [(x♯)3x⊗ xys] = [x♯y ⊗ s],

since (aa♯⊗ ys, xx♯⊗ ys) ∈ K. We therefore deduce that [x♯y⊗ s]≤H [u♯v⊗ t]
as required. �

The following corollary is now straightforward:

Corollary 5.13. For any s, t ∈ S,

sθ≤H tθ in Q if and only if s � t.

Lemma 5.14. The semigroup Q is a semigroup of quotients of Sθ.
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Proof. If a ∈ S(S), then an easy calculation gives that aθ = [aa♯ ⊗ a] lies in a
subgroup of Q with identity [a♯ ⊗ a], such that [a♯a⊗ a]♯ = [(a♯)2 ⊗ a].
Suppose now that [p♯q ⊗ s] ∈ Q, where p, q ∈ S(S), s ∈ S and p ρ q. Then

(pθ)♯(qs)θ = [(p2)♯⊗p][q♯q⊗qs] = [(p2)♯q♯q⊗pqs] = [(p2)♯q♯qpq⊗s] = [p♯q⊗s].

�

Theorem 5.15. Let � be a q-pre-order on a commutative semigroup S. Then
S is an order in the semigroup Q inducing �.

Efffectively, what we have achieved in the preceding argument is to deter-
mine the kernel of ψ in Theorem 5.7. It is worth making specific one further
consequence.

Corollary 5.16. Let S be a commutative semigroup and let ρ be a congruence
on S(S) induced by a q-pre-order on S. Let R be the corresponding semigroup
of quotients of S(S). Then for any q-pre-order � inducing ρ we have that

W ∼= R⊗S(S) S/〈{(u
♯u⊗ s, v♯v ⊗ s) : s ∈ S, u, v ∈ S(S) s � u, v}〉.

6. Extension of semilattice congruences on S(S)

Let S be a commutative semigroup. In view of Lemmas 5.2 and 5.4, we wish
to determine under which conditions do we have that a semilattice congruence
ρ on S(S) with associated preorder ≤ is such that ρ |S(S) = ρ. Further, if this
holds, when is it the case that ρ and ≤ are induced by H′ and �, where � is a
q-pre-order on S with associated congruence H′? The first question we answer
completely. As for the second, we get a full answer in the case where S is a
monoid and show how to understand the result in the case that S is not.

Lemma 6.1. Let S be a commutative semigroup and let ρ be a semilattice con-
gruence on S(S) with associated compatible pre-order ≤. Then for any c, d ∈ S
with c ≤ d, where ≤ is the smallest compatible pre-order on S containing ≤,
we have
(i) c = d or
(ii) c ρ xd and yc = xd for some x, y ∈ S(S) with x ≤ y.

Proof. Let c ≤ d. In view of Lemma 2.1, c = d or there exist n ∈ N, and for
1 ≤ i ≤ n, elements ci ∈ S

1 and xi, yi ∈ S(S) with xi ≤ yi, such that

c = x1c1, y1c1 = x2c2, . . . , yncn = d.

Suppose the latter holds. Notice that for 1 ≤ i ≤ n we have that xiyi ρ xi.
Then

c = x1c1 ρ x1y1c1 = x1x2c2 ρ . . . ρ x1 . . . xncn ρ x1 . . . xnyncn = x1 . . . xnd,

so that c ρ xd where x = x1 . . . xn ∈ S(S).
Let y = y1 . . . yn, so that y ∈ S(S) and x ≤ y. We have

yc = y1 . . . ync = y1 . . . ynx1c1 = x1x2y2 . . . ync2

= . . . = x1 . . . xn−1yn−1yncn−1 = x1 . . . xnyncn = xd.
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�

We will return later to the ≤-sequence connecting c to d.

Lemma 6.2. Let S be a commutative semigroup and let ρ be a semilattice
congruence on S with associated compatible pre-order ≤. Then
(i) ρ is the congruence ≡≤ associated with ≤ ;

(ii) ρ |S(S) = ρ if and only if ≤ |S(S) =≤.

Proof. (i) Suppose that c ρ d. Then either c = d (so that clearly c ≡≤ d) or
there exists a ρ-sequence connecting c to d. As this sequence and its reverse
are certainly ≤-sequences, we see that c ≡≤ d.

Conversely, suppose that c ≡≤ d. Then either c = d (so that c ρ d), or by
Lemma 6.1 we have that

c ρ ud and d ρ vc

for some u, v ∈ S(S). Then c ρ uvc so that

d ρ vc ρ uv2c ρ uvc ρ c.

(ii) (⇐) Let a, b ∈ S(S) and suppose that a ρ b. By (i), a≤ b≤ a so that by
assumption a ≤ b ≤ a and so a ρ b.
(⇒) Let a, b ∈ S(S) and suppose that a≤ b. By Lemma 6.1 we have that

either a = b (so that a ≤ b) or a ρ ub for some u ∈ S(S). By assumption,
a ρ ub, so that a ≤ b as required. �

We can now give the first result promised at the beginning of this section.

Proposition 6.3. Let S be a commutative semigroup and let ρ be a semilattice
congruence on S(S) with associated compatible pre-order ≤. Then ρ |S(S) = ρ
if and only if Condition (R) holds.
(R) For all a, b ∈ S(S) and c ∈ S with a = bc, we have that a ≤ b.

Proof. Suppose that ρ |S(S) = ρ. Let a, b ∈ S(S) and c ∈ S be such that
a = bc. Then

a = bc ρ b2c = ba,

so that a ρ ab and consequently, a ≤ b.
Conversely, suppose that (R) holds. Let u, v ∈ S(S) be such that u≤ v. As

in Lemma 6.1, either u = v (and so u ≤ v), or there exist n ∈ N, and for
1 ≤ i ≤ n, elements ci ∈ S

1 and xi, yi ∈ S(S) with xi ≤ yi, such that

u = x1c1, y1c1 = x2c2, . . . , yncn = v.

From u = x1c1 our given condition tells us that u ≤ x1 ≤ y1 and

u ρ y1u = y1x1c1.

Suppose that for some i with 1 ≤ i < n we have that u ≤ xj ≤ yj for all
1 ≤ j ≤ i and y1 . . . yiu = x1 . . . xiyici. Then

u ρ y1 . . . yiu = x1 . . . xixi+1ci+1

and again using our given condition we find that u ≤ xi+1 ≤ yi+1 and further,
y1 . . . yi+1u = x1 . . . xi+1yi+1ci+1.
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By finite induction we obtain that

u ρ y1 . . . ynu = x1 . . . xnyncn = x1 . . . xnv.

Hence u ≤ v as required. The result now follows using Lemma 6.2 (ii).
�

We recall that a necessary condition for a semilattice congruence ρ on S(S)
to be induced by H′, where H′ is ≡� for a q-pre-order on S, is that we have
ρ |S(S) = ρ. We have now determined when the latter condition holds. If it
does, what further conditions do we need in order that ρ be induced by H′?
Surprisingly, at least in the case where S is a monoid, only one. First, we
examine how to find a compatible pre-order on S containing ≤ and satisfying
Condition (A).

Lemma 6.4. Let S be a commutative semigroup and let ρ be a semilattice
congruence on S(S) with associated pre-order ≤. We define

A = {(bc, b) : b, c ∈ S}

and let ≤A be the compatible pre-order on S generated by ≤ ∪A. Then
(i) for any c, d ∈ S, c≤A d if and only if c≤wd for some w ∈ S1;
(ii) ≤ |S(S) =≤ if and only if ≤A |S(S) =≤.

Proof. We remark that certainly ≤ ⊆ ≤A .
(i) Suppose that c≤wd for some w ∈ S1. Then using the definition of A,

c ≤A wd ≤A d.

Conversely, suppose that c ≤A d. Then either c = d (so that c≤ d1) or there
exist n ∈ N and for 1 ≤ i ≤ n, elements ci ∈ S

1 and (xi, yi) ∈≤ ∪A, such that

c = x1c1, y1c1 = x2c2, . . . , yncn = d.

If every (xi, yi) ∈ ≤, then c≤ d = d1. Otherwise, let

i1 < i2 < . . . < im

be those integers in {1, . . . , n} such that (xij , yij) ∈ A for 1 ≤ j ≤ m; write
(xij , yij) = (hijkij , kij ).
We calculate:

c≤ yi1−1ci1−1 = xi1ci1 = hi1ki1ci1 = hi1yi1ci1 = hi1xi1+1ci1+1≤
hi1yi2−1ci2−1 = hi1xi2ci2 = hi1hi2ki2ci2 = hi1hi2yi2ci2 ≤ . . . ≤
hi1hi2 . . . himyimcim ≤hi1hi2 . . . himyncn = hi1hi2 . . . himd,

so that c≤ dw for w = hi1hi2 . . . him .
(ii) Suppose that ≤ |S(S) =≤. Let a, b ∈ S(S) with a ≤A b. Then by (i),

a ≤ bw for some w ∈ S1 and so by Lemma 6.1 we have that a = bw or a ρ bwx
for some x ∈ S(S). In either case therefore we have that a ρ yb for some
y ∈ S1. Then it is easy to see that ab ρ a so that as ρ = ≡≤, our assumption
gives that ab ρ a and so a ≤ b.
Conversely, if ≤A |S(S) =≤ then as

≤⊆ ≤ ⊆ ≤A
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is is clear that ≤ |S(S) =≤. �

Under the assumption that ρ |S(S) = ρ, our relation ≤A automatically sat-
isfies many of the conditions required to be a q-pre-order.

Lemma 6.5. Suppose that ρ |S(S) = ρ. Then
(i) ≡≤A

|S(S) = ρ;

(ii) ≤A satisfies Conditions (A) and (C ′′);
(iii) for any a ∈ S(S) and b ∈ S,

b ≤A a⇔ ab ≡≤A
b.

Proof. (i) By Lemmas 6.2 and 6.4 we have that ≤A |S(S) =≤, so that as ρ is
≡≤, the result is clear.
(ii) Clearly (A) holds by construction of ≤A. Suppose that b, c ∈ S with

b≤A c. From Lemma 6.4 we have that b≤ cw for some w ∈ S1. From
Lemma 6.1, we have that either b = cw, or b ρ xcw and yb = xcw for some
x, y ∈ S(S) with x ≤ y. Since ρ ⊆≡≤A

, in the latter case we have that

b ≡≤A
xwc≤A x≤A y

so that b≤A y.
(iii) Let b ∈ S and a ∈ S(S). By definition we have that ab≤A b.
If ab ≡≤A

b, then b≤A ab≤A a, by definition of ≤A .

On the other hand, if b≤A a, then b≤wa for some w ∈ S1. From Lemma 6.1,
we have that b ρ va for some v ∈ S1. We deduce that ba ρ b so that certainly
b ≡≤A

ab. �

To get the smooothest final conclusions we make use of generalised orders.
The motivation is as follows. In trying to construct a semigroup of quotients
of S, this may be prevented by there being elements of S that are not less than
any square-cancellable element in any suitable pre-order. If S is an order in
Q, then for any s ∈ S there must be an a ∈ S(S) such that s ≤HQ a, simply
because we must be able to write s as a quotient a♯b, where a, b ∈ S. To
artificially make a choice of pairs (s, a) to add to our relation ≤A may destroy
the nice properties of that relation.
We say that a compatible pre-order on a commutative semigroup S is a

generalised quotient pre-order or gq-pre-order if it satisfies Conditions (A), (B)
and (C′′).

Lemma 6.6. Let S be a commutative and such that S is monoid or S = S(S).
Then a pre-order � on S is a gq-pre-order if and only if it is a q-pre-order.

Proof. The result is clear if S is a monoid. If S = S(S), then just notice that
(C′) holds for any pre-order. �

For any pre-order on S we denote by �1 the relation � ∪{(s, 1) : s ∈ S1} on
S1. Notice that if S is a monoid and � a q-pre-order, then for any s ∈ S = S1

we have that s = s1 � 1, by Condition (A), so that �=�1. We remark that
from the definition of H∗ it follows that S(S1) = S(S) ∪ {1}.
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Proposition 6.7. Let S be a commutative semigroup which is not a monoid.
Then the following conditions are equivalent:
(i) S is a generalised order in a semigroup Q such that ≤HQ|S =�;
(ii) � is a gq-pre-order on S;
(iii) �1 is a q-pre-order on S1;
(iv) S1 is an order in a monoid P such that P \ {1} is a semigroup Q and
≤HP|S1 =�1.

Proof. (ii)⇒ (iii) Suppose that (ii) holds. It is clear that �1 is a pre-order.
Let u, v, w ∈ S1 with u �1 v. If w = 1, then clearly uw �1 vw; we suppose

therefore that w 6= 1. If u, v ∈ S then again it is clear that uw �1 vw. If
u = 1, then from the definition of �1, we have that v = 1 so that certainly
uw �1 vw. If u 6= 1 and v = 1, then uw � w = vw, by Condition (A) for �.
Thus �1 is compatible.
For any b, c ∈ S we know that bc � c, so that bc �1 c. Clearly 1 1 �1 1.

Also, b1 = b �1 b and b1 �1 1, so that �1 satisfies Condition (A).
We remarked above that S(S1) = S(S) ∪ {1}. It is now easy to see that

Condition (B) holds for �1.
Suppose now that b, c ∈ S and b �1 c. Then b � c so by (C′′), we have that

bu = vc for some u, v ∈ S1, such that if u ∈ S, then u ∈ S(S) and b � u. But
if u = 1, then certainly u ∈ S(S1) and we have b �1 u. We also have that for
any s ∈ S1, s �1 1, and s1 = 1s. Hence �1 satisfies Condition (C′).
(iii)⇒ (ii) This is clear.
(iii) ⇒ (iv) From Theorem 2.9, S1 is an order in a semigroup P such that
≤HP|(S1 =�1. From Lemma 4.4, we have that P is a monoid with identity 1; we

claim that P = Q1 for some proper subsemigroup Q of P . To see this, observe
that if 1 = (a♯b)(c♯d) where a, b, c, d ∈ S1, then we must have 1HP acHP bd
so that in S1 we must have that 1 �1 ac and 1 �1 bd. This tells us that
a = b = c = d = 1. Consequently, P = Q1 where Q = P \ {1} is a semigroup
containing S as a subsemigroup.
(iv)⇒ (iii) This is immediate from Theorem 2.9 or Theorem 5.15.
(iv) ⇒ (i) If (iv) holds, then it is clear that S is a generalised order in Q,

since if q ∈ Q, then q = a♯b where a, b cannot both be 1. If b = 1, then
q = (a♯)2a; otherwise, if a = 1, then q = b ∈ S. For a, b ∈ S we have that

a ≤HQ b⇔ a = bq for some q ∈ Q1 ⇔ a ≤HQ1 b⇔ a �1 b⇔ a � b,

so that Q induces � on S.
(i)⇒ (iv) This is clear from the definitions.

�

Theorem 6.8. Let S be a commutative semigroup and let ρ be a semilattice
congruence on S(S) with associated pre-order ≤. Then S is a generalised order
in a semigroup Q inducing ≤ if and only if Conditions (R) and (B ′) hold.
(B ′) for all b, c ∈ S and a ∈ S(S) with b≤ au, c≤ av for some u, v ∈ S1, if

ab = ac, then b = c.
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Proof. Let S be a generalised order in Q such that ≤=�|S(S) where �=≤HQ|S.
By Lemma 5.2 we have that ρ |S(S) = ρ and so by Proposition 6.3, we have
that (R) holds.
Suppose now that b, c ∈ S and a ∈ S(S) with b≤ au, c≤ av for some u, v ∈

S1 and ab = ac. Then as ≤ ⊆�, and � is a gq-pre-order, we have that
b � au � a and similarly, c � a. As � satisfies (B), we deduce that b = c so
that (B′) holds.
Conversely, suppose that (R) and (B′) hold. By Proposition 6.3 we have

that ρ |S(S) = ρ and so Lemmas 6.2 and 6.4 give ≤A |S(S) =≤. Moreover, by
Lemma 6.5, ≤A is a compatible pre-order satisfying Conditions (A) and (C′′),
and is such that if b≤A a ∈ S(S), then b ≡≤A

ab. If b ∈ S and a ∈ S(S) with

b≤A a, then again Lemma 6.4 b≤ au for some u ∈ S1. Condition (B) for ≡≤A

now follows from (B′). Thus ≤A is a gq-pre-order, so by Proposition 6.7, S is
a generalised order in Q inducing ≤A on S and hence ≤ on S(S). �

The preceding theorem gives rise to the following:

Question Which commutative semigroups S have the property that every
semilattice congruence on S(S) lifts to a congruence on S induced by a semi-
group of quotients?

We are now able to present a series of corollaries that throw some light on the
existence and structure of the set of quotients of a commutative order. First,
we must extend Result 2.8 to generalised orders. If Q1 and Q2 are semigroups
of generalised quotients of a commutative semigroup S, then as for quotient
semigroups we write Q1 ≥ Q2 if there is a homomorphism from Q1 to Q2 fixing
the elements of S.

Proposition 6.9. Let S be a commutative semigroup and a generalised order
in semigroups Q1 and Q2. The following conditions are equivalent:
(i) Q2 ≤ Q1;
(ii) for all a, b ∈ S,

a≤H b in Q1 implies that a≤H b in Q2;

(iii) for all a, b ∈ S,

aH b in Q1 implies that aH b in Q2.

Proof. It is only necessary to prove (iii) implies (i). To do so, let us temporarily
denote by T ∗ a semigroup T with an identity adjoined whether or not T is a
monoid. Clearly S∗ is an order in Q∗

i for i = 1, 2. If (iii) holds then certainly
for all a, b ∈ S∗,

aH b in Q∗
1 implies that aH b in Q∗

2

so that by Result 2.8 we have that there exists a homomorphism θ : Q∗
1 → Q∗

2

fixing the elements of S∗. Note that if x ∈ Q1, then x ∈ S or x = u♯v for some
u, v ∈ S, so that in either case xθ ∈ Q2. Hence θ restricts to a homomorphism
from Q1 to Q2 fixing the elements of S, as required. �
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Corollary 6.10. Let S be a commutative generalised order. Then S has a
greatest generalised semigroup of quotients.

Proof. Suppose that S is a generalised order: fix a semigroup Q of generalised
quotients and let � be the induced pre-order on S. Let I index the set of semi-
lattice congruences on S(S) induced by a semigroup of generalised quotients.
For any ρi, i ∈ I, we have that (R) holds, so that if the associated pre-order
on S(S) is denoted by ≤i, then a = bc (a, b ∈ S(S), c ∈ S) implies that a ≤i b.
Let ρ =

⋂

i∈I ρi and let ≤ be the associated pre-order. Clearly (R) holds for ρ.

By Lemma 6.5, ≤A satisfies (A) and (C′′) and for b≤A a where a ∈ S(S), we
have that b ≡≤A

ab. If a, b ∈ S(S) and a ≤ b, then ab ρ a, so that in particular,
ab τ a where τ is induced by �; thus a � b. Suppose now that ab = ac where
b, c ∈ S, a ∈ S(S) and b, c≤A a. Since ≤⊆� and � satisfies (A), we must
have that ≤ ∪A ⊆� and so ≤A ⊆�. It follows that b = c by Condition (B)
for �. Thus ≤A is a gq-pre-order and clearly is the smallest such. The result
now follows from Proposition 6.9. �

Corollary 6.11. Let S be a commutative semigroup and let ≤ and ρ be a pre-
order and its associated congruence on S(S) induced by a generalised semigroup
of quotients. Then there is a greatest semigroup of generalised quotients Qρ

inducing ≤ and ρ on S(S).

Proof. Using Lemma 6.5 it is easy to check that ≤A is the least gq-pre-order
inducing ≤ and ρ on S(S). Denote the corresponding semigroup of generalised
quotients by Qρ. �

Our final result is now straightforward, using Propositions 6.7 and 6.9.

Corollary 6.12. Let S be a commutative semigroup and let ρi for i = 1, 2 be
semilattice congruences on S(S) induced by generalised semigroups of quotients
Q1 and Q2. Then ρ1 ⊆ ρ2 if and only if Qρ1 ≥ Qρ2.
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