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Abstract
Proteins are essential components of biological processes, this explains why understanding their structure, function and dynamics 

is so important. In the following, we give an overview on various methods for the determination of three-dimensional structure and 
dynamics of proteins. We discuss the most important experimental methods, X-ray diffraction and NMR spectroscopy, as well as 
computer modelling techniques and their application to the construction of graphics models, which can be inspected visually. We also 
treat prediction as well as molecular graphics representation of protein structures. We devote special attention to dynamics, where 
time scales of protein movement, structures and interactions are discussed. We wish to demonstrate that protein structure 
determination and computer representation is now at a very high degree of sophistication and reliability.
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1. Introduction

The primary structure (amino acid sequence) 
information content of a typical protein is coupled to 
the encoding genes, which are part of the 
chromosomes. Via various ribonucleic acids, by using 
the complex machinery of the ribosome, the sequential 
information comes alive in the form of various 
polypeptides and proteins. Most probably among 
biomolecules, proteins have the most versatile nature, 
fulfilling a very broad role in cellular life. Recent 
advances in X-ray and neutron diffraction as well as 
nuclear magnetic resonance (NMR) spectroscopy 
methods have opened the way to describe and 
understand structures and events at the molecular level. 
Furthermore, molecules can now be described by 
means of their shape, internal motions and interactions. 
Beside their three-dimensional structures, their 
dynamics and interaction profiles with additional 
features are required to truly understand the way how 
the coupled biological information (bioactivity) is 
handled. The present review is not an original research 
paper, not even a thorough review, rather an ensemble 
of selected ideas and concepts related to molecular 
modeling, bioNMR spectroscopic techniques, X-ray 
crystallography, to pin down some mechanical and 
dynamic aspects of proteins. These macromolecules 
present a broad time scale of internal dynamics 
(motion), from picoseconds to minutes or even hours 
and years. In the following, a brief introduction of 
protein motion will be followed by the description of 
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the different experimental techniques used to capture 
the required information. For a more detailed review 
of protein structure and dynamics see [1].

.

2. Structure Determination

Various in vitro, in vivo and in silico techniques are 
available for the determination of the 3D structure of 
proteins, which differ in their fundamentals, speed 
resolution and performance. However, none of the 
available techniques offers a unique tool to determine 
the structure and dynamics simultaneously. On the 
contrary, a modern approach to structural biology 
utilizes as many methods as possible to decipher a 
convergent molecular picture. 3D-structures are 
determined commonly by X-ray and 
neutron-diffraction methods [2] or NMR spectroscopy 
[3]. Low resolution structures can be obtained by 
cryo-electron microscopy (Cryo-EM) [4 and 
references therein] or small-angle X-ray scattering
(SAXS) [5]. A global picture on shape and fold of 
proteins may also be determined by electronic circular 
dichroism (ECD) [6] and fluorescence spectroscopy 
[7]. In all cases, computer assisted data manipulation 
is required but, in addition, computer modeling and 
bioinformatics methods help research. In order to get a 
reliable, broad and good enough picture on structure 
and dynamics of proteins, a careful evaluation of the 
experimental data is needed by typically using a 
variety of techniques. The first protein structures were 
determined by X-ray diffraction in the early 1950s and 
until now over 80,000 structures were deposited in the 
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Protein Data Bank [8]. Structure determination by 
NMR spectroscopy is also possible, but the number of 
deposited structures to date does not exceed 10,000 
entries.

2.1 X-ray crystallography
The major drawback of protein crystallography is 

that it needs relatively large single crystals of the 
target protein, presenting a task often tedious and hard 
to fulfill. Once a suitable crystal appropriate in size 
and quality is found, it is irradiated by X-rays and the 
obtained diffraction pattern is detected and 
subsequently analyzed. The resulting electron density 
map has peaks, indicating where nuclei are positioned. 
By using the primary sequence information of proteins 
i.e. their chemical constitution and molecular topology, 
an electron density map can be evaluated and refined. 
At the end of the iterative procedure, a 3D 
representation of the protein molecule is obtained and 
visualized by various techniques (see Fig. 1). The 
following steps have to be followed [2].

i) Sample purification and crystallization. This 
step consists of purification and homogenization of 
proteins to select conditions to grow a well-ordered 
crystal [9]. Nowadays, different robotics help the 
scientist to find the optimum conditions (e.g. salt 
concentration, pH optimum, precipitants) as fast as 
possible [10].

ii) Data collection. With a suitable crystal 
available, the symmetry, unit cell and resolution limits 
obtained from the X-ray diffraction pattern are to be 
recorded, either in-house or at a suitable synchrotron 
radiation source. Time-resolved crystallography is also 
available if critical experimental and reaction 
conditions are met [11].

iii) Structure solution. Bragg's law, the basis of 
X-ray diffraction, provides the relationship between 
the scattering angle and the distance between planes 
passing through the atoms in the crystal. The inverse 
Fourier transform of the diffraction pattern determined 
from the amplitude and the phase of the diffracted 
waves, provides the electron density of the protein.

iv) Model building. In an ideal case (perfectly 
ordered crystal), the electron density map has peaks at 
each of the atomic locations, thus Cartesian 
coordinates of the atoms are obtained. In a 
non-idealistic case, a model is needed, which can be 
fitted to the electron density map. Typically, the 
backbone atoms of the protein are fitted first (see the 
pink ribbon of Fig 1), this is followed by those of the 
side-chains of the residues. X-ray methods are called 
blind for highly mobile regions of the structures, such
as loops or terminal chains, since the corresponding 
electron density is smeared and therefore does not 
provide peaks in the diffraction pattern.

v) Refinement and validation. The resulting 
atomic resolution structure is improved in an iterative 

manner when the quality of the atomic model is 
judged on the basis of the R-factor. This is the average 
fractional error of the calculated amplitudes in relation 
to their experimental counterparts. Final structures are 
validated by various bioinformatics methods.

Fig. 1 The single crystal (left) provides an atomic resolution 
electron density map (center), which can be turned into the 
molecular modeling representation of the 3D-structure of the 
protein (right).

Neutron diffraction is a method requires high 
thermal-neutron fluxes obtained from nuclear reactors 
and provides special information on proteins [12]. 
Hydrogen atoms can be precisely located, which is 
almost impossible by X-ray diffraction. A diffraction 
experiment can be performed on a crystal; the results 
can be evaluated similarly, as done for the X-ray 
technique.

2.2 Nuclear magnetic resonance (NMR) 
spectroscopy

NMR spectroscopy is an important method of 
modern structural biology, allowing to determine 
three-dimensional protein structures in solution, and 
even in case of some proteins for which X-ray 
diffraction does not provide enough result. It became 
an almost routine method for the structure 
determination of proteins up to about 30 kDa 
molecular weight. Structure determination by NMR is 
based on the following consecutive steps (for a 
simplified scheme see Fig. 2).

Fig. 2. The small protein in solution (left) provides a correlation 
NMR spectrum (center), which is analyzed to obtain a graphical 
representation of the ensemble of its atoms (right).

i) Sample preparation. For an NMR measurement, a 
protein solution of at least 95 % purity is needed, 
which is stable over a week and has an appropriate 
concentration (0.1–1 mM). The total sample volume 
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should vary between 350 and 550 μl, the total mass 
between 3 and 30 mg.
2,2-Dimethyl-2-Silapentane-5-Sulfonic acid (DSS) is 
used as a reference compound. Samples are expressed 
by an appropriate recombinant technique, which 
eliminates toxic effects due to the overproduction of 
recombinant proteins.

ii) Data acquisition [13]. In a magnetic field of at 
least 10 T some nuclei (e.g. 1H, 13C, or 15N) absorb 
energy, which is manifested by the appearance of a 
characteristic resonance frequency, detected as a 
signal in the NMR spectrum. The resonance frequency 
is between 500 and 950 MHz for protons. It refers to 
the energy of absorption and it varies linearly with the 
strength of the static magnetic field. Due to the 
variability of the local chemical environment, nuclei 
of the same type in a molecule resonate at slightly 
different frequencies. The deviation from the reference 
resonance frequency is the chemical shift. Proteins 
from natural sources, the utilized resonances are 
mostly from protons. Further NMR active nuclei 
(typically 13C and 15N) may be inserted in the 
molecule in order to collect more information.

In the ideal case, each magnetically active atom has 
its characteristic chemical shift, allowing to be 
recognized and assigned. Assignment of the 
experimental chemical shifts to atoms or groups, like a 
methyl group, is the next step of structure 
determination. This is a very complicated procedure 
but it provides useful information on protein structure 
and dynamics. Beside the most common dimension 
typically associated with protons, additional 
dimensions can be generated to minimize overlap of 
the spectra. For structure determination, two methods 
are in everyday use. One is based on coherence 
transfer between chemically linked atoms (through 
bond coupling), another on magnetization transfer 
between atoms lying close in space (through space 
coupling).

iii) Resonance frequency assignment. The basis of 
the analysis of spectra is to distinguish between real 
and artificial (background) signals. Then, chemical 
shifts should be assigned to various nuclei of the 
macromolecule. Several protocols are available to 
achieve this goal, mainly depending on the method of 
isotope labeling of proteins. Assignment for proteins 
of molecular weights between 5 and 15 kDa relies on 
15N-labeled samples. Larger proteins require labeling 
of two or three types of magnetically active nuclei, 
which allows resonance assignment for both backbone 
and side-chain atoms. In principle, the full assignment 
procedure can be automated, by e.g. the software 
DYNASSIGN [14].

iv) Restraint collection. Structure determination is 
based on various structural restraints. Distance 
restraints may be typically obtained from Nuclear 
Overhauser Effect (NOE) experiments where cross 

peaks related to magnetization transfer between 
spatially close nuclei are detected. Each of the 
assigned cross peaks can be converted into a 
corresponding internuclear distance, which cannot be 
determined precisely. They are classified as short, 
medium or large distances. Restraints on the backbone 
and side-chain dihedral torsion angles are obtained by 
detecting conformation sensitive indirect coupling 
constants. Various methods are available for the 
accurate measurement of these, which can be 
converted into restraints of the dihedral angles. The 
coupling is used in solid state NMR and provides 
information on the orientation of bonds. Hydrogen 
bonds can also be detected by a hydrogen/deuterium 
(H/D) exchange experiment. The exchange can be 
monitored on the basis of the deuterium isotope effect 
on the chemical bond strength. The slower the proton 
of the NH bond is replaced by deuterium, the more the 
amide group is buried within the protein. Additionally, 
for smaller proteins, the temperature dependence of 
NH chemical shifts can be used to determine the 
involvement of the NH bond in a hydrogen bond. 
Order parameters, introduced as restraints, provide 
information on the dynamic structure of proteins.

v) Structure determination and refinement. 
Experimentally obtained restraints are used as input 
for the elucidation of the structure. Computer 
programs, like XPLOR [15], use as many restraints as 
possible and combine them with structural properties 
of proteins. The different structural restraints are 
converted into target functions describing energy 
terms, which have to be minimized simultaneously. A 
manifold of structures is thus obtained reflecting a 
molecular fold. This procedure is at present a time 
consuming iterative process requiring well trained 
specialists although the lengthiest procedures are the 
chemical shift and the NOE assignments. Efforts are 
made to fully automate assignment and integrate it 
with structure calculations [16].

vi) Structure validation. This indispensable step can 
be done by using a special software (e.g. CheckShift 
[17]) to check both the quality of the experimental 
data and structural information. Validation refers to 
both geometry and restraint violations of a given 
protein structure. The output includes a statistics and 
visualizations on restraint violations, furthermore the 
agreement with deposited models and the quality of 
geometrical parameters.

NMR is a versatile tool for protein structure 
determination, however, in some cases it has severe 
limitations, among others spectral crowdedness or too 
fast relaxation. Traditionally, it has been used only for 
small or medium size proteins. Problems originate 
from the limited spectral resolution as well as signal 
overlap. Multidimensional NMR spectroscopy 
combined with different isotope labeling schemes as 
well as increase of the applied static magnetic field 
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helped considerably in enhancing its power. Another 
limitation is connected to spin relaxation since 
magnetization decays rapidly for larger 
macromolecules. This means that there is less time to 
measure NMR signals leading to information loss. 
Techniques have been introduced to overcome this 
problem and technical innovations allow to determine 
structures of larger water soluble and membrane 
proteins, the latter being studied very difficultly by 
other methods [18].

2.3 Computer modeling
Modern computer technology allows to model 

proteins at the atomic resolution. Several methods are 
known for structure determination, interpretation of 
structure-function relationships, as well as 
construction of protein models from smaller 
fragments.

2.3.1 Molecular mechanics
Since proteins contain several thousand atoms, 

explicit calculations on them is very laborious. Instead 
of using a priori quantum mechanical approaches, the 
so-called molecular mechanics (MM) methods are 
often applied, where a molecular system is handled as 
a collection of atoms, which are connected by bonds. 
Forces acting between atoms are described by simple 
quadratic or trigonometric terms, the former taken 
over from Hooke's law of vibrations. The approximate 
energy is a sum of interaction terms, describing 
different types of strain within the molecule. The total 
energy is calculated as the sum of the following terms:

EMM = Vstretch + Vbend + Vtorsion + Voutofplane + 
Vnonbonded

where subscripts refer to stretching, bending, torsion, 
out-of-plane bending, and non-bonded terms, 
respectively. For a review and comparison of 
parametrization schemes see e.g. [19].

Parameters in the energy expression are fitted either 
to experimental or calculated data, their total number 
may be quite large. Since the number of atom pairs in 
Vnonbonded increases quadratically, most methods use a 
cutoff to reduce computation efforts, beyond which 
the interactions are set to zero. A certain set of 
parameters is valid only for a given force field 
therefore a parameter cannot be transferred from one 
method to the other.

Two types of parametrization are used. Class I force 
fields e.g. [20] work with a simpler energy expression 
and use experimental data. They are applied to 
proteins, nucleic acids, carbohydrates and their 
associations. Class II force fields e.g. [21] include 
higher order and cross terms, too. They are calibrated 
to quantum mechanically calculated quantities, which 
increases their transferability and reliability. Several 

freely or commercially available software packages 
are available, like INSIGHT II (http://accelrys.com/), 
SYBYL (http://www.tripos.com/), CHARMM 
(http://www.charmm.org) or SCHRODINGER 
(http://www.schrodinger.com/).

2.3.2 Structure prediction 
Protein structures are very complicated, but 

fortunately, several methods are available for their 
prediction, see e.g. [22, 23].

Homology modeling. Proteins are called 
homologous if their primary sequence overlaps to 
some extent. It has been observed that such an overlap 
means also the partial conservation of 
three-dimensional structures. Based on homologue 
sequences, which therefore possess some similarity, a 
model of an unknown protein can be constructed. The 
modeling procedure is described in the following.

Identification of templates is based on sequence 
alignments. After the template was selected on the 
basis of the similarity with the target protein, it should 
be improved by placing missing residues and 
correcting improper bond lengths. Then, it has to be 
mutated to fit the corresponding residues of the target 
protein. Furthermore, the gaps in the target sequence 
have to be excised; loops should be built and inserted 
by selecting anchoring residues. At last, a molecular 
mechanics method is used to optimize the generated 
model.

Assessment of homology models can be performed 
either with statistical potentials or energy calculations. 
Both methods calculate an energy estimate for the 
model. Unfortunately, neither of the two methods 
correlates very well with the accuracy of the structure. 
Statistical potentials have computational advantages as 
they can be constructed using proteins of known 
structure. For the energy calculations see Sec. 2.3.1. 
The above methods are based on the supposition that 
the native structure of a protein refers to the minimum 
energy, i.e. the lower is the energy the closer is the 
structure to the true one. The quality of homology 
models becomes lower with decreasing sequence 
identity. Several computer programs are available for 
homology modeling, see e.g. [24].

Protein threading (fold recognition) makes use of 
the observation that the number of different protein 
folds is about one thousand. 90% of the new structures, 
recently submitted to the Protein Data Bank, have 
similar folds to those already stored. The method uses 
sequences with the same fold as a known structure, 
which are, however, not homologous with any of them. 
Prediction is based on a statistical relationship 
between structure and sequence. The prediction uses 
alignment of each amino acid in the target sequence to 
a respective position in the template. The target fit to 
the template is evaluated and the best-fit one is 
selected. The structural model of the sequence is 
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constructed on the basis of the alignment with the 
selected template.

Ab initio methods. If structural analogs are not 
available, other information is needed for the 
prediction. Various potentials and other information 
may be used in constructing spatial restraints, as well 
as identifying local structural building blocks. A 
well-known ab initio method is ROSETTA [25]. It 
uses conformations determined by the protein 
backbone and Cβ atoms of side-chains and are found 
for each short sequence segment in known protein 
structures. These are used to approximate the set of 
local conformers in the modeled protein having the 
same sequence. The combination of local conformers 
with the lowest overall energy is considered as the 
best model. Despite some spectacular successes, the 
very large computer time required is still prohibitive 
for a routine use.

3. Structure representation

Protein structures contain typically thousands of 
atoms, thus their graphical representation is a key 
factor for the understanding of their structure and 
function. Modern computer technology allows to get 
insight into structural and functional details.

3.1 Molecular graphics
Three-dimensional structure of a protein may be 

displayed on the computer screen in various 
representations [26]. In the simplest, the molecule is 
considered as a chemical graph, in which vertices and 
edges represent atoms and bonds, respectively. This 
representation is not very useful for proteins, since the 
picture becomes too crowded. However, it is often 
used for displaying structures derived from X-ray data. 
In most cases, evaluation of NMR spectroscopic data 
leads to several structures, which may be 
superimposed. Ten to twenty structures fitting best to 
restraints may be extracted and, for simplification, a 
single representation adopting the characteristic 
conformation is shown.

The ball-and-stick model displays atoms as balls, 
bonds as sticks connecting them. In the space-filling 
representation, atoms are represented by spheres with 
van der Waals radii in order to give an impression of 
the amount of space they occupy. For proteins, ribbon 
diagrams offer a versatile means to visualize special 
features of the structure. Here, α-helices are shown as 
ribbons, β-strands as arrows, random coils as thin 
tubes (see Fig. 3). The ribbon representation allows 
recognition of structural motifs while the space-filling 
model provides information on e.g. location and shape 
of crevices. By molecular graphics, it is possible to 
generate surfaces around the molecule, on which its 
properties can be displayed. For proteins the 
electrostatic potential (see Sec. 3.2), water 

accessibility and hydrophobicity patterns are the most 
important.

Fig. 3. Space-filling (left) and ribbon (right) representation of 
the green fluorescent protein (PDB code: 1RRX).

3.2 Electrostatics
Proteins have numerous polar or charged 

side-chains on their surface, therefore electrostatics is 
a simple, yet reliable tool to study their properties [27]. 
Electrostatic interactions play a role in protonation, 
ligand binding, enzyme catalysis, redox processes, 
even in photosynthesis.

The electrostatic potential generated by a protein 
molecule in a given point, ri, is given as follows

V(ri) =  (r)/r - ridr +  Za /ri - Ria

where  is the electron density generated by the 
electrons and nuclei of the protein, Za is the nuclear 
charge of an atom located at Ria. Calculation of the 
electron density needs the quantum mechanically 
determined total wave function. Its exact 
determination for proteins would require astronomical 
computer time. Fortunately, the density can be 
approximated by a sum of transferable molecular 
fragments, atomic monopoles or multipoles.

The above equation refers to a molecule in vacuo, a 
realistic model should include some treatment of the 
surrounding biophase. This goal is fulfilled in the 
Poisson-Boltzmann approach, where the ions near the 
protein are represented by an average field. A 
linearized equation can be derived, combining the 
electron density of the protein and the charge 
represented by the ions
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[(r)V(r)] + 4[-2IV(r)/kT + (r)] = 0

V(r), (r) and (r) are the electrostatic potential, the 
dielectric constant and the protein electron density in 
point r, respectively. I denotes the ionic strength. 
DelPhi, a software package based on the solution of 
the Poisson-Boltzmann equation, is available for 
calculating and visualizing the protein electrostatic 
potential [28].

The electrostatic potential is useful in describing the 
binding of small ligands to proteins. Molecular 
recognition by proteins is also partly determined by 
electrostatics.

4. Dynamics

It may be misleading to use a rigid representation 
of a protein, which is in most cases flexible to a given 
extent. However, the need to provide simple 
three-dimensional models of proteins often leads to 
the neglect of their inherent dynamical properties. The 
static picture fails to explain several phenomena, e.g.
it is not fully appropriate to treat ligand binding. 
Below we give an account on protein dynamics 
occurring on different timescales, methods of 
including them in protein representation and on the 
relevance of dynamics to molecular biology. A 
graphical representation shows a correlation of various 
molecular events with different time scales (Fig. 4.).

Fig. 4. The time scale for events related to proteins. 
NMR-based techniques appropriate for studying dynamics at 
different time scales are shown in boxes.

4.1 Time scales
Proteins undergo several types of time-dependent 

events. For example, folding occurs on the millisecond 
time scale, the half-life time of a protein varies from a 

few minutes to several weeks. In general, regarding 
protein dynamics, we consider much faster events, like 
secondary structure formation, which needs 10 ns to 1 
ms, or opening and closing of loops, being on the 10 
μs to 1 ms time scale.

The inverse of the rotational diffusion correlation 
time, τC

-1, is the average frequency of molecular 
tumbling in solution. The correlation time of a protein 
is the time that is needed to reorient by 1 radian 
through tumbling in solution. For proteins in aqueous 
solution at normal conditions, τC varies between 1 and 
10 ns. Further types of motions are protein backbone 
(time span: 1 ps to 10 ns) and protein side-chain (time 
span: 0.1 to 10 ps) dynamics. Although even faster 
events (e.g. bond vibrations) may occur in proteins, 
they provide less information on the molecule as a 
whole.

NMR spectroscopy is an appropriate tool to study 
the dynamics of proteins since relaxation times and 
other properties are sensitive to side-chain motions. In 
case of proteins in solution, relaxation of the 
magnetically exited states takes place as a result of 
various segmental motions. Since more than a single 
relaxation process characterizes the correlation 
function G(τ), which often spans a large time scale, it 
is advised to observe several different relaxation 
parameters at various magnetic fields and 
temperatures.

Routine work with 15N and 13C labeled proteins 
allows estimation of the degree of main-chain mobility. 
Coupled primarily to fast motion of the protein, 
heteronuclear NMR relaxation of backbone 15N atoms 
is interpreted by supposing that global and local 
motions are fully uncorrelated. Local N–H motions are 
quantified by the generalized order parameter, S2, 
ranging between zero and unity, which reflects the 
amplitude of N–H fluctuations [29]. A graphical 
representation of the backbone dynamics is offered by 
mapping S2 values on the protein surface (cf. Fig. 5). It 
may be understood that movement of the central Trp 
residue, within the hydrophobic cluster of the protein, 
is most restricted.

Recent molecular dynamics techniques allow 
consideration of mobility and NOE restraints jointly 
[30]. As a result, a more realistic representation is 
possible in solution than by conventional NMR 
methods. The dynamically restrained ensembles 
occupy a much larger conformational space than the 
conventionally calculated ones, allowing to reproduce 
independent NMR parameters much better.
The model-free approach is not applicable for highly 
asymmetric and partially folded or fully unfolded 
proteins. These do not meet the criteria of the 
separation of internal and global motions. The 
reconstruction of spectral density components by 
specific measurements is possible but more 
experiments are required. IUPs (intrinsically 
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unstructured proteins) can also be analyzed in terms of 
raw data (see e.g. [31]).

Fig. 5. S2, mapped on the Tc5b miniprotein ribbon 
representation. Brown stands for high (<0.4), orange for 
medium (0.4-0.5), yellow for low (>0.5) backbone NH mobility 
(Pohl et al., unpublished).

Above, we discussed molecular motions ten or 
hundred times faster than the rotational diffusion 
correlation time. Slower motions (e.g. loop 
fluctuations, secondary structure reorientations) are 
also important. These are accessible to spin relaxation 
due to modulation of the isotropic chemical shift of 1H, 
13C and 15N nuclei coupled to chemical exchange. 
NMR spectroscopy can also provide information on 
this much slower motion. Appropriate techniques are 
sensitive to protein motions or chemical kinetic 
processes occurring at microsecond time scales [32]. 
Beside conformational events like protein folding, 
other biochemical processes (e.g. enzyme catalysis) 
also appear on this time scale. It seems that 
information on slower dynamics could be of great 
importance, especially if cooperative conformational 
transitions or enzyme dynamics are modeled.

4.2 Dynamical structures
Partially folded and molten globule states are of 

considerable interest and can be characterized by 
NMR and other spectroscopic techniques. The molten 
globule state of a protein is partially folded and has 
secondary structural elements forming a 3D-structure, 
which is similar to the native state. The main 
difference from the latter is the absence of some 
side-chain/side-chain interactions. This intermediate 
structure can be stabilized under selected conditions 
allowing to obtain structural information. Proteins in 
their molten globule form are characterized as 
ensembles of a set of various conformers [33]. The 
study of the molten globule states is often impossible 
by X-ray diffraction and may also be difficult if using 

NMR techniques. However, from simple line-shape 
and H/D exchange analysis by the latter technique, 
measurement of the hydrodynamic radius, deciphering 
stable secondary structural subunits by e.g. circular 
dichroism or fluorescence spectroscopy, these can be 
appropriately characterized [34].

5. Protein-protein interactions

Protein function is often exerted through 
interaction with each other, forming complexes e.g. in 
the ribosome, in cell membranes or during enzyme 
catalysis. Complex structures are crucial in 
understanding action, therefore beyond experimental 
techniques, in silico methods are also of great 
importance. Due to a number of practical difficulties, 
it seems unlikely that solving the structures of protein 
complexes will become routine in the near future. 
Hence, computational techniques play an important
role [35].

The simplest methods are based on the 
complementarity principle focusing on the properties 
of the contact surface. Spatial, electrostatic and 
hydrophobic matching between interaction partners 
should be ensured to allow maximum interaction in 
the biophase [36]. A special problem is to identify the 
binding sites on the interacting proteins. In several 
cases (e.g. antibody-antigen or most enzyme-inhibitor 
interactions), these are known, however in others, they 
may be located on the basis of mutagenic or 
phylogenetic evidence.

It is a significant challenge to predict the binding 
sites of protein-protein interaction surfaces using 
computational techniques alone [37]. Machine 
learning techniques are used to develop automated 
protein-protein interface prediction methods. These 
are trained using e.g. buried surface areas, desolvation 
and electrostatic interaction energies, hydrophobicity 
and residue conservation scores.

For protein-protein docking two alternatives are at 
hand [38]. In the rigid-body approach interacting 
partners do not relax, their structures remain 
unchanged during complex formation. Quite often a 
conformational change within the partners 
accompanies the interaction. In such cases, a soft 
docking technique has to be applied, which means that 
conformational relaxation is allowed.

Docking involves two main steps. First, a set of 
reliable configurations has to be generated. Second, 
right configurations have to be distinguished from 
those that are not appropriate for complex formation. 
Docking algorithms start with a rigid body projection 
of the interacting proteins onto a three-dimensional 
grid. Then, grid cells will be distinguished according 
to whether they are near the protein surface or buried 
within the core. A search is performed by scoring the 
degree of overlap between pairs of grids in various 
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relative orientations. After excluding interactions on 
the basis of experimental evidence or steric conflicts, 
the structures will be sampled by scoring each 
configuration. In the geometric hashing approach, 
each protein surface is first pre-processed and a list of 
a few hundred critical points is obtained. These are 
then compared through a special algorithm to generate 
a relatively small number of trial orientations, which 
can be used for scoring [39].

An automated algorithm was developed for the 
identification of molecular surface complementarity 
[40]. It involves a digital representation of the 
molecules distinguishing between surface and interior. 
After calculating a correlation function, which 
assesses the degree of surface overlap and penetration 
resulting from the displacement, it scans relative 
orientations in three dimensions. The algorithm 
estimates the degree of spatial match between the 
surfaces of the interacting molecules. The procedure is 
the same as a six-dimensional search but it is much 
faster as the computation time does not increase 
rapidly with molecular size. Such methods are used to 
evaluate very many of configurations. This advantage 
is lost in case if conformational changes are also 
considered. It is possible to construct reasonable 
scoring functions combining requirements for steric 
and electrostatic fit.

Conformational changes can also be considered in 
Monte Carlo methods. An initial configuration is 
refined on the basis of random steps, which are 
accepted or rejected on the basis of the improvement 
in score [41]. It is assumed that convergence to the 
best structure may be reached from a large number of 
initial configurations, of which only one will be finally 
accepted. Because of the difficulty of finding an 
appropriate scoring function, which is highly 
discriminating and converges to the correct 
configuration, refinements have been proposed. Monte 
Carlo methods do not necessarily lead to an exhaustive 
search, thus the best configuration may be missed 
even using an appropriate scoring function.

To find the proper scoring function, which allows 
selecting the right configuration, a benchmark of 
protein-protein interactions is needed. Such a 
benchmark with several dozens of known 
protein-protein complexes was developed for testing 
docking methods [42]. The set covers a wide range of 
enzyme-inhibitor, antigen-antibody and other 
interaction types in order to avoid repetition. The best 
scoring functions are selected, and scores are defined 
on the basis of residue contacts, shape 
complementarity, interaction energies or other 
considerations. Hybrid scores may also be created by 
combining one or more categories. Although solvation 
effects are very important in complex formation, most 
docking algorithms do not take these into account.

Interactions between proteins have two 
contradicting aspects. First, partners should have 
complementary shapes, which are considerably rigid 
over time. Second, they must possess an inherent 
flexibility and plasticity otherwise several phenomena 
cannot be understood. Thus, the protein should remain 
rigid with a well-defined shape to enhance selectivity 
but it should be able to change its shape and 
conformation dynamically upon binding.

Although the classical lock-and-key model has 
been refined, further modifications are needed in case 
of canonical protease inhibitors. Proteases cut other 
proteins into pieces in order to help digestion, 
activation, degradation and other processes. 
Accordingly, they should be under severe control 
often ensured by fine tuned canonical inhibitors. Upon 
binding, these may not influence conformational 
changes near the binding site since they bind in a 
substrate-like manner to inhibit activity. Recently, 
backbone dynamics of some inhibitors was measured 
and it was found that, in contrast to the expectations, 
they are quite flexible. In fact, these disulfide bonds 
stabilized proteins are quite mobile, like their protease 
binding region. Thus, in this case, the classical 
lock-and-key model does not work perfectly. It was 
shown that the interaction cannot be properly 
described without taking into account the internal 
mobility of the partner proteins. The presence of 
flexible rather than rigid interacting partners allows 
them to avoid having an entirely complementary shape. 
In fact, partners can gently adapt to each other and 
they slightly differ from case to case [43]. Flexibility 
of partners was found to be synchronized and also 
encoded [44]. This might mean that the lock-and-key 
concept widely used earlier should be reinterpreted 
and replaced by the dynamical hand-and-a-glove 
analogy [45].

6. Conclusions 

Protein dynamics involves very broad time scales 
falling within the ps and ks range. These scales refer to 
phenomena, which, in most cases, should be treated 
separately; however, there exist techniques, like 
Monte Carlo or some special statistical mechanics or 
molecular dynamics methods, which allow a 
simultaneous treatment. Accordingly, protein 
dynamics involves a way of thinking, which is similar 
to that followed in mesomechanics, considering the 
simultaneous interaction of different scale levels and 
attempts to bridge the gap in the time scale. Thus, the 
introduction of principles of physical mesomechanics 
to protein dynamics may provide insight into the 
mechanism interrelating structure and function. On the 
other hand, techniques, which are appropriate for the 
treatment of dynamic effects in proteins, may also be 
applicable in mesomechanics [46].
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