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Abstract

The stability is one of the most basic requirement for the numerical model,
which is mostly elaborated for the linear problems. In this paper we analyze
the stability notions for the nonlinear problems. We show that, in case of
consistency, both the N-stability and K-stability notions guarantee the con-
vergence. Moreover, by using the N-stability we prove the convergence of
the centralized Crank–Nicolson-method for the periodic initial-value trans-
port equation. The K-stability is applied for the investigation of the forward
Euler method and the θ-method for the Cauchy problem with lipschitzian
right side.

Keywords: nonlinear stability, convergence, transport problem
2000 MSC: 65L20, 65M12, 65N12

1. Introduction and motivation

In order to solve the operator eqution, usually some numerical method
is required, which means the construction of an adequate numerical model.
One of the requirements for this model is stability, which seems to be one of
the most challenging problems in numerical analysis. It is worth to emphasize
that numerical stability is an intrinsic property of the numerical scheme and
it is independent of the original continuous model. Commonly it is applied
to the proof of convergence of the numerical method. (For this we need
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consistency, which establishes the link to the continuous problem.)

In the case of linear operators the first attempt was made by Kantorovich
([6]). The theory for this case is worked out and it is widely known (e.g.,
[8], [11]). However, the nonlinear theory is less elaborated. Stetter and
Trenogin made the first attempts to define the notion of stability for nonlinear
operators ([14], [16]). Later López-Marcos and Sanz-Serna has begun the
systematic investigation of the basic numerical notions (consistency, stability
and convergence) for nonlinear problems ([9], [13]). The abstract approach
has stuck in. In the recent years we have made similar approach to the
investigation of the numerical solution of nonlinear operator equations in
abstract settings. This work has been summarized in [1]. Thanks to these
results and framework, we are able to use this approach to verify the stability
of real-life problems.

When we model some real-life phenomenon with a mathematical model, it
results in a - usually nonlinear - problem of the form

F (u) = 0 , (1.1)

where F : D → Y is a (nonlinear) operator, D ⊂ X , X and Y are normed
spaces. In the theory of numerical analysis it is usually assumed that there
exists a unique solution, which will be denoted by ū. Problem (1.1) can be
given as a triplet P = (X ,Y , F ). We will refer to it as the problem P.

When we apply some numerical method, typically it generates a sequence of
problems of the form

Fn(un) = 0 , n = 1, 2, . . . , (1.2)

where Xn,Yn are normed spaces, Dn ⊂ Xn and Fn : Dn → Yn. If there exists
a unique solution of (1.2), it will be denoted by ūn.

Definition 1.1. We say that the sequence D = (ϕn, ψn)n∈N is a discretiza-
tion if the ϕn-s (respectively ψn-s) are restriction operators from X into Xn
(respectively from Y into Yn).

In sense of this definition we can illustrate the general scheme, showed in
Figure 1.1 (see, e.g. [5]).

For the convenience of the Reader, we formulate some basic definitions.
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Figure 1.1: The general scheme of numerical methods.

Definition 1.2. The element en = ϕn(ū) − ūn ∈ Xn is called global dis-
cretization error. The element ln(v) = Fn(ϕn(v)) − ψn(F (v)) ∈ Yn is called
local discretization error at the element v.

In our paper we always assume that ψn(0) = 0. Clearly the local discretiza-
tion error on the solution is ln(ū) = Fn(ϕn(ū)).

Definition 1.3. We say that discretization D applied to the problem P is
convergent if the relation

lim ‖en‖Xn = 0

holds.

Definition 1.4. The discretization D applied to problem P is called con-
sistent on the element v ∈ D if ϕn(v) ∈ Dn holds from some index and the
relation

lim ‖ln(v)‖Yn = 0

holds.

In numerical analysis one of the most important task is to guarantee the
convergence of the sequence of the numerical solutions to the true solution
ū. Generally, consistency in itself is not enough, therefore, to guarantee
the convergence, we need certain additional condition. This is the notion of
stability.

First of all we consider the sequence of linear problems, i.e., the problems

Ln(un) = 0 , n = 1, 2, . . . , (1.3)
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where for each n the operator Ln is a linear and Ln : Dn → Yn. Naturally,
we always assume the solvability of the problems (1.3), i.e., the existence of
the operators L−1n : Yn → Dn. In this case, as it is known, the linear stability
requires that ‖L−1n ‖Lin(Yn,Xn)

≤ S holds, where S is some positive constant.

Then the consistency and the stability together ensure the convergence. This
result is well-known as the Lax (or sometimes Lax–Richtmyer–Kantorovich
[8]) theorem. In numerical analysis it is also called as the ”basic theory of
numerical analysis”.

2. Generalization of the stability notion

The linear stability notion implies some basic results. However, obtaining
these consequences, we exploit the linearity of the operators Ln. In the rest
of the paper our main aim is to study how to define the notion of stability
in a suitable way for general (nonlinear) case.

2.1. First attempt: N-stability

The convergence yields that the global discretization error en tends to
zero. Having consistency, we have information about the local discretization
error, only. Intuitively, this means, that, when ln(ū) = Fn(ϕn(ū)) − F (ūn)
is small, then en = ϕ(ū) − ūn should be small, too. Because ū is unknown,
therefore in first approach we require this property for any pairs in Dn. This
demand implies the requirement

‖zn − wn‖Xn
≤ S ‖Fn(zn)− Fn(wn)‖Yn (2.4)

holds for arbitrary zn,wn∈Dn and the stability constant S is indepedent of
the mesh size parameter.

This idea leads to make the first attempt to define the nonlinear stability
notion.

Definition 2.1. The discretization D is called N-stable on the problem P
if there exists positive stability constant S, such that for each zn, wn ∈ Dn,
the estimation (2.4) holds.

Furthermore we will refer to this notion as the natural stability (N-stability).
For the linear case the Definition 2.1 means the existence of a positive sta-
bility constant S, such that for each sn ∈ Dn

‖sn‖Xn
≤ S ‖Ln(sn)‖Yn (2.5)
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holds. The bound (2.5) implies three basic properties:

i, For any problems (1.3), the relation (2.5) shows that Ln(sn) = 0 implies
that sn = 0, i.e., Ln is injective and hence L−1n exists. Therefore, the
stability bound implies the existence and uniqueness of solutions of
(1.3).

ii, Due to i, and (2.5), we have∥∥L−1n (rn)
∥∥
Xn
≤ S ‖rn‖Yn

for arbitrary rn ∈ Yn. Therefore the uniform norm estimation∥∥L−1n ∥∥Lin(Yn,Xn)
≤ S

holds.

iii, In view of (2.5), we obtain the ”basic theory of numerical analysis”:

Consistency + Stability ⇒ Convergence.

In fact, due to the linearity of Ln, by the choice en = ϕn(ū) − ūn, we
have

‖ϕn(ū)− ūn‖Xn
≤ S ‖Ln(ϕn(ū))− Ln(ūn)‖Yn ,

which leads to the estimation

‖en‖Xn
= ‖ϕn(ū)− ūn‖Xn

≤ S ‖Ln(ϕn(ū))‖Yn = S ‖ln(ū)‖Yn .

Obviously, for consistent methods this implies the convergence.

The first two properties show that the linear stability notion is implied by
the N-stability. On the other hand, the reverse implication is also true, since

‖sn‖Xn
=
∥∥L−1n Ln(sn)

∥∥
Yn
≤
∥∥L−1n ∥∥Lin(Yn,Xn)

‖Ln(sn)‖Yn ≤ S ‖Ln(sn)‖Yn .

Thanks to these results we can state that for linear problems the N-stability is
equivalent to the linear stability notion. For the nonlinear case the following
result is true.

Theorem 2.2. We assume that
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• there exists the solution of the problem (1.1)-(1.2),

• the discretization D is consistent and N-stable at ū with constant S on
problem P .

Then the discretization D is convergent on problem P and the order of
convergence is not less than the order of consistency.

Proof. Due to the N-stability, we have the relation

‖en‖Xn
=‖ϕn(ū)−ūn‖Xn

≤S‖Fn(ϕn(ū))−Fn(ūn)︸ ︷︷ ︸
=0

‖Yn ,

which leads to the estimation

‖en‖Xn
≤ S ‖Fn(ϕn(ū))‖Yn = S ‖ln(ū)‖Yn .

Hence, for consistent methods the convergence is valid.

Remark 2.3. Formally, this statement can be written again as the “basic
theory of numerical analysis”:

Consistency + N-Stability ⇒ Convergence.

There is a vital difference from the linear case, because Theorem 2.2 doesn’t
guarantee the existence of the numerical solution of equation (1.2).

As we have already seen, the N-stability is equivalent to the linear stabil-
ity notion, and it satisfies the “basic theory of numerical analysis” for the
nonlinear case. At the same time, it has a further advantageous property.
Namely, it offers an alternative opportunity for verifying the stability of the
numerical solution for time-dependent problems.

In the papers [3], [4] we investigated the N-stability property for periodic
initial-value heat conduction problem. Using the N-stability notion, we ob-
tained the well-known stability results. It has been summarized in Table
2.1.

We also verified similar results for periodic initial-value reaction-diffusion
problem, where the forcing term was Lipschitz continuous function.
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method complexity stability convergence

θ name explicit/implicit r = δ/h2 time space

0 forward Euler explicit r ≤ 0.5 1 1

1 backward Euler implicit − 1 1

0.5 Crank–Nicolson implicit r ≤ 1 1 2

θ θ-method explicit/implicit r ≤ 1/2(1− θ) 1 1 or 2

Table 2.1: The N-stability properties to the heat conduction problem.

2.2. The N-stability of the transport problem

In the sequel, we apply the N-stability technique to verify the stability
of hyperbolic equations, too, namely, to the periodic initial-value transport
problem. We consider the problem

∂tu(t, x) + a∂xu(t, x) = 0, x ∈ R, a ∈ R, t ∈ [0, T ], (2.6)

u(t, x) = u(t, x+ 1), x ∈ R, t ∈ [0, T ] (2.7)

u(0, x) = u0(x), x ∈ R, (2.8)

where T ∈ R+. In equation (2.6) the parameter a is fixed constant value.
The conditions (2.7)-(2.8) are periodic boundary conditions and initial-value
conditions, where u0 is a given one-periodic function. Periodic boundary
condition is appeared in the stability investigation of the ”good” Boussinesq
equation in [10].

It is easy to see that the continuous problem (2.6)-(2.8) can be rewritten
in the form (1.1). Let u0(x) be such a given function, that the problem
(2.6)-(2.8) has a unique, sufficiently smooth solution. Since the solution is
periodic, it is sufficient to determine it on one period, only. To create the
discretization D on the above mentioned problem, we define both the spatial
and time grids, as follows. The spatial grid points are

{xj = jh, where j = 1, . . . , n, h = 1/n and n ∈ N, n ≥ 2},

and the time levels are

{tk = kδ, where k = 0, . . . , K and δ = T/K}.
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Applying the θ-method to this transport problem, for θ ∈ [0, 1], j=1, . . . , n,
and k=0, . . . , K − 1, we gain the numerical scheme as follows

uk+1
j + θ

δa

2h

(
uk+1
j+1 − uk+1

j−1

)
= ukj + (1− θ) δa

2h

(
ukj+1 − ukj−1

)
, (2.9)

where using the periodic boundary conditions it is obvious that uk−10 =
uk−1n , uk−11 = uk−1n+1 and uk+1

0 = uk+1
n , uk+1

1 = uk+1
n+1. The discretization of

the initial-value condition can be written as

u0j − u0(xj) = 0, j = 1, . . . , n. (2.10)

In the next step we rewrite (2.9)-(2.10) in the form (1.2). To this aim, we
define the vector space of the grid functions Kn, defined at the grid points
xj : 1 ≤ j ≤ n. If we consider ukj for the time level tk for each k, then the
denoted vector is uk ∈ Kn. We recall that in Definition 1.1 we have defined
ϕn, ψn as the grid restriction operators.

Remark 2.4. In the sequel we select θ = 1/2 (centralized Crank–Nicolson-
method), because for this choice the order of the consistency is the highest
(two both in time and space).

Introducing the notation R = aδ/h and taking into account the Remark 2.4,
the equations (2.9)-(2.10) can be written as

uk+1 +Dpu
k+1 = uk −Dpu

k, k = 0, . . . , K − 1, (2.11)

u0 − ϕn(u0) = 0, (2.12)

where u0 = (u0(x1), . . . , u
0(xn)) ∈ Kn and Dp denotes the standard dis-

cretization matrix with periodic boundary conditions, i.e.,

Dp =



0
R

4
0 · · · 0 0 −R

4

−R
4

0
R

4
0 · · · 0 0

0 −R
4

0
R

4
0 · · · 0

...
. . . . . . . . . . . . . . .

...

0 · · · 0 −R
4

0
R

4
0

0 · · · · · · 0 −R
4

0
R

4
R

4
0 0 · · · 0 −R

4
0



. (2.13)
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We choose the normed spaces as Xn = Yn = Kn × . . .×Kn︸ ︷︷ ︸
K+1

, hence vn :=

(v0, . . . ,vK) ∈ Xn.

Let vn ∈ Xn any element and we denote by ηn = (η0, 0, . . . , 0) ∈ Yn its image.
Then the mapping Fn : Xn→Yn can be written in the form Fn(vn) = ηn.
Introducing the notations Q1 = (I + Dp) and Q2 = (I − Dp), respectively,
the discretization (2.11)-(2.12) yields the relation

Q1v
k+1 = Q2v

k, k = 0, . . . , K − 1, (2.14)

v0 = η0. (2.15)

To prove the existence of the inverse of Q1, we use the fact that Dp is a
skew-symmetric matrix. Therefore its eigenvalues are on the imaginary axes,
hence Q1 = (I+Dp) has no zero eigenvalue, and therefore it is regular. Then,
we can rewrite (2.14)-(2.15) as

vk+1 = Q−11 Q2v
k, k = 0, . . . , K − 1,

v0 = η0.

Applying the above recursion and putting v0 = η0 for any k = 0, 1, . . . , K,
we get

vk = (Q−11 Q2)
kη0. (2.16)

To prove the N-stability property, we define the following norms:

• in Kn:
∥∥vk∥∥Kn

= max
1≤j≤n

|vk(xj)| =
∥∥vk∥∥∞,

• in Xn: ‖vn‖Xn
=

(
K∑
j=0

∥∥vj∥∥2Kn

)1/2

,

• in Yn: ‖vn‖Yn =

(
K∑
j=0

∥∥vj∥∥2Kn

)1/2

.

With the help of the introduced norms and the induced norm, for (2.16) we
obtain the following estimation:

‖vn‖Xn
=
∥∥(Q−11 Q2)

kη0
∥∥
Xn
≤
∥∥Q−11 Q2

∥∥k
2

∥∥η0∥∥Xn
. (2.17)

In the sequel we give an estimation to the right-hand side of (2.17). To this
aim we give the following useful lemma.
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Lemma 2.5. For k = 0, . . . , K the following relation holds:∥∥Q−11 Q2

∥∥k
2

= 1. (2.18)

Proof. The matrix Dp in (2.13) is skew-symmetric matrix (D∗p = −Dp).

Moreover, for an arbitrary matrix M ∈ Rn×n we have the relation ‖M‖22 =
ρ(MM∗). Using these properties to (2.18), we obtain∥∥Q−11 Q2

∥∥2
2

=
∥∥(I +Dp)

−1(I −Dp)
∥∥2
2

= ρ

(
(I +Dp)

−1(I −Dp)
[
(I +Dp)

−1(I −Dp)
]∗)

= ρ

(
(I +Dp)

−1(I −Dp)(I −Dp)
∗
[
(I +Dp)

−1
]∗)

= ρ

(
(I +Dp)

−1(I −Dp)(I +Dp)
[
(I +Dp)

−1
]∗)

= ρ

(
(I +Dp)

−1(I +Dp)(I −Dp)
[
(I +Dp)

−1
]∗)

= ρ

(
(I −Dp)

[
(I +Dp)

−1
]∗)

= ρ

(
(I +Dp)

−1(I −Dp)
∗

)

= ρ

(
(I +Dp)

−1(I +Dp)

)
= 1.

This relation proves our statement.

Using ‖·‖Xn
≡ ‖·‖Yn , Fn(vn) = ηn = (η0, 0, . . . , 0) and Lemma 2.5, we can

rewrite (2.17) as
‖vn‖Xn

≤ ‖Fn(vn)‖Yn . (2.19)

For any elements zn,wn ∈ Xn we denote their images by ζn and ξn respec-
tively, i.e., Fn(zn) = ζn and Fn(wn) = ξn, where ζn = (ζ0, 0, . . . , 0) and
ξn = (ξ0, 0, . . . , 0). This results in the relations

zk+1 = Q−11 Q2z
k, k = 0, . . . , K − 1, (2.20)

z0 = ζ0,

wk+1 = Q−11 Q2w
k, k = 0, . . . , K − 1, (2.21)

w0 = ξ0.
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Substracting (2.20) from (2.21), we gain

zk+1 −wk+1 = Q−11 Q2(z
k −wk), k = 0, . . . , K − 1.

Using (2.19) by the notation vn = zn −wn, we get

‖zn −wn‖Xn
≤
∥∥ζ0 − ξ0∥∥Yn = ‖Fn(zn)− Fn(wn)‖Yn .

It is easy to see the above estimation is in the form of (2.4) with S = 1,
therefore we proved the validity of the following statement.

Theorem 2.6. The centralized Crank–Nicolson-method is N-stable for the
periodic initial-value transport problem (2.6)-(2.8).

Hence, using Theorems 2.2 and 2.6, we immediately get the following state-
ment.

Corollary 2.7. The centralized Crank–Nicolson-method is convergent for the
periodic initial-value transport problem (2.6)-(2.8) and the order of the con-
vergence is two both in time and space.

As we could see, the N-stability notion is useful from the application point
of view. To prove this property to the reaction-diffusion and the transport
problems, the key point is the proper definition of the restriction operators,
the normed spaces of the discrete problems and the corresponding norms. It
has been summarized in Table 2.2.

3. Further stability notion

In Theorem 2.2 we have shown that in case of consistency the N-stability
is sufficient to guarantee the convergence. However, its necessity isn’t clear.
In this section we investigate this question. Using an example, taken from
[9], we will show that the N-stability requirement is too restrictive.

3.1. Necessity of N-stability

Let Fα
n : Rn+1 → Rn+1 is an operator, given as

[Fα
n (z)]k =


zk − zk−1

h
− z2k−1, k = 1, 2, . . . , n

z0 − α, k = 0,

(3.22)
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Reaction-diffusion problem Transport problem

ϕn, ψn grid restriction operator grid restriction operator

Kn VS of grid functions VS of grid functions

Xn ≡ Yn Kn × . . .×Kn︸ ︷︷ ︸
K+1

Kn × . . .×Kn︸ ︷︷ ︸
K+1∥∥vk∥∥Kn

max
1≤j≤n

|vk(xj)| max
1≤j≤n

|vk(xj)|

‖vn‖Xn
max
0≤k≤K

∥∥vk∥∥Kn

(
K∑
j=0

∥∥vj∥∥2Kn

)1/2

‖vn‖Yn ‖v0‖Kn
+

K∑
j=1

δ
∥∥vj∥∥Kn

(
K∑
j=0

∥∥vj∥∥2Kn

)1/2

Table 2.2: How to choose operators, normed spaces and corresponding norms to prove
N-stability.

where h is the step-size parameter, α ∈ [0, 1) is some fixed constant and
nh = 1. Taking the function z̄α(t) = α/[1−αt], where t ∈ [0, 1] and applying
the ϕn grid restriction operator to the function z̄α(t), we get

[ϕn(z̄α)]k ≡ (z̄αn)k ≡ z̄α(tk) ≡
α

1− αtk
, k = 0, 1, . . . , n,

where tk are the grid points.

Remark 3.1. We note that with the discrete operator (3.22) the problem
Fα
n (un) = 0 can be considered as the finite difference discretization of the

problem 
u′(t) = u2(t), t ∈ [0, 1]

u(0) = α,
(3.23)

by mean of the forward Euler’s rule on the equidistant mesh. Clearly, the
solution of the problem (3.23) is the function u(t) = α/[1− αt].
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Substituiting z̄αn into (3.22), we gain

[Fα
n (z̄αn)]k =


z̄α(tk)− z̄α(tk−1)

h
− [z̄α(tk−1)]

2, k = 1, 2, . . . , n

(z̄αn)0 − α, k = 0.

Let w̄n ∈ Rn+1 be a vector with the components wk, such that [Fn(w̄n)] = 0,
where

[Fn(w̄n)]k =


wk − wk−1

h
− w2

k−1, k = 1, 2, . . . , n

w0 − 1, k = 0.

We introduce the norms

‖xk‖Xn
= max

1≤k≤n+1
|xk|,

‖yk‖Yn = |y0|+
n∑
k=1

h|yk|,

respectively. We prove that (2.4) cannot be true for any stability constant
S, which is independent of the mesh size. To to this aim, we show that the
estimation

‖z̄αn − w̄n‖Xn
≤ S ‖Fα

n (z̄αn)− Fn(w̄n)‖Yn (3.24)

cannot be hold uniformly for all n. Since (w̄n) is defined by the recursion
w̄n = w̄n−1 +hw̄2

n, due to [12], the approximation at the last grid point t = 1
behaves like 1/(h| lnh|). Thus,

lim
n→∞

(w̄n)n = lim
h→0

1

h| lnh|
=∞.

Since (z̄αn)n ≡ α/[1− α] and α ∈ [0, 1), hence the value of (z̄αn)n is finite. So
the left term of (3.24) converges to ∞ as n→∞, i.e.,

lim
n→∞

‖z̄αn − w̄n‖Xn
=∞. (3.25)

For the right-hand side of (3.24) we have

[Fα
n (z̄αn)−Fn(w̄n)︸ ︷︷ ︸

=0

]k=


z̄α(tk)−z̄α(tk−1)

h
−[z̄α(tk−1)]

2, k = 1, 2, . . . , n

α−1, k = 0.

(3.26)
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This means that in the normed space Yn we have to define the local dis-
cretization error. The idea of the proof is based on the work [16].

Lemma 3.2. Let consider the Cauchy problem

u′(t) = f(u(t)) (3.27)

u(0) = u0, (3.28)

where t ∈ [0, 1], u0 ∈ R and f ∈ C1(R). Then for the problem (3.27)-(3.28)
the local discretization error of the forward Euler method on equidistant mesh
can be estimated as

ln(ū)(ti) ≤
M2(ū)

2
h,

where M2(ū) := sup
t∈(0,1)

|ū′′(t)| <∞ and h is the step-size of the mesh.

Proof. We have the relation

ln(ū)(ti) = [Fn(ϕn(ū))](ti) =
ū(ti)− ū(ti−1)

h
− ū′(ti−1)

≤ max
1≤i≤n

∣∣∣ū′((i− 1)h)− 1

h

(
ū(ih)− ū((i− 1)h)

)∣∣∣
= max

1≤i≤n

∣∣∣1
h

∫ ih

(i−1)h
ū′((i− 1)h)− ū′(s)ds

∣∣∣
≤ 1

h
max
1≤i≤n

∫ ti

ti−1

|ū′(ti−1)− ū′(s)|ds.

Hence,

ln(ū)(ti) ≤
1

h
M2(ū)

1

2
h2 =

M2(ū)

2
h.

Using the introduced norm in Yn to (3.26) and Lemma 3.2, we get

‖Fα
n (z̄αn)− Fn(w̄n)‖Yn = |α− 1|+

n∑
k=1

h · ln(z̄α(tk)) ≤ |α− 1|+ M2(z̄
α)

2
.

Thus,
lim
n→∞

‖Fα
n (z̄αn)− Fn(w̄n)‖Yn <∞. (3.29)

From (3.25) and (3.29) we can see the estimation (3.24) cannot hold. This
means that the discretization is not N-stable.

14



Thus, the statement of Theorem 2.2 cannot be satisfied. However, we will
see through the numerical results that the forward Euler method on the
equidistant mesh will converge to the solution of the problem (3.23). To
demonstrate this, we select the value α = 0.8 in (3.23), and we apply the
forward Euler method to this problem. The results have been summarized
in Figure 3.2 and Table 3.3. The obtained numerical results suggest the
convergence of the method.

Figure 3.2: The restricted true solution and the numerical solution for 10 and 100 grid
points to the problem (3.23).

Number of grid points ‖en‖Xn

101 1.5175 · 101

102 5.8687 · 10−1

104 6.0863 · 10−2

106 6.0887 · 10−3

Table 3.3: The global discretization error in the introduced norm to the problem (3.23).

3.2. K-stability and its application

This example shows that the N-stability definition is too restrictive, be-
cause we require the condition (2.4) for any elements from Dn. It also shows,
if w̄n is far from z̄αn (i.e., the perturbation z̄αn is too large), the estimation
(2.4) cannot be given.
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This motivates to introduce the idea of local stability and stability threshold
notions [7].

Definition 3.3. The discretization D is called K-stable for the problem P
at the element ū ∈ X if there exist constants S ∈ R and R ∈ (0,∞] such
that

• BR(ϕn(ū)) ⊂ Dn holds from some index,

• for all zn, wn which satisfy vn, wn ∈ BR(ϕn(ū)), the estimate

‖zn − wn‖Xn
≤ S ‖Fn(zn)− Fn(wn)‖Yn (3.30)

holds.

We summarize the main theoretical result of the K-stability notion, based
on the work of [1].

Theorem 3.4. We assume that

• the discretization D is consistent and K-stable at ū with stability thresh-
old R and constant S on problem P ,

• the numerical method possesses the property dimXn = dimYn <∞,

• Fn is continuous on the ball BR(ϕn(ū)).

Then

(a) the discretization D generates a numerical method such that equation
(1.2) has a unique solution in BR(ϕn(ū)) from some index,

(b) the discretization D is convergent on problem P and the order of con-
vergence is not less than the order of consistency.

Proof. The proofs has been given in Lemma 25 and Theorem 26 in [1].

Remark 3.5. Theorem 3.4 guarantees that equation (1.2) has a unique so-
lution in some suitably chosen ball. This means that the K-stability in the
nonlinear case locally satisfies those properties what the linear stability notion
(or, equivalently, the N-stability notion for the linear case) does.
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In the sequel we examine the K-stability for a rather general class of opera-
tors.

Let Fn : Rn+1 → Rn+1 is an operator, which is given as

[Fn(z)]k =


zk − zk−1

h
− f(zk−1), k = 1, 2, . . . , n

z0 − u0, k = 0,

(3.31)

where h is the step-size parameter, f : R→ R is a locally Lipschitz continuous
function and u0 is some fixed value. We note that the discretization (3.31) is
the application of the forward Euler method on the equidistant mesh to the
problem 

u′(t) = f(u(t)), t ∈ [0, 1]

u(0) = u0.
(3.32)

Let R > 0 and BR = ∪t∈[0,1][u(t)−R, u(t) +R]. The function f(u(t)) is
Lipschitz continuous on BR with constant L(R). We consider only those
vectors zn, wn for which

‖zn − ϕn(ū)‖Xn ≤ R

and
‖wn − ϕn(ū)‖Xn ≤ R.

These conditions implies that (zn)k, (wn)k ∈ BR, where the Lipschitz con-
dition holds. Then we substitute zn and wn into (3.31). The subtraction of
[Fn(zn)]k and [Fn(wn)]k leads to the equality

(zn)k − (wn)k = (zn)k−1 − (wn)k−1 + h
(

[f(zn)]k−1 − [f(wn)]k−1

)
+ h
(

[Fn(zn)]k − [Fn(wn)]k

)
.

Using the Lipschitz condition we gain

|(zn)k− (wn)k| ≤ (1 + hL(R))|(zn)k−1− (wn)k−1|+ h|[Fn(zn)]k− [Fn(wn)]k|.

17



Then, by induction we get

‖zn −wn‖Xn = max
0≤k≤n

|(zn)k − (wn)k| ≤ eL(R)‖Fn(zn)− Fn(wn)‖Yn . (3.33)

The estimation (3.33) is in the form of (3.30), i.e., the discretization - which
is consistent - is K-stable with constant S = eL(R).

Theorem 3.6. The discrete operator (3.31) under the given conditions is
K-stable.

Hence, in virtue of Theorems 3.4 and 3.6, the following statement is true.

Corollary 3.7. The sequence of the solutions of the problems Fn(zn) = 0,
where Fn is defined by (3.31), is convergent to the solution of the Cauchy
problem (3.32).

Remark 3.8. We recall the discretization (3.22) and the problem (3.23). As
we have seen in Section 3.1, the discretization isn’t N-stable. However, if we
choose f(u(t)) ≡ u2(t) and u0 ≡ α ∈ [0, 1) in Theorem 3.6, it is easy to see
that the discretization is K-stable.

Remark 3.9. Let R > 0 fixed. Then, as we have seen in Section 3.1, the
condition v̄αn, w̄n ∈ BR(v̄αn) cannot be guaranteed. However, if we require the
stability condition only for the elements from BR(v̄αn) (that is the stability
notion in Definition 3.3 and as we have seen in the previous example for a
general class of operators), then the condition (3.30) is satisfied.

In a similar way we examine the K-stability for another general class of
discrete operators. Let F θ

n : Rn+1 → Rn+1 is an operator, which is given as

[F θ
n(z)]k =


zk − zk−1

h
− (1−θ)f(zk−1)− θf(zk), k = 1, 2, . . . , n

z0 − u0, k = 0,

(3.34)

where θ ∈ [0, 1] is given parameter, h denotes the step-size, f : R→ R is
a locally Lipschitz continuous function and u0 is some fixed value. We note
that the discretization (3.31) can be considered as the application of the
standard θ-method on the equidistant mesh to the problem (3.32).
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In the previous train of thought we get the equality

(zn)k − (wn)k = (zn)k−1 − (wn)k−1 + h(1− θ)
(

[f(zn)]k−1 − [f(wn)]k−1

)
+ hθ

(
[f(zn)]k − [f(wn)]k

)
+ h
(

[F θ
n(zn)]k − [F θ

n(wn)]k

)
.

Using the Lipschitz condition we gain∣∣∣(zn)k − (wn)k

∣∣∣ ≤ 1 + h(1− θ)L(R)

1− hθL(R)

∣∣∣(zn)k−1 − (wn)k−1

∣∣∣
+

1

1− hθL(R)
h
∣∣∣[F θ

n(zn)]k − [F θ
n(wn)]k

∣∣∣.
Hereinafter, based on [2], we give an estimation for (1− hθL(R))−1. For the
values h, satisfying the condition hθL(R) ∈ [0, 0.5], we have

1 ≤ 1

1− hθL(R)
= 1 + hθL(R) + (hθL(R))2

1

1− hθL(R)
.

Hence, the estimation
(hθL(R))2

1− hθL(R)
≤ hθL(R)

holds. Therefore, we have the upper bound

1

1− hθL(R)
≤ 1 + 2hθL(R).

Thus, we can give the following estimation:∣∣∣(zn)k − (wn)k

∣∣∣≤(1 + 2hθL(R))
[
(1 + h(1− θ)L(R))

∣∣∣(zn)k−1 − (wn)k−1

∣∣∣
+ h
∣∣∣[F θ

n(zn)]k − [F θ
n(wn)]k

∣∣∣].
Then, by induction we get

‖zn −wn‖Xn = max
0≤k≤n

|(zn)k − (wn)k| ≤ e(1+θ)L(R)‖F θ
n(zn)− F θ

n(wn)‖Yn .
(3.35)

The estimation (3.35) proves the validity of the following statement.

Theorem 3.10. The discrete operator (3.34) is conditionally K-stable with
the stability constant S = e(1+θ)L(R).
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Due to the consistency, in virtue of Theorems 3.4 and 3.10, the following
statement is true.

Corollary 3.11. The sequence of the solutions of the problems F θ
n(zn) = 0,

where F θ
n is defined by (3.34), is convergent to the solution of the Cauchy

problem (3.32).

4. Summary

In this paper our primary aim was to give and analyze the N- and K-
stability concepts. The connection between the N -stability concept and the
linear stability notion was investigated. We have shown that this approach
provides the basic theorem of the numerical analysis, i.e., in case of consis-
tency the convergence is guarantied. At the same time, by giving an example,
we have shown the insufficiency of the N-stability notion to the convergence.
This fact motivated us to introduce a further stability concept, the K-stability
notion. This notion has local character and it is a natural extension of the
N-stability.

These alternative stability concepts have several advantageous properties.
First of all, both stability concepts ensure the basic theorem of the numer-
ical analysis on the convergence. A further important property of this ap-
proach is very practical. Namely, using these concepts, we are able to offer
a new and effective alternative tool (in contrast with the well-known dis-
crete time Fourier transform technique, see more details in [15]) for verifying
the stability, and hence, convergence property for time-dependent problems.
Particularly, in this paper the convergence of several finite difference schemes
to the reaction-diffusion problem and the transport problem were given in a
compact form. Comparing the N- and K-stability concepts, we mention an
important theoretical advantage of the K-stability. Namely, the K-stability
(together with consistency) guarantees not only the convergence, but also the
existence of the unique solution of the discrete problem (1.2) in a convenient
ball.
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[2] I. Faragó, Convergence and stability constant of the theta-method, Ap-
plication of Mathematics 2013, Edited by: J. Brandts, S. Korotov, M.
Krzek, J. Sstek, T. Vejchodsky, pp. 42–51.
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