
Energy measurements of the electron beam in the storage

ring of Diamond Light Source

Niki Vitoratou

Department of Physics

Royal Holloway, University of London

A thesis submitted to the University of London for the degree of Doctor of Philosophy

July 2020



Declaration

I confirm that the work presented in this thesis is my own. Where information has been

derived from other sources, I confirm that this has been indicated in the document.

Signed:

Date:

2



I dedicate this thesis to my family

3



Abstract

Resonant Spin Depolarization is a high precision technique for beam energy measurement

employed in the Diamond Light Source storage ring. The relation between spin tune and

beam energy can be used to determine the energy of a transversely polarized beam. The

beam is excited at frequencies that match the fractional part of the spin tune and the

beam loss rate is used to monitor the beam depolarization.

The standard procedure of these measurements is intrusive and needs a dedicated

time during machine developments days. The goal of this study is to enable energy mea-

surements during user operation.

The beam polarization which is essential for the energy measurements was studied

theoretically and experimentally for the case of Diamond Light Source (DLS). For the spin

depolarisation measurements the detection and the excitation scheme were optimised. A

study for the choice of a suitable detector for these measurements has been carried out.

An array of four custom-made scintillation detectors has been designed and used for this

study. The excitation is gated to half of the stored bunches and the acquisition system

counts losses in both halves independently. This approach enables measurements during

user operation. Due to the sensitive beam loss detectors and their high accuracy, the

beam can be excited weakly but enough in order for the depolarisation resonance to be

detected and the small vertical emittance in the range of pm-rad not to be affected. A

new concept for detecting the depolarization resonance even when it coincides with higher

order betatron resonances is presented. The resonant spin depolarisation measurement

was achieved during user operation and a good long-term stability of the beam energy was

measured.
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Chapter 1
Introduction

1.1 Theoretical background in accelerator physics

1.1.1 Co-ordinate system

The trajectory of a particle in a synchrotron is defined by the arrangement of the dipole

magnets. The guide field inside a dipole magnet is uniform and the ideal motion of the

particle is a circle of (local) radius of curvature, ρ(s). This trajectory lies in the centre of

the machine’s vacuum chamber and is called design orbit. After one complete turn, the

particle will return to its initial position with its initial momentum, completing a closed

orbit. In the real case scenario, some errors in the alignment and fields of the magnets

can cause a divergence of the particle motion from the design orbit, leading to a different

closed orbit. The trajectory coordinates are given with respect to the Frenet–Serret frame

as is shown in Fig. 1.1 [1]. It rotates with the ideal particle around the accelerator which

has the design momentum. At a certain longitudinal location s lying on the design orbit,

the deviations in the transverse directions are given by x in the bending plane and y in

the perpendicular to the bending plane. However, as there is not an ideal orbit, particles

follow a closed curved path around the synchrotron, which is close to the ideal orbit and

is called closed or equilibrium orbit.
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1.1. Theoretical background in accelerator physics

Figure 1.1: The trajectory coordinates of a particle, given with respect to the Frenet–Serret
frame.

1.1.2 Single particle dynamics

The motion of a single relativistic charged particle in an accelerator beam line can be

described using Hamilton’s equations [2]:

dxi
dt

=
∂H

∂pi
,

dpi
dt

= −∂H
∂xi

(1.1)

where xi are the co-ordinates of the particle, pi are the components of the momentum and

H is the Hamiltonian.

In Hamiltonian mechanics the state of a particle is specified by a pair of dynamical

variables, a coordinate qi and a conjugate momentum pi. These variables are functions of

the independent variable of time t and are independent of one another. In an accelerator

where the components are defined by their locations along the reference trajectory, the

fields and the Hamiltonians change along the beamline and the path length is chosen as

independent variable [3].

Some of the important characteristics of using Hamiltonian mechanics are:

• It uses canonical variables which are used to describe a dynamical system which

evolves;

• It offers a structured framework for transforming between coordinate systems (canon-

ical transformation);

• Hamiltonian systems are symplectic. This is important as areas in phase space

(emittance) are conserved as the system evolves. Also, the symplectic transfer maps

give accurate results in the tracking of particles.

The Hamiltonian equations are used to calculate the evolution of the dynamical

variables through the various elements of the accelerator. The changes in the variables at

16



1.1. Theoretical background in accelerator physics

the exit of each element have a nonlinear dependence on the initial values of the variables.

Thus, the linear transfer maps R for accelerator components can be constructed by calcu-

lating the Taylor expansion of the Hamiltonian to second order in the dynamical variables.

Then the evolution of the dynamical variables may be expressed in matrix formulation [4]:

~x(s = L) ≈ R · ~x(s = 0) (1.2)

where L is the length of each accelerator component and ~x = (x, px, y, py, z, δ) is a vector

whose six components are dynamical variables. In particular, x and y are the horizontal

and vertical co-ordinates in a plane perpendicular to the reference trajectory at any point.

The momenta px and py are given by the equations:

px =
γmẋ+ qAx

P0
, py =

γmẏ + qAy
P0

(1.3)

where ẋ and ẏ are the derivatives of x and y with respect to time, Ax, Ay the horizontal

and vertical components of the magnetic vector potential A which is used in the equations

of motion for a charged particle in an electromagnetic field, P0 is the nominal momentum

and q the electric charge of the particle. The longitudinal co-ordinate z and its conjugate

momentum δ which corresponds to the energy deviation are described as:

z =
s

β0
− ct, δ =

E

cP0
− 1

β0
(1.4)

where β0 is the velocity of the reference particle, c the speed of light and E the energy

which is equal to E = γ0mc
2.

In a phase space plot, each particle is plotted for a specific location using the

phase space coordinates. The phase space variables for a particle are x, px, y, py, z, and

pz. When the transverse momentum components are small compared to the longitudinal

(pz � px, py) and pz can be considered to be the same for all particles, then the paraxial

approximation can be applied to the beam motion. In this case, x, y can be taken to be

the transverse angles with respect to the ideal trajectory. If the magnetic fields through

which the beam travels are entirely transverse (no solenoids), trace space (a term used to

make a distinction with phase space) is a coordinate space using (x, x′, y, y′) to describe

the transverse motion instead of (x, px, y, py) [5].
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1.1. Theoretical background in accelerator physics

1.1.3 Hill’s equation

An alternative formalism to describe the linear dynamics of a single particle, assuming

uncoupled motion and px ≈ x′, is given by the Hill’s equation d2x
ds2

+k(s)x = 0. In a periodic

beam line, the focusing strength k satisfies the periodicity condition k(s + C) = k(s),

where C is the circumference of the closed orbit [6]. The function k is analogous to a

spring constant in a harmonic oscillator, and is due mainly to the quadrupole magnets [7].

The solution of Hill’s equation is given by the phase space coordinates for the horizontal

plane:

x =
√

2Ixβxcosψx(s) px = −

√
2Jx
βx

(sinφx + αxcosφx) (1.5)

The solution of the Hill’s equation describes the oscillatory motion of particles about the

reference orbit [8]. These oscillations are called betatron oscillations. The beta func-

tion βx(s) is determined by the design of the accelerator lattice and describes the local

amplitude of the oscillations around the reference trajectory.

The action variable Ix is invariant of the particle motion and is expressed as [9]:

Ix =
1

2
(γxx

2 + 2αxxpx + βxp
2
x) (1.6)

where the Courant–Snyder parameters satisfy the relation βxγx−α2
x = 1 and αx = −1

2
dβx
ds

and γx = 1+α2
x

βx
. This invariant defines an ellipse in phase space which constrains the

values of phase space coordinates (x, px) to lie on the ellipse with area equal to 2πIx.

The values αx, βx, γx are called Twiss parameters and are used to describe the ellipse and

determine its shape. Liouville’s theorem states that the area of phase space bounded by the

ellipse remains constant. Assuming that the angle variables for the particles are uniformly

distributed and uncorrelated with the action variables, the value of Ix averaged over all

particles of a beam is equal to the root mean square (rms) beam emittance εx =< Jx >.

All particles enclosed by a phase ellipse in a symplectic system stay within that ellipse.

Thus, the emittance is conserved. In case of uncoupled motion, vertical and longitudinal

emittance can be described with the same treatment as it is presented for the horizontal

plane. The emittance can be expressed in terms of the beam distribution as:

εx =
√
< x2 >< p2

x > − < xpx >2 (1.7)

To compare emittances of beams with different momenta it is convenient to introduce the
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1.1. Theoretical background in accelerator physics

normalized emittance as: εN = βγεx, where β and γ are the relativistic Lorentz factors.

The parameter ψx is the angle variable and is defined by tanφx = −βx pxs −αx. The

change in the angle variable when we move from the point s1 to s2 is called the phase

advance and is given by the expression ∆φx =
∫ s2
s1

1
βx
ds. The total phase advance in the

horizontal plane when particles complete a full circle round the ring divided by 2π is used to

define the betatron tune. In other words, betatron tune can be expressed as the number of

betatron oscillations per one turn around the ring and is given by νx = ∆φx
2π = 1

π

∫ C
0

1
βx
ds,

where C is the path length for one complete turn around the ring [10].

1.1.4 Dispersion

If the energy of a particle in the beam, differs from the design energy its trajectory may

deviate from the trajectory of a particle at the right energy. In first order, this deviation

is linear in the momentum deviation δ = ∆p/p. In a storage ring, the orbit deviation due

to an energy offset is given by the periodic dispersion function η(s) as ∆x(s) = η(s)δ.

When the momentum deviation δ 6= 0, the path length of a particle deviates from

the design. The ratio of the relative change in path-length to the relative momentum

deviation is called the momentum compaction factor and is given by:

α =
∆L/L

δ
=

1

L

∮
η(s)

ρ(s)
ds (1.8)

where L is the path length and ρ(s) is the bending radius [10].

1.1.5 Synchrotron motion

The longitudinal motion of particles are dictated by RF cavities. An RF cavity is de-

signed to provide enough energy to the particles to account for losses due to synchrotron

radiation. This is achieved by timing the particle arrival at the cavity with a specific

phase (synchronous phase) in the oscillating voltage. The accelerating voltage from the

accelerating fields of the cavities can be expressed as V = V0sinφs, where φs is the syn-

chronous phase and V0 the amplitude of the RF voltage. A beam particle, in a storage

ring with nonzero RF voltage, except of betatron oscillations, performs oscillations in the

longitudinal phase space. The frequency of the synchrotron motion is much lower than the

horizontal and vertical betatron-oscillation frequencies. It can be expressed in terms of a

synchrotron tune Qs which is the number of synchrotron oscillations in one complete turn
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1.1. Theoretical background in accelerator physics

around the ring, or the ratio between the synchrotron frequency fs and the revolution

frequency frev. It is given by the equation [11]:

Qs =
fs
frev

=

√
(γ−2 − α)heV0cosψs

2πcp0
(1.9)

where α is the momentum compaction factor, h the harmonic number which corresponds

to the ratio of the RF frequency over the revolution frequency (frf/frev), e the particle

charge, p0 the equilibrium momentum, c the speed of light, γ the Lorentz gamma and ψs

the synchronous phase angle.

1.1.5.1 Energy acceptance

Particles which deviate from the synchronous phase are subjected to a restoring force

leading to harmonic oscillations or synchrotron oscillations about synchronous phase φs.

In Fig. 1.2 particle B arrives later than the synchronous particle A. The particle’s motion

can be plotted in longitudinal phase space. The vertical axis corresponds to the energy

difference between the particle B and the synchronous particle A. The horizontal represents

the relative phase of the particle and RF wave [12].

The longitudinal motion of the electrons in the beam can follow stable or unstable

trajectories, which are divided by separatrices in phase space. Particles in the unstable

region undergo a continuously increasing deviation from the synchronous phase and mo-

mentum and can be lost. Separatrices is a boundary between the region of stable and

unstable motion. Within the phase stable region particles perform oscillations about the

synchronous phase and the ideal momentum. These regions are known as RF buckets. The

separatrix for a stationary bucket, which means no acceleration, is shown in Fig. 1.3 [11]

The synchronous phase is set to φs = π and the separatrix extends from 0 to 2π radi-

ans. For accelerating buckets, the shape of the separatrix depends on the setting of the

synchronous phase and is different from the case of the stationary bucket.

Some particles inside the separatrix reach maximum deviation in phase and mo-

mentum from the ideal values during synchrotron oscillations. The value of the maximum

energy deviation of the stable synchrotron oscillations is called energy acceptance of the

accelerator. The maximum energy acceptance for a stationary bucket is [13]:

(
∆E

E0

)
stat

=

√
2eV0β

πh|ηc|E0
| cosφs + (φs − π/2)sinφs | (1.10)
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1.1. Theoretical background in accelerator physics

Figure 1.2: The particles B arrives later than particle A in the RF cavity and see a different
accelerating voltage. Their longitudinal phase space plot is shown in the last plot.

Figure 1.3: The separatrix of a stationary bucket.
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1.1. Theoretical background in accelerator physics

where E0 is the energy of the synchronous particle, h = fRF /frev is the harmonic number

of the cavity, V0 is the maximum RF voltage in the cavities and ηc = α− γ−2, where α is

the compaction factor and γ the Lorentz factor, is the slip factor.

1.1.6 Main storage ring components

The storage ring consists of a group of technical components which hold an important role

for the operation of the machine. Some of them are described [14].

• Magnets

Different types of magnets are used in a storage ring, each one for different purpose.

The bending magnets are used to deflect the electron beam to define the geome-

try of the storage ring. A storage ring consists of a series of arc sections (bending

magnets), interrupted by straight sections. Bending magnets also serve as sources

of synchrotron radiation. The quadrupole magnets are placed in straight sections

between bending magnets for focusing the beam particles in order not to deviate

strongly from the ideal orbit. The sextupole magnets are used to correct for chro-

matic aberrations caused by focusing errors on particles with different energies.

• Vacuum chamber

The electron beam must be enclosed in a vacuum chamber where the air pressure is

reduced to some or lower to prevent particle losses due to scattering on residual gas

atoms.

• Radio Frequency (RF) system

Special accelerating RF cavities generate a synchronous accelerating electric field

with the arrival of electrons. The acceleration compensates for the energy loss due

to the emission of synchrotron radiation. Proper acceleration occurs only when

electrons pass through the cavity at a specific time. Thus, the circulating beam is

composed of a number of bunches. The distance between bunches is any integer

multiple of the RF-wavelength.

• Beam controls

Beam controls include the beam diagnostics to monitor the beam and the feedbacks

to correct for any distortions created to the beam.
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• Injection system

Injection system is responsible to transfer the electrons that are generated in the

injector and accelerated in the booster to the storage ring.

• Insertion devices

Insertion devices are used to provide the desired radiation from the users when the

synchrotron radiation from the bending magnets does not meet the requirements of

the users. They are placed in straight sections and are composed of a number of

poles with opposing polarities. Thus, the synchrotron radiation can be produced

when the beam is bending but the total beam deflection in the exit of the magnet is

zero. The most popular insertion devices are the wigglers which are used to produce

high intensity broad band radiation and the undulator magnets which produce high

brightness, quasi monochromatic radiation.

1.1.7 Beam lifetime

The stored beam electrons can get lost producing either rapid beam losses or gradual

beam losses. Technical component malfunctioning or physical obstruction of a beam

line and phenomena like RF trips, beam instabilities or pressure bumps can lead to

immediate beam loss. However other mechanisms like quantum diffusion, residual

gas scattering and intra-beam scattering cause gradual beam loss. To characterise

the gradual beam loss, the quantity of beam lifetime is used. The lifetime τ of a

beam containing N particles is defined through its relative loss rate Ṅ at a given

time [13]:
1

τ
= −Ṅ

N
(1.11)

The beam lifetime in an electron storage ring is determined by the effects of the

intra-beam scattering and elastic and inelastic residual gas scattering [15]. More

specifically, the phenomena that affect the beam lifetime are:

– Quantum diffusion

Normally the electron bunches in a storage ring have a Gaussian distribution

in all six phase space coordinates. When the aperture of the ring is small in

any dimension, the tails of the Gaussian distribution can be scraped. When
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electrons emit synchrotron radiation, can randomly be driven in the tails of the

distribution and get lost [16].

– Residual gas scattering

The presence of residual gas species even at a low pressure of 1 nTorr, causes

scattering of the electrons with the nuclei of residual gas atoms. The scattering

may be elastic or inelastic.

∗ Elastic scattering

In the elastic coulomb scattering of the stored beam electrons with the

nuclei of residual gas atoms, the electrons are deflected from their path

and their betatron oscillation amplitude increases. If the amplitude of

betatron oscillation of an electron is more than the chamber aperture the

electron is lost [17].

∗ Inelastic gas scattering

Charged particles passing through matter become deflected by strong elec-

tric fields from the atomic nuclei. The deflected charged particles lose

energy through emission of radiation which is called bremsstrahlung. If

this energy loss is too large such that the particle energy error becomes

larger than the storage ring energy acceptance, the particle gets lost.

– Touschek scattering

Touschek scattering is a single scattering between two electrons of the bunch.

The collision can transfer momentum from transverse to longitudinal motion

and both the electrons can exceed the longitudinal acceptance, in which case

they are lost.

When several processes contribute, the resulting beam lifetime is found by adding

the respective loss rates. Thus, the total lifetime for a storage ring is [18] :

1

τ
=

1

τq
+

1

τg
+

1

τt
(1.12)

where τq is the quantum lifetime, τg is the vacuum lifetime and τt is the Touschek

lifetime.

Usually, the quantum lifetime is much longer than the other two lifetimes and can be

neglected. The residual gas lifetime is typically much smaller compared to Touschek
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1.2. Synchrotron radiation and synchrotrons

loss. Touschek scattering is the most dominant mechanism for beam losses in a

storage ring.

1.2 Synchrotron radiation and synchrotrons

Synchrotron radiation is electromagnetic energy emitted by charged particles (e.g.,

electrons and ions) that are moving at speeds close to that of light when their paths

are altered, as by a magnetic field. Synchrotron radiation covers the spectral range

from terahertz and infrared to UV and hard X-rays. This range of the electromag-

netic spectrum is known as ‘synchrotron light’ and can be produced by a dedicated

synchrotron light source.

A synchrotron light source begins with an electron gun which liberates electrons due

to thermionic emission. These electrons are packed in bunches, accelerated through

a Linear Accelerator (LINAC) and then injected into the booster synchrotron in

most of the synchrotrons facilities. In the booster ring, they are accelerated to ultra-

relativistic speeds and later enter another ring, the storage ring, where they circulate

under the effect of the bending magnets. As the electrons pass through different types

of magnets, such as bending magnets, undulators and focusing magnets, they lose

energy in the form of synchrotron radiation. This light can then be channelled out

of the storage ring wall and into the experimental stations, called beamlines. The

energy lost by the electrons in the process of generating this synchrotron light is

restored as they pass through the RF cavities.

The synchrotron light is used today to carry out fundamental research in areas as

diverse as condensed matter physics, pharmaceutical research and cultural heritage.

For planning experiments, the most important figure of merit to assess an X-ray

source is its brightness, which is the photon flux normalized to the solid angle of

emission, the source size, and an energy band [19]. There are more than 50 light

sources in the world (operational, or under construction) in order to satisfy the

growing demand for beamtime [20].

25



1.3. Diamond Light Source

1.3 Diamond Light Source

The Diamond Light Source (DLS) is the UK’s 3rd generation light source operating

at 3 GeV energy. In the linac, the produced electrons are accelerated up to 100 MeV

[21]. The 100 MeV electrons are injected to the booster sychrotron which accelerates

the electrons up to 3 GeV energy and extracts them to the final stage, the storage

ring.

The storage ring consists of 24 sections with the same magnet distribution, which are

called cells. Two different multi-magnet arrangements are used, the Double Bend

Achromat (DBA) lattice and the Double-Double Bend Achromat (DDBA) lattice.

These arrangements aim to provide long magnet free sections, which are named

straight sections, in order to allow the installation of insertion devices [14]. DLS

storage ring consists of 23 DBA cells and 1 DDBA cell which allows the installation

of one more additional insertion device [22]. The total circumference of the ring is

561.6 m [23]. The RF frequency of 499.7 MHz results in 936 buckets with a bunch

spacing of approximately 2 ns. The principal parameters are listed in Table. 1.1.

Table 1.1: Principal Parameters for the DLS storage ring.

Parameter Values

Energy 3 GeV

Circumference 561.6 m

Lattice 23 x DBA, 1 x DDBA

Injection energy 3 GeV

Beam current 300 mA

Lifetime 10 - 20 hrs

Emittance; horiz, vert 3.17, 0.008 nm-rad

Bunch length (fwhm) 17.1 ps (for 0.62 nC bunch current)

Revolution frequency 533.8 kHz

RF frequency 499.68 MHz

The storage ring can be filled with an arbitrary bunch pattern, subject to a current

limit which depends on the number of bunches, and a maximum limit of 300 mA.

The bunch patterns that are currently offered to users are:

– Standard mode

900 contiguous bunches, 2 ns apart, each with a charge of 0.62 nC (0.33 mA),

with a gap in the bunch train of 72 ns; total current = 300 mA.
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1.3. Diamond Light Source

Figure 1.4: A 3D overview model of Diamond Light Source.

– Hybrid mode

A train of contiguous bunches (typically between 686 and 836 bunches in

length), 2 ns apart, plus a single/group of bunches centered in the gap with

charge in the range 0.67 nC to 6 nC (0.36 mA to 3.2 mA). Total current is

maintained at 300 mA.

– 156 bunch mode

156 bunches equally spaced, 12 ns apart, each with a charge of 1.63 nC (0.87 mA),

total current = 136 mA.

– Low alpha mode

This special operating mode utilises a different storage ring optics to the stan-

dard, hybrid and 156−bunch modes, in order to create short electron bunches,

with low beam current. This mode has two varieties, short pulse mode and

THz mode.

The different modes allow the users to conduct different experiments and apply

time-resolved experimental techniques. The synchrotron is free at the point of access

through a competitive application process, provided that the results are in the public

domain. Most commonly, Diamond runs with the normal user optics.

The two 2.2 MV superconducting RF cavities in the storage ring are operating at

frequency of 500 MHz. They compensate for the energy losses and allow the beam

to maintain a fixed orbit around the storage ring.

The front-end is fitted to the storage ring where synchrotron light is chanelled into

a beamline and is used to monitor the position of the synchrotron light, to protect
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the storage ring if there is a leak in the beamline and to remove heat that is created

by the synchrotron light.

Diamond facilitates 32 beamlines which provide a range of methods for academic

and industrial researchers like diffraction, imaging, microscopy, scattering and spec-

troscopy techniques. Researchers from across both academia and industry use Dia-

mond to conduct experiments, assisted by approximately 620 staff. Most beamlines

are divided into three sections: optics hutch, experimental hutch, and control cabin.

The optics hutch is the first room where the photon beam enters and is prepared

by focusing and filtering as required for the particular needs of the beamline using

optical devices like mirrors and diffraction gratings. The experimental hutch houses

the experimental apparatus which is used for the testing of the samples. Rotating

arms are used to change the positions of the sample and detectors collect data from

the interaction of the synchrotron light with the sample. The detectors send the

collected data to the control cabin. The control cabin is usually the room occupied

by scientists who monitor and control the experiment. In the end, Diamond house

accommodates many of Diamond’s staff, as well as meeting rooms and conference

facilities.

The accelerators and photon beamlines are controlled through a distributed, het-

erogeneous computing environment, using embedded systems for direct control of

the instrumentation, together with Linux workstations for the operator interfaces.

The software makes extensive use of the open source EPICS Control System tool

kit [24]. The client side high-level applications comprise general-purpose tools for

synoptic display management, alarm handling and archiving, as well as bespoke tools

to control the operation and characterization of the accelerators.

1.4 Beam energy

Beam diagnostics are essential constituents in the commissioning and operation of

an accelerator as they monitor and measure the properties and the behaviour of

the beam. The beam position, the beam size, the beam current, the fill pattern

are some of the parameters that are of interest to measure. This thesis focuses on

measuring another important property of the beam, the energy, by developing a

special diagnostics system for this purpose.
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The term beam energy refers to the average relativistic energy of particles in a beam

and is given by the formula:

Ebeam =
[
p2
beamc

2 +m2c4
]1/2

(1.13)

where pbeam is the beam momentum, m the mass of the particle and c the speed

of light. For ultra-relativistic particles, where pc � mc2, the beam energy and

momentum are closely related by the equation : Ebeam = pbeamc.

The beam energy is an important parameter in accelerator physics for the measure-

ment of the W boson mass for the case of LEP, the study of resonances in nuclear

physics in an ion beam on fixed target configuration and the characterization of

insertion devices for the case of synchrotrons [25].

Different parameters in accelerator physics include in their definition the beam en-

ergy. The measurement of the beam momentum can be used either to calculate these

parameters or for energy calibration. The momentum compaction factor, for exam-

ple, is defined as the relative change in circumference with momentum [26]. Mea-

surements of the revolution frequency which derives from the orbit length and the

beam energy allow the momentum compaction factor calculation. The quadrupole

gradient which is used for the characterisation of the optics is normalised to the beam

momentum, thus beam energy is important in order for the gradients obtained from

beam-based measurements to agree with gradients given from the model [27].

1.4.1 Energy measurement methods

Different methods have been developed and used in different facilities to measure

the electron beam energy. Here the techniques that were used in storage rings are

briefly described and their relative precision is stated.

At the Large Electron-Positron Collider (LEP), energy was measured using a spec-

trometer which consisted of a steel dipole with precisely known integrated field,

and triplets of beam-position monitors (BPMs) on either side of the interaction

point [25]. The energy was determined by measuring the beam deflection which is

inversely proportional to the momentum. For this calculation the magnetic field of

the dipole should be known with a relative precision of the order of 10−5 and the
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spectrometer BPMs must have a precision of 1µm. The relative energy uncertainty

∆E/E achieved with the LEP spectrometer was of the order of 10−4 .

Another approach to measuring the energy at LEP employed the relation between the

energy loss caused by the emission of photons and the beam energy [28]. In a machine

such as LEP the synchrotron tune, Qs, depends on the beam energy, the energy loss

per turn, and the total RF voltage, VRF . An analysis of the variation of Qs with VRF

can be used to infer the beam energy. However, many variables like the contribution

from synchrotron radiation losses in quadrupoles or the energy loss due to the machine

impedance, need to enter the analysis. All of these have uncertainties which limit the

accuracy of the energy measurement. A cross-calibration using another method which is

not compatible for continuous measurements and could not be used at high energies at

LEP but attains high precision (Resonant Spin Depolarisation) allows to constrain the

input parameters with the high uncertainties. Thus, the method using the RF voltage,

the synchrotron tune and the energy loss can achieve beam energy measurements with a

resolution of the order of 10−4 .

At the Berlin Electron Storage Ring Society for Synchrotron Radiation (BESSY), the

energy measurement by Compton-backscattering of laser photons was studied using light

from a CO2 laser [29]. The laser light is scattered in a head-on collision with the electron

beam in the electron storage ring and the backscattered photons are measured with an

energy-calibrated high-purity germanium (HPGe) detector. The exact energy and shape

of the high energy edge of the measured Compton spectrum can then be used to determine

the electron energy.

A different technique was explored in the same facility by measuring the spectral photon

flux of the synchrotron radiation with calibrated energy dispersive photon counters [30].

From this data the characteristic photon energy was determined and in combination with

the magnetic fields for storage ring optics which can be measured using a nuclear magnetic

resonance system, the electron energy was calculated. The uncertainty of beam energy is

of the order of ∆E/E = 0.4%.

At the European Synchrotron Radiation Facility (ESRF) the energy measurement was

based on the analysis of the X-ray spectrum from an undulator [31]. It is based on the

dependence between the harmonics wavelengths and the electron beam energy. The X-

ray beam is monochromatised at 21 keV by a silicon crystal in back-scattering geometry.
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By adjusting the magnetic gap, one makes the third harmonic of the radiation from an

undulator coincide with the energy selected by the crystal. The main errors come from the

uncertainties in the undulator’s magnetic field and period. By operating the undulator at

low field, an absolute accuracy of 10−3 is reached for the electron energy.

Two schemes based on the concept of synchrotron radiation interference were explored at

the Advanced Light Source (ALS) at Berkley and Stanford Synchrotron Radiation Light-

source (SSRL). K.-J Kim has proposed to apply the principle of Synchrotron Radiation

(SR) interferometry using an interference wiggler which is a set of two simple wigglers [32].

The modulated spectrum which is produced by the interference of radiation from each sec-

tion of the wiggler can be analysed using a monochromator and the electron energy can

be determined up to an accuracy of 10−3 The drawback of this method is that it needs a

special beam line dedicated for producing the SR interference.

T. Suwada uses the SR interference requiring no major modification for the machine [33].

This method was tested in the Proton-Electron-Positron II (PEP-II) rings and utilises

two neighboring dipole magnets in a straight section of a storage ring, a high resolution

monochromator and a photon detector. The system measures the spectral interference of

two synchrotron radiation beams emitted from fringing fields of dipole magnets and from

the modulation spacing and depth of the photon spectrum, the energy can be derived.

The achievable resolution of absolute beam energy is estimated to be ∆E/E = 10−4.

1.4.2 Resonant spin depolarisation

Resonant Spin Depolarization (RSD) is a well-established technique to measure the elec-

tron beam energy in synchrotrons [34], [35], [36], [37], [38]. The spin of the electrons

is aligned antiparallel with the magnetic field of the bending magnets due to spin-flip

synchrotron radiation. Using a device that can generate a time-varying horizontal mag-

netic field, the spin-vector can be resonantly tilted away from the vertical axis by a small

amount in successive revolutions of the storage ring gradually resulting in reduction of the

beam polarization. The detection of depolarization is used to determine the precession

frequency of the electrons and thus the energy can be calculated. The accuracy of this

method is about 10−6.

There are several methods of depolarisation measurement in storage rings. The Touschek

polarimeter is based on the phenomenon of Touschek scattering which is a beam loss
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mechanism driven by large angle scattering in the electron bunch. The electrons can

exceed the longitudinal acceptance limit and get lost, resulting in reduction of the beam

lifetime [39]. Scintillator counters can be used to detect changes of the beam loss rate due

to the scattering and measure changes on the polarisation of the beam.

Another method for higher energies is the Compton backscattering polarimeter, which

utilises the spin dependent cross section for Compton scattering of polarised photons on

electrons [40]. The scattering of circularly polarised photons from a laser on vertical

polarised electrons is asymmetric with respect to the plane of the storage ring and the

magnitude of the asymmetry is proportional to the vertical polarisation of the electron

beam.

The third method is based on the polarization dependence of synchrotron radiation in-

tensity [41]. From the expression for the radiation intensity of a classical point charged

particle moving with an acceleration which is transverse to its velocity, it follows that the

naturally polarised beam of electrons in a storage ring will radiate stronger than a non

polarised beam. The SR intensity from two electron bunches, simultaneously circulating

in a storage ring, is observed while one of these bunches has been depolarized by a special

selective depolarizer. The ratio between the SR intensity produced by the two bunches

can be used to reveal the beam depolarisation.

1.5 Research challenges and objectives

Resonant spin depolarisation (RSD) is an energy measurement technique that is based on

the natural build-up of transverse polarisation in the electron storage rings. This method

attains high precession of 10−6 and is commonly used by many synchrotron facilities.

This method’s main advantage is that it uses the natural phenomenon of polarisation in

a storage ring. The beam polarisation is a prerequisite of this method and has to be

studied and measured experimentally to verify that resonant spin depolarisation can be

employed. The energy can be measured with an accuracy that other techniques cannot

achieve by using suitable instrumentation for beam excitation and a polarimeter. The

RSD was successfully implemented at DLS in 2011 [42].

However, this method required a large amount of beam time to allow the build-up of

the polarisation. In addition, it is a destructive method by its nature, as it implies the
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excitation of the beam. Due to these two main reasons, a dedicated beam time of about

three hours was used during DLS development days. With these conditions, the energy

measurements were rarely reproduced, and the stability of the beam energy could not be

tested.

The motivation of this project is to address these issues. An advanced RSD method com-

patible with user time could help measure the energy of the beam more frequently without

the need for dedicated beam time. The exact energy information can be provided to the

beamlines. This information is essential to understand the ID spectrum and polarisation.

Also, the energy value is included in the model used to calibrate the ID gap. From the

machine side, the beam energy measurement is needed for the optics model calibration

and to set the correct magnet strengths.

Several challenges were met in the implementation of the online measurements for the case

of DLS. The polarisation level that can be achieved in the DLS storage ring was studied as

it is an important prerequisite for the depolarisation measurements. The betatron tunes

were changed to study the injection efficiency from the booster to the storage ring in 2017.

In the same period, there was no evidence of polarisation in the data from lifetime and

beam losses. This raised the question of whether the betatron tunes are related to the

absence of the polarisation level. The maximum polarisation level that can be achieved was

calculated by the SLIM code theoretically. Experimental studies verified the calculated

theoretical values.

One of the main challenges of this project was the beam excitation. The Diamond Light

Source operates with a small vertical beam emittance and consequently a small vertical

beam size. Thus, the size of the beam is sensitive to any disturbance produced by the

beam excitation during the depolarisation scans. For this reason, a low current is applied

in the striplines, which is enough to depolarise partially the beam but not to affect the

quality of the beam. As a consequence the beam losses created by the depolarisation are

low and a sensitive beam loss detection system is required. The sensitivity of the system

is defined, in this case, as a high count rate of the detected beam losses. The aim for a

high count rate will minimise the uncertainty of the data and will favour the detection of

small changes in beam losses and, consequently, changes of polarisation.

Another problem was introduced by external factors that create beam losses, like, changes

in the insertion device gaps or operation of the feedback systems. These losses overlap with
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1.5. Research challenges and objectives

the losses due to the depolarisation and are treated as background noise. To overcome

this problem the idea of gating the excitation pattern and the beam loss detection was

introduced. Only one part of the beam was excited and depolarised. The beam losses from

the excited part were normalised with the beam losses from another part of the beam with

equal charge, which was not excited. By this way, the ratio of the beam losses of the two

parts of the beam shows only the effect of the excitation.

The high sensitivity of the beam loss detectors resulted in detecting beam loss changes

created by exciting higher order betatron resonances. During the excitation of the beta-

tron resonances, the vertical beam size increases, while the beam losses decrease. After

the crossing, the above parameters return to their nominal values. These resonances over-

lap with the depolarisation resonance, and the detection of its center is difficult to be

determined. A new approach was used to deal with this problem.

According to the Froissart-Stora formula for the depolarisation process, the polarisation

of the beam after excitation depends on the depolariser’s strength, the duration of the

beam excitation and the frequency step of the scan. As was referred before, during user

time, the beam is excited weakly, resulting in a weak depolarisation resonance. However,

longer excitations of each frequency can be used to compensate for the weak excitation.

Thus, the long-lasting energy measurements scans should be modified in order to become

suitable for user operation.

By understanding the phenomenon of resonant spin depolarisation for DLS and tackling

the introduced challenges, the energy measurements during user time were accomplished.

The online measurements can be used to demonstrate the long term beam energy stability

and any correlation between the beam energy fluctuations with other parameters of the

machine. Beamlines can retrieve an energy measurement every hour and update their

models according to the precise beam energy measurement.

From the above considerations, the main objectives are:

– Study the beam polarisation level that can be achieved for the storage ring of

the Diamond Light source;

– Design, build and study the beam loss monitors used for the energy measure-

ments;

– Perform the energy measurements during user time.
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Chapter 2
Theoretical background, Simulations and

Calculations

2.1 Sokolov-Ternov effect

According to the Sokolov-Ternov effect, in a storage ring, the spin of the electrons will

develop a polarisation antiparallel with the magnetic field of the main bending magnets

(which is assumed to be oriented ”up”) through the emission of spin-flip synchrotron

radiation [43]. When electrons are moving on curved orbits, they emit synchrotron radi-

ation. A tiny fraction of the emitted photons will cause a spin-flip between the ”up” and

”down” quantum states of the electron’s spin. For electron spins aligned along a uniform

magnetic field, the transitions rates from the up–to–down state and down–to–up state

are [44], [45], [46] :

W↑↓ =
5
√

3

16

reγ
5~

meρ3

[
1 +

8

5
√

3

]
(2.1)

W↓↑ =
5
√

3

16

reγ
5~

meρ3

[
1− 8

5
√

3

]
(2.2)

where the arrows indicate the relative directions of the spin in the initial and final states,

and ρ is the radius of curvature of the orbit, re is the classical electron radius, and the

other symbols have their usual meanings. The difference between the two transition rates

leads to the build-up of polarisation antiparallel to the magnetic field. The net polarisation
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2.2. Beam polarisation

that can be achieved is:

P0 =
W↑↓ −W↓↑
W↑↓ +W↓↑

=
8

5
√

3
= 0.9238 (2.3)

For initially unpolarised particles, the polarisation builds up in the vertical direction ac-

cording to the equation below [43]:

P (t) = P0(1− et/τ0) (2.4)

where t is the time, P0 is the maximum polarisation level and the time constant:

τ0 = (W↑↓ −W↓↑)−1 = [
5
√

3

8

re~γ5

meρ3
]−1 (2.5)

2.2 Beam polarisation

The polarisation vector P of a bunch is defined as the statistical average of an ensemble

of the spin vectors S of the individual particles:

P = 〈S〉 =

∣∣∣∣∣ 1

N

N∑
n=1

Sn

∣∣∣∣∣ (2.6)

where N is the number of particles in the bunch [10]. The beam will have spin polarisation

of 100% when all the particles in a bunch will be pointing towards the same direction.

The polarisation reduces when there is a spread in the direction of the spin vectors.

For uniformly distributed spin vectors around a cone with an opening angle 2θ, where θ

is the angle to the vertical plane, the magnitude of the spin polarisation vector is equal to

cosθ [2].

2.3 Spin precession and beam energy

The motion of the spin vector ~S of a relativistic electron in electromagnetic fields ~E and

~B is described by the Thomas-BMT (Bargmann-Michel-Telegdi) equation [47]:

d~S

dt
= ~ΩBMT × ~S (2.7)
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2.4. Radiative beam depolarisation

~ΩBMT = − e

γm

[
(1 + αγ) ~B⊥ + (1 + α) ~B‖ − (αγ +

γ

1 + γ
)~β ×

~E

c

]
(2.8)

where ~B⊥ and ~B‖ are the components of the magnetic field which are transverse and

parallel with respect to the particle’s velocity β, c the speed of light, e is the charge, m is the

mass, α is the magnetic moment anomaly and γ is the Lorentz factor of the electron [25].

Thus, an accurate description of the spin-magnetic interaction can be obtained.

In a storage ring of a light source storage ring where there are no significant solenoid

magnetic fields (B‖ = 0) nor transverse electric fields (~β × ~E = 0) and the strongest

magnetic fields in a storage ring arise from the dipole bending magnets the Eq. 2.8 can be

simplified as [48]:

ΩBMT = Ωc(1 + αγ) (2.9)

where Ωc = −(e/γm)B⊥ is the cyclotron frequency. The quantity αγ is known as the

spin tune v and gives the number of revolutions the spin vector makes about the vertical

axis in one revolution of the storage ring. The average value v for all electrons is directly

proportional to the average beam energy E:

v = αγ =
αE

mc2
=

E[MeV ]

440.6486[MeV ]
(2.10)

2.4 Radiative beam depolarisation

In the inhomogeneous fields of storage rings, the Sokolov–Ternov effect is accompanied by

depolarisation. While the synchrotron radiation emission gives rise to a polarisation build-

up through the Sokolov–Ternov effect, the stochastic nature of the individual emissions

can result in a spread of the spin vectors (diffusion) due to the spin-orbit coupling. Photon

emission imparts both transverse and longitudinal recoils to the electron, and the electron

changes its position in phase space. In the motion that follows after every such emission

event, the electron will experience fields in the quadrupoles (and higher-order multipoles)

and eventually returns to its original phase space position owing to the damping. However

the spin will not point in the same direction as before the emission. Thus, an initially

fully polarised ensemble of electrons eventually will have a spread of the spin vectors and

the polarisation decreases due to uncorrelated photon emission events. The phenomenon

of the spin diffusion is embodied in the Derbenev-Kondratenko equation, which estimates
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2.4. Radiative beam depolarisation

the attainable equilibrium polarisation [49]:

Pdk = ± 8

5
√

3

∮
ds
〈

1
|ρ(s))|3 b̂ · (n̂−

∂n̂
∂δ )
〉

∮
ds
〈
(1− 2

9(n̂ · ŝ)2 + 11
18(∂n̂∂δ )2)

〉
s

(2.11)

where 〈〉s denotes phase space averaging, ŝ is the direction of motion, and ρ is the radius

of curvature of the orbit. The unit vector b̂ = (ŝ× ˙̂s)/ | ˙̂s |) is perpendicular to both the

velocity and the acceleration and is the direction of the magnetic field in the case of no

electric fields and motion perpendicular to the magnetic field.

The unit vector field n̂ satisfies the Thomas–BMT equation along particle trajectories u(s)

and it is periodic: n̂(~u; s) = ~n(~u; s+ C) where C is the ring’s circumference. This means

that the field n̂(~u; s) transform to itself in one turn around the machine and, thus, is called

”invariant spin field”. It provides a reference direction for a spin at each point in phase

space. On the closed orbit where the orbital amplitude is zero, the n̂(0; s) is written as

n̂0(s) and has vertical direction.

The partial derivative ∂n̂
∂δ is the spin-orbit coupling vector and is a measure of the change

of n̂ caused by the fractional energy jumps δ. It results from the dependence of the

radiation power on the initial spin direction, and it introduces the depolarisation term by

the spin diffusion in the formula [50]. The Derbenev–Kondratenko formula assumes that

the photon emission takes place in a locally uniform magnetic field, i.e. the synchrotron

radiation is assumed to be emitted from dipole magnets. It does not take into account

synchrotron radiation from more complicated devices such as undulators or free-electron

lasers.

In the presence of radiative depolarisation the final polarisation build-up rate can be

written in terms of the build-up polarisation rate [51] τ−1
P given in the Eq. 2.5, and the

depolarisation rate τ−1
D as:

1

τ
=

1

τP
+

1

τD
(2.12)

The theoretical value for the radiative build-up time is:

τP [s] = 98[sGeV 5m−3]
R[m]3

E[GeV ]5
< R >

R
(2.13)

where R is the magnet bending radius, E the beam energy and < R > the average radius

of the machine.
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2.5. Depolarisation resonances

The build-up of the polarisation is given by the following formula:

P (t) = P∞[1− e−t/τ ] (2.14)

where P∞[%] = 0.92x100
1+τP /τD

.

2.5 Depolarisation resonances

Particle bunches in storage rings have nonzero transverse dimensions and energy spread

and thus, the motion of the spin, compared to that of a spin on the closed orbit, depends

on the position in phase space u(s). For a particle orbiting for many turns, the total

disturbance to spin can grow significantly if there is coherence between the natural spin

motion and the oscillation motion in the beam. In the case of no synchrotron - betatron

coupling, the spin-orbit resonance condition is:

νspin = m+ qνx + rνy + sνs (2.15)

where m, q, r, s are integers, νx, νy are the horizontal and vertical betatron tunes of the

orbital oscillations respectively and νs is the synchrotron tune. The quantity (| q | + | r |

+ | s |) is called the order of resonance.

The general resonance condition specifies the criteria for many different types of reso-

nances. Some unavoidable magnet misalignments force electrons to execute an oscillat-

ing motion around the newly formed equilibrium closed orbit. The misalignment of a

quadrupole adds a horizontal and a vertical dipole component in the kick of the electrons.

The horizontal component will perturb spin motion from vertical precession. Furthermore,

the spin of an oscillating electron that recoils due to photon emission will suffer a horizon-

tal perturbation when it goes through a quadrupole with a vertical deviation away from

the center of the magnet. These perturbations will add coherently and cause beam depo-

larisation if νspin = m or νspin = m + qνy. The first one is called imperfection resonance

since it is caused by an imperfect ring and closed orbit distortions. By making suitable

orbit corrections, these resonances can be reduced in strength. The second one is called

intrinsic resonance since it is caused by the oscillation of a particle and this is intrinsic.

Since any beam has a non-zero emittance, these resonances can not be avoided by any

error correction scheme. In practice, the above two types of resonances have proven the
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2.6. Energy spread

most significant in the energy regimes of existing accelerators with polarised beams.

The resonances involving horizontal tune are called intrinsic coupling resonances because

they are due to the linear betatron coupling between horizontal and vertical oscillation.

The betatron coupling exists mainly due to skew quadrupoles, sextupoles, and solenoid

field components in the ring.

The resonances involving a synchrotron tune are called synchrotron sideband resonances

and represents the phase modulation of the spin precession motion by the synchrotron

oscillations.

2.6 Energy spread

The frequency modulation of spin precession leads to the appearance of satellite sidebands

about the central line in the frequency spectrum. These satellite resonances are regularly

spaced by the synchrotron tune. When the energy spread is significant due to the strong

quantum excitation of orbit oscillations, the spread in spin tune is large. The satellites

then become broad and strong and overlap with the main depolarisation resonance.

By taking into account the energy spread, an enhancement factor of depolarisation (the

explicit expression can be found in [ [52], [53]]) is introduced. It includes the influence of

the synchrotron motion on the spin-orbit coupling vector Γ = γ ∂n̂∂δ [54] and depends on

the parameter called the synchrotron tune modulation index [55], [56] which is equal to:

σ =
ν

νs

σE
E0

(2.16)

where ν and νs are the spin and the synchrotron tunes respectively and σE
E0

is r.m.s value

of the energy spread. As it is shown, the tune modulation index increases strongly with

the beam energy and the energy spread.

A simple definition of the spin tune modulation is given by the number of sidebands

inside the spin tune spread. According to N. Carmignani [57], who contacted studies on

this phenomenon for electron storage rings, the detection of sharp sideband resonances is

achieved when σ ≤ 1.5. For the case of the DLS storage ring, the spin modulation index

is equal to 1.5 (νs = 0.004, ν = 6.8082, σEE0
= 0.9%), and indeed the sidebands are well-

separated by the main depolarisation resonance and do not reduce the total polarisation

level.
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2.7. Spin depolarisation

According to studies at HERA [58], [59] as the tune modulation index increases, higher-

order synchrotron sidebands become more and more significant.

Another reason that the spin satellites can overlap with the main resonance is that the

synchrotron frequency is high (Qs ≈ 0.1) in high-energy electron storage rings [60]. A

quantitative approach of the depolarisation due to was obtained by Ya. Derbenev and A.

Kondratenko [61], C. Biscari et al. [54] for synchrotron resonances and by K.Yokoya [55]

for synchrotron and betatron resonances. More studies were contacted by S. Mane for

the Future Circular Collider (FCC) [62], and J. Buon for Large Electron Collider (LEP),

whos demonstrates that the depolarisation enhancement due to beam energy spread is the

primary concern when considering the possibility to obtain a high level of polarisation in

high-energy electron storage rings [63].

2.7 Spin depolarisation

As is indicated in the previous section, since both Ωc and α are known to high precision,

measurement of ΩBMT yields a very precise measurement of the beam energy. An oscil-

lating radio-frequency magnetic field is applied in the horizontal plane to excite the beam.

The RF-magnetic field oscillates at a frequency fdep which is aliased with a multiple of

the orbital revolution frequency frev:

fdep = (k ± [ν]) · frev (2.17)

where k is an integer and [ν] is the non-integer part of the spin tune.

When the vertical excitation is in resonance with the spin tune, the spin-vector is tilted

away from the vertical axis by a small amount in successive revolutions of the storage

ring, gradually reducing the beam polarisation [64]. The figure Fig. 2.1 illustrates the spin

vector rotation during depolarisation.

However, all the particles in the bunch are not affected with the same way during the

resonant depolarisation. The particles in the bunch have some spread in the energies and

consequently in the spin tune. Thus, during excitation, the beam is depolarised than

simply rotate the polarisation vector.

Because the polarisation vector is the ensemble average over all spin vectors, the measured

beam energy is to a very good approximation independent of betatron and synchrotron

41



2.7. Spin depolarisation

Figure 2.1: The polarisation vector is resonantly rotated away from the vertical direction
when the perturbation is in phase with the nominal spin precession. The integrated
magnetic field that is used to perturbate the spin is shown in the sinusoidal plot [64].

oscillations of the individual particles and is not limited in accuracy by the beam energy

spread.

2.7.1 Froissart-Stora equation

The initially vertically polarised beam perturbed by a horizontal magnetic field can be

depolarised when the perturbation induces a spin resonance. The Froissart-Stora formula

describes the spin transport through a single resonance where the final polarisation is

given by [10]:

fseqPy(∞) =

(
2e−

π|ε|2
2α − 1

)
Py(−∞) (2.18)

where ε is the resonance strength, α the rate of resonance crossing which is given as a

function of the frequency step ∆fRF , the excitation time ∆t and the revolution frequency

frev by the equation α = ∆fRF
2πf2rev∆t

. Py(∞) and Py(−∞) refer to the initial and final

polarisation, respectively. This formula shows that if the resonance is very weak or is

crossed very quickly (| ε |2/α � 1), then there is almost no loss of polarisation. When

the resonance is very strong, or is crossed very slowly (| ε |2/α� 1), then the polarisation

direction is flipped with almost no loss of polarisation. A large polarisation loss can occur

when the crossing speed α is comparable to | ε |2 [65].
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2.8. Touschek lifetime

2.8 Touschek lifetime

The Touschek effect is a single scattering between two electrons of the bunch. Electrons

inside a bunched beam undergo transverse betatron oscillations around the closed orbit

and synchrotron oscillations with respect to a synchronous particle. In a reference frame

moving with the electron bunch, the slow synchrotron motion can be neglected, and the

electron motion becomes purely transverse. When two electrons with initially horizontal

momenta collide (Møller scattering), the scattering process leads to vertical and longitu-

dinal components. The longitudinal component is multiplied by the Lorentz factor to be

transformed from the center-of-momentum system into the laboratory system. The energy

of the scattered particle changes due to the transformation. If the induced energy deviation

exceeds the energy acceptance of the storage ring, the electron can get lost [66], [13], [18].

The scattering cross-section is spin-dependent; hence the particle loss rate depends on

the beam polarisation. The relation between Touschek lifetime τ , Touschek beam losses

dN/dt and polarisation P is shown as [15], [18]:

1

τ
= − 1

N

dN

dt
= αt[C(ε) + F (ε)P 2]N (2.19)

αt =

√
πcr2

e

γ3(4π)3/2σxσyσl
√
εx/βx(∆pm/p)2

; (2.20)

C(ε) = ε

∫ ∞
ε

1

u2

{(u
ε

)
− 1

2
ln
(u
ε

)
− 1

}
e−udu (2.21)

F (ε) = −ε
2

∫ ∞
ε

1

u2
ln
u

ε
e−udu (2.22)

and

ε =

(
∆pm/p

γ

εx
σx

)2

(2.23)

where ∆pm/p is the momentum acceptance, γ is the relativistic Lorentz factor, σx and σy

are the horizontal and vertical beam size, εx is the horizontal emittance, re is the classical

electron radius, σl is the bunch length and βx is the horizontal beta function. For one

measurement, the integrals can be treated as constants and have been evaluated using

Mathematica for the case of DLS ring [67].

Since F (ε) is a negative quantity, the Touschek lifetime increases with the electron beam’s

polarisation, while the beam losses decrease.
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2.9 Simulation Studies and Calculations

Simulation studies were used to understand and model the process of spin polarisation

and depolarisation for the Diamond Light Source case.

The working principle of the energy measurements is based on the polarisation of the

beam. Thus, the estimation of the polarisation level is essential for this measurement.

The SLIM code calculated the equilibrium degree of polarisation that can be achieved

(Solution by Linear Matrices) [46]. SLIM determines the first-order spin resonances using

a linear approximation to the spin motion.

For the depolarisation process, the spin tracking code FESTA (Fast Electron Spin Tracking

based on Accelerator Toolbox) [57] was used to simulate the depolarisation of the electron

beam. Various parameters of the depolarisation were simulated. The results were used as

a guide later for the depolarisation experiment. In the end, the calculation of the first-

order spin resonances strength ensures that the excitation strength is enough to depolarise

the electron beam

2.9.1 SLIM

The equilibrium polarisation that can be achieved in a ring, in the real case where there are

field imperfections, and closed orbit distortions, can be calculated using the SLIM code.

The SLIM code uses a matrix formalism for a wide variety of storage ring designs and

operation conditions. The orbital motion of an electron is described with six canonical co-

ordinates (x, x′, y, y′, z, δ), where x, y are the horizontal and vertical position coordinates,

z is the longitudinal coordinate relative to the bunch center, (x′, y′) are the horizontal and

vertical conjugate momentum and δ = ∆E/Eo is the relative energy error. In the linear

approximation, the transformations of the six-dimensional vector are described by 6 × 6

transport matrices [68]. Spin motion can be included by adding two more spin coordinates

(α, β) to form an 8× 8 transport matrix. The magnet elements of the ring are modelled

as thin lenses. The electron spin motion is tracked using the Derbenev - Kondradenko -

Mane equation 2.11, [69] which calculates the equilibrium polarisation taking into account

the radiative depolarisation due to photon - induced longitudinal recoils. However, nonlin-

ear depolarisation effects such as those associated with spreads in the orbital frequencies

cannot be included in the matrix method of SLIM.
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2.9. Simulation Studies and Calculations

2.9.1.1 Thin lens model

The lattice representation includes the sequence of the magnets with the geometrical

dimensions and the magnetic strengths. For particle tracking, the input magnet lattice

description for the SLIM code has to be symplectic. Symplectic lattice descriptions can

be obtained by translation to a thin lattice. In the following equations, the comparison of

the transfer matrix of a thick and a thin quadrupole is shown.

The transfer matrix for a quadrupole described as a thick element, at the transverse

motion, in one degree of freedom, is [70]:

Mthick =

 cos(l
√
k) (1/

√
k)sin(l

√
k)

−
√
ksin(l

√
k) cos(l

√
k)

 (2.24)

where k is the quadrupole strength and l is the quadrupole length. If the trigonometric

functions are expanded in Taylor series:

Mthick =

 1− l
2f + ... l(1− l

6f + ...)

− 1
f (1− l

6f + ...) 1− l
2f + ...

 (2.25)

In the thin lens approximation it is assumed that the length of the quadrupole approaches

zero l → 0 while holding the focal length constant as 1/f = kl = constant. Thus,

the elements of the matrix in Eq. 2.25 are replaced with first order Taylor series terms

(cos(x)→ 1, sin(x)→ x) and becomes:

Mthin =

 1 0

−1/f 1

 (2.26)

For the case where the quadrupole is described as a thin element that is placed at the

centre of its length, the transfer matrix will result from the multiplication of a drift matrix

with length equal to half of the quadrupole length, the transfer matrix of a thin quadrupole

and one drift transfer matrix identical to the first one.1 l
2

0 1


 1 0

−1/f 1


1 l

2

0 1

 =

1− l
2f l(1− l

4f )

− 1
f 1− l

2f

 (2.27)
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The comparison between Eq. 2.27 and Eq. 2.25 demonstrated that if the ratio l/f is small,

the thin lens approximation is in good agreement with the thick lens approximation.

However, the diagonal elements introduce some errors that can be eliminated by replacing

the thick element with several thin lenses. By splitting the integration into smaller steps,

it is possible to obtain better approximations [71].

The accelerator elements are sliced into sufficiently short segments that can be represented

by delta function ”kicks”. The most straightforward approach is to slice each accelerator

component in equally spaced kicks, separated by drifts. For example, the transfer matrix

of each quadrupole will be [72]:

M(n) = [Md(Ln)Mth(Kn)Md(Ln)]n (2.28)

where n is the number of slices, Md is the matrix for a drift of length Ln = L/(2n) where

L is the length of the element, Mth is the transfer matrix of the element and Kn = 2KLn

is the thin lens quadrupole strength where K is the quadrupole strength.

For the case of the bending magnet’s modelling, the edge focusing due to the fringe fields

should be included. Fringe fields appear in regions that lie at the edges of a magnet. The

field does not suddenly change from zero to the nominal dipole field in the entrance and

the exit of the dipole but follows a smooth rise and fall. This effect can be represented by

two quadrupoles that have been placed at the entrance and the exit of the bending magnet

with a strength equal to k = −tan(δ)/ρ, where ρ is the bending radius of the bend and

δ = θ − ζ. The term θ is the angle of the bend and ζ is the a correction term to account

for the additional focusing due to the fringe fields. The term ζ depends on the full gap

height of the dipole g, ρ and the fringe field integral (FINT parameter in most modelling

codes) κ as [73] [74]:

ζ =
gκ

ρ
sec

(
θ

2

)(
1 + sin2 θ

2

)
(2.29)

2.9.1.2 TEAPOT slicing algorithm

For the case of this study, instead of using the normal slicing technique with equal spacing,

a special algorithm according to the TEAPOT program for optics and tracking was used

[75]. The TEAPOT algorithm improves the convergence of the (2,1) matrix element in the

thin lens quadrupole 2.27 towards the true solution given by the thick quadrupole 2.25 [72]

and results in better tracking accuracy. This slicing algorithm introduces the fraction of
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2.9. Simulation Studies and Calculations

the total length of the magnet L which is δ = 1
2

1
1+n . The distance δL is between the first

and the last slice to the edge of the magnet, where n is the number of slices. The distance

∆L separates each slice of the magnet. The two length proportions follow the condition:

2δ + (n− 1)∆ = 1 (2.30)

The TEAPOT slicing can be written as [72]:

M(K,L, n, δ) = Md(Lδ)× [Mth(Kn)Md(L∆)](n−1)Mth(Kn)Md(Lδ) (2.31)

The description of an element starts with a drift of length δL, followed by n−1 thin quads

spaced by ∆L, and ends with a last thin slice at distance δL from the end. The multiple

kicks due to multiple slices are equal. An illustration of the TEAPOT slicing using four

slices (n=4) is shown in Fig. 2.2. The red dashed line corresponds to the total length of

the element.

Figure 2.2: The thin lens representation of an element using the TEAPOT slicing for the
case of 4 slices.

2.9.1.3 From thick to thin lens lattice

The conversion of a thick lens lattice to a thin lens can result in discrepancies on the

betatron tune and the chromaticity between the two cases. The Methodical Accelerator

Design (MAD) tool [76] was used to overcome this inconsistency. MAD was developed at

CERN for lattice design and beam optics and calculates the global machine parameters like

tunes, chromaticity and optics functions such as beta function and dispersion. Besides,

it uses matching routines to provide numerical optimisation tools for adjusting magnet

strengths and change the optics. The strength of a quadrupole doublet was adjusted to

correct the horizontal and vertical tunes. After this correction, the lattice was used as
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input in the SLIM code. To verify that SLIM calculations agree with the calculations by

elegant [77] which is the tool used for the optics design in DLS, the betatron tunes, the

chromaticity and the Twiss functions were compared.

2.9.1.4 Closed Orbit Distortions (COD)

As discussed in the previous chapter, the equilibrium polarisation deviates from the max-

imum value of 92% because of magnet misalignments and field errors in the realistic case.

The magnet misalignment and field errors give rise to horizontal and longitudinal fields on

the closed orbit and cause the spin axis to tilt away from its nominal direction. The closed

orbit distortions are simulated in SLIM by using the corrector magnets of the storage

ring. The corrector magnets were set with different random strengths, which eventually

will create CODs in the ring.

2.9.1.5 Results

The results from the SLIM calculations are presented in this section. In the upper plot of

Fig. 2.3 the polarisation level that can be achieved for different beam energies is shown.

The second plot illustrates the calculation of the polarisation time. The resonance on

the right reveals that when the spin tune νspin and the horizontal betatron tune νx meet

the condition νspin + νx = 35 the polarisation degree can be significantly reduced. When

the spin tune is close to the intrinsic resonance νspin + νy = 20, where νy is the vertical

betatron tune, the beam can be depolarised strongly, as is illustrated by the resonance on

the left in Fig. 2.3. The betatron, synchrotron and spin tunes of the Diamond ring are

listed in Table 2.1.

Various simulated field imperfections give different results for the position and the width

of the resonances, as shown in Fig. 2.4. The r.m.s. value of the introduced closed orbit

Table 2.1: Diamond storage ring parameters related to beam polarisation.

Parameter Values Units

Energy 3.014 GeV

Horizontal betatron tune, νx 28.189 -

Vertical betatron tune, νy 13.277 -

Synchrotron tune, νs 0.0041 -

Spin tune, νspin 6.840 -

Theoretical polarisation time, τST 29.9 min
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Figure 2.3: The polarisation level and the polarisation time versus the beam energy
obtained from simulations with the SLIM code.

distortions estimates the simulated field imperfections. Since the spin depolarisation res-

onances appear in a short energy range and are far from the operational spin tune (6.84

for the DLS case), a high level of beam polarisation during operation can be expected.

Only when the CODs are large (higher than 100 µm which is the case for DLS), the equi-

librium polarisation is reduced by the resonances. These simulations results revealed that

attention should be given to good orbit correction and that high-quality alignment of the

magnets is mandatory. Also, the betatron tunes should be chosen carefully in order to

avoid any destructive spin depolarisation resonances.

2.9.2 The FESTA code

FESTA (Fast Electron Spin Tracking based on Accelerator Toolbox) is a spin tracking

code based on MATLAB and developed in the European Synchrotron Radiation Facility

(ESRF) [78]. It was used to simulate the resonant spin depolarisation process. The spin
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Figure 2.4: The polarisation level that can be achieved under different beam closed orbit
distortions.

of a single electron is modelled as a point in a sphere, with two angle coordinates: θ and

φ. FESTA uses the lattice description according to the Accelerator Toolbox and tracks

the spin vector of many particles for a given number of turns under the effect of a vertical

kicker. The signal given to the kicker is a sinusoidal signal with a given amplitude and

a range of frequencies and is modelled as a rotation, around horizontal the direction, of

an angle θx [79]: θx = 2πνspinθkicker where θkicker is the kick angle given to the electron

from the kicker. Since the depolarisation time can be of the order of a few seconds and

the particles to be simulated are of the order of 100 , the code must be used in a cluster

where some hundreds of processor cores can be used. The output is the calculation of the

polarisation level after the excitation of the particles in different frequencies. For accurate

modelling, four various phenomena were added to the spin dynamics, like the effect of

the energy spread and the synchrotron oscillations, the radiation damping and quantum

diffusion effects and the influence of kicker-induced orbit oscillations.
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2.9.2.1 Depolarisation scan using FESTA

The FESTA code was the tool that was used mainly to investigate the depolarisation

procedure. As the Froissart-Stora formula describes only the polarisation state before and

after the depolarisation, a spin-tracking code was needed for this study. The simulation of

depolarisation scans with different parameters each time answered questions regarding this

phenomenon and contributed to the success of the experiment. A result of a depolarisation

scan simulation is shown in Fig. 2.5. The initial polarisation level value was chosen to be

0.92, the frequency step 2 Hz, the excitation time of each frequency 2 s and the excitation

strength 0.125 µrad.
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Figure 2.5: The depolarisation process calculated with the FESTA code.

The simulated polarisation level in each excited frequency was used to calculate the ex-

pected beam losses using Eq. 2.19. The ratio between the beam losses before and after

the excitation is related to the beam’s polarisation level beam after the excitation with

the following relationship:

(dNdt )fin

(dNdt )in
=
a[C(ε) + F (ε)S2

fin]N2

a[C(ε) + F (ε)S2
in]N2

=
C(ε) + F (ε)S2

fin

C(ε) + F (ε)0.922
(2.32)

In this relationship, we assume that the coefficients C(ε) and F (ε) are constants for a

given measurement.

The calculated ratio of the beam losses according to the formula 2.32 is shown in Fig. 2.6.
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At the horizontal axis, the excitation frequency was translated to energy values to demon-

strate the high accuracy that the depolarisation method can provide.
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Figure 2.6: The calculation of the expected ratio between the beam losses of a depolarised
and polarised beam is plotted in the black line. The error function fit used to model the
data is plotted in the red line.

The simulated data were fitted with an error function fit by using the non-linear least

squares analysis in MATLAB according to the equation:

f(x) = y0 + a× erf

(
x0 − x
| w | /

√
2)

)
(2.33)

where x corresponds to the energy range values, a is the beam loss ratio increase step,

y0 the mean value of the beam loss ratio, w the resonance width and x0 the position

of the beam energy which locates in the center of the error function curve. The errors

correspond to the 95% confidence bounds calculated by MATLAB. To describe how well

the error function model fits the set of the observations, the goodness of fit summarizes the

discrepancy between observed values and the values expected. To evaluate the goodness of

fit, the goodness-of-fit statistics were calculated using the Curve Fitting Toolbox software

of MATLAB. The calculated parameters include the sum of squares due to error which

measures the total deviation of the response values from the fit to the response values, the

R-square, which measures how successful the fit is in explaining the variation of the data
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and the root mean squared error which is an estimate of the standard deviation of the

random component in the data. These calculations show that the data can be modelled

by the error function fit, and the same approach was used in the experimental data.

The above analysis allows the comparison between the simulation and the experimental

data from a depolarisation scan. The comparison showed that qualitatively the simu-

lation describes well the depolarisation phenomenon. The beam loss ratio step due to

depolarisation increases with stronger excitation, longer excitation and short frequency

step. However, there was no agreement in the quantitative data. The width of the reso-

nance was measured shorter than it was simulated. The beam loss ratio increase for the

same excitation parameters was predicted higher than it was measured. This disagreement

could be either due to the discrepancy between the excitation strength set in the simula-

tion and the calculated integrated magnetic field in the stripline magnets. Another reason

could be that the FESTA code was under development, and some phenomena were not

included in the simulation, or some calculations needed more investigation. Nevertheless,

the results from FESTA gave an essential input in this work as it demonstrated the right

approach to depolarise the beam strongly.

2.9.2.2 Different resonance strengths

Scans with different frequency step, kicker strength and excitation time were simulated to

investigate how the depolarisation resonance changes accordingly. These parameters were

investigated as they are included in the Froissart-Stora equation ??. Fig. 2.7 shows an

example of different scans using different excitation strengths. The excitation time was set

to be 2 s. High kick strength results in stronger depolarisation, wider resonances, and a

higher increase in beam losses. Thus, strong depolarisation is needed in order to optimise

the depolarisation measurement.

2.9.3 Spin response function

The magnetic field, generated by the stripline magnets, perturbs the spin and depolarise

the beam. In addition, it affects the beam’s orbital motion due to the excitation of

vertical oscillations. The vertical oscillations of the beam drive the electrons into stronger

or weaker fields of the focusing quadrupoles. The result is that the spin of the electrons

is affected by the quadrupole fields, and the resonance strength can be enhanced, or
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Figure 2.7: The depolarisation event using different excitation strengths calculated by
FESTA.

diminished [80], [81], [82], [83]. The spin resonance strength, including both the direct

spin kick and the spin-orbit coupling due to the induced coherent betatron oscillations, is

given by the following formula [84]:

ε =
φx
4π
| F (θ) | (2.34)

where φx =
√

2
Bρ

∫
Brmsdl is the maximum angle of the spin rotation by the stripline magnets

which produce an integrated magnetic field Brmsdl and |F (θ)| is the spin response function.

The spin response function can be determined by the magnetic structure of the ring and

is calculated by the formula :

F (θ) =
e−iνΘ

2i

[
fz

∫ θ

−∞
[ν(ν2 + a)K2

z + i(ν2 − 1)K ′z]f
∗
z e
iνΘdθ

−f∗z
∫ θ

−∞
[ν(ν2 + a)K2

z + i(ν2 − 1)K ′z]fze
iνΘdθ]

(2.35)

where the azimuth θ = s/R is defined by the arc-length s along the reference orbit and

the radius of the ring R. For uncoupled orbital motion, denote the vertical orbital mode
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by fy =
√
βz/Re

iφy where βy is the vertical beta function that is shown in Fig. 2.8 and

dφz/dθ = R/βz. Ky = By/B0 is the dimensionless scaled magnetic fields on the reference

orbit and B0 = 1
2π

∫
arcBydθ is a reference value given by the arc dipoles. The turning

angle Θ is defined as Θ =
∫ θ

0
R
ρ(θ̃)

dθ̃ where ρ is the local bend radius in the horizontal plane.

The ν is the spin tune. For DLS, the calculation of spin response function is illustrated

in Fig. 2.9. As the function depends on the azimuth θ the function and consequently, the

resonance strength varies along the ring. The kicker should be positioned in a location

where the spin response function is high. Thus, the beam depolarisation measurement

would profit as the beam can be depolarised quicker and with less excitation strength. The

red vertical line shows the location of the kicker for the case of DLS. The spin response

function F is equal to 0.4 at this position. This position, according to the calculation,

is not favourable for strong and short depolarisation. However, the beam can still get

depolarised but by a weaker depolarisation resonance.

Figure 2.8: The vertical beta function along the ring.
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Figure 2.9: The Spin Response Function along the ring.

55



2.9. Simulation Studies and Calculations

2.9.4 Summary

This chapter presents two simulation studies that have been carried out to study different

parameters of the phenomenon of resonant spin depolarisation in the Diamond storage

ring.

The SLIM code was used to calculate the expected polarisation level for the Diamond

storage ring. The vertical and horizontal tunes should be chosen carefully to allow the

beam to polarise to the maximum level of 92%. Closed orbit distortions could have

destructive effects; however, due to the good alignment and the orbit feedback used during

the operation of the machine, the CODs do not diminish the polarisation level strongly.

The FESTA code was used to test different scan parameters, and the results were used as

a guide in the experimental studies. According to the FESTA results, the depolarisation

level and the width of the resonance did not agree with the experimental results numer-

ically. However, it gave results between the shape of the depolarisation resonance and

the parameters of the frequency step, the kicker strength and the excitation time. These

qualitative results contributed to the success of the experiment.

As the depolarisation resonance was not strong for Diamond, and a sensitive detection

scheme is needed for the energy measurement, the question arose as to whether the kicker

position is related to the strength of the resonance. The spin response function calculation

shows that the effective strength of the kicker depends on its position in the ring. The

setup could be optimised by choosing the kicker’s location to be where the maximum of

the spin response function is. However, the relocation of the kicker was not considered

for the scope of this study. The calculation showed that the spin response function in the

current location has a sufficient value for the beam depolarisation and explains why the

resonance strength is not as strong as expected when the maximum excitation is applied.
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Chapter 3
Hardware Setup

The experimental setup of the energy measurements consists of the excitation scheme,

which is used to depolarise the beam and the detection scheme with the beam loss monitors,

which record the data and witness the depolarisation. Characteristics of the beam loss

monitor system, like the material and the position of the detectors, were studied, and the

performance of each detector is shown. The acquisition system used in this project and

the newly added features are described. Later, the excitation scheme’s details to make the

energy measurements compatible with user operation are presented.

3.1 Theory of Beam Loss Monitors

3.1.1 Electromagnetic showers

An electron that leaves the bunch population interacts with the surroundings (beam pipe,

collimators) and loses kinetic energy by excitation, ionisation or radiation. When an

electron enters a medium, it creates an impulse to the atom electrons due to Coulomb

forces. This impulse may be sufficient to raise the atom electrons to higher shells within

the atom (excitation) or remove the electrons from the atom altogether (ionisation).

Fast electrons lose energy additionally by interactions with the Coulomb field of the nuclei

of the transverse medium. If the electron decelerates in this field, a fraction of its kinetic

energy will be emitted in photons and converted into radiation. This process is known as

bremsstrahlung radiation.
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The photons can interact with the matter by photoelectric absorption, Compton scattering

and pair production.

In the photoelectric process, the photon interacting with the atom is absorbed by the atom.

Then a photoelectron is ejected from one of the bound shells of the atom. The photoelectric

process is the predominant mode of photon interaction at relatively low photon energies.

Compton scattering happens between the incident photon and an electron in the absorbing

material. The incoming photon is deflected through an angle θ with respect to its original

direction and transfers a part of its energy to the electron, which is called Compton

electron. The probability of Compton scattering decreases as the photon energy increases.

In the pair production process, if a photon with energy higher than 1.022 MeV pass near

the nucleus of an atom, it is subjected to strong-field effects from the nucleus and may

disappear as photon and reappear as positive and negative electron pair.

At energies of 1 GeV and higher, electrons and photons initiate electromagnetic showers

when they penetrate a material. Electrons lose their energy predominantly by radiation

and pair production; pairs of electrons and positrons are produced and radiate more

photons. A cascade of particles is created, increasing until the multiplication process

reaches a maximum at a certain depth inside the absorber. Then the cascade development

lessens, and two types of processes govern the electromagnetic shower. Firstly the electron

and positron move away from the shower axis because of multiple scattering, and secondly,

the photons and electrons produced in Compton scattering and photoelectric effect move

away from the shower axis [85], [86].

3.1.2 BLM working principle

The observation of the electromagnetic shower is the most common method for detecting

beam losses. The ionisation charge measurement, the fluorescence, the secondary emission

current, the Cherenkov light or Compton electrons can be used to detect and monitor the

losses. Thus, different types of beam loss monitors have been built to measure the above

phenomena. The most common type of beam loss monitor detects light which is beam-

induced in scintillators or Cherenkov radiators. This type of beam loss monitor was chosen

for the studies of this thesis.
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3.1.3 Scintillators

Different type of scintillators is used depending on the application. The two main cat-

egories of scintillators are organic and inorganic. In inorganic scintillators, scintillation

arises because of the structure of the crystal lattice. In the organic scintillators, the fluores-

cence mechanism arises from transitions in the energy levels of a single molecule. Inorganic

scintillators are usually made of high Z-elements and have a high density which enhances

the photoelectric interaction. They are widely used in spectroscopy and in applications

where high detection efficiency is needed, and low energy X-ray / Gamma-ray radiation

has to be detected. Organic scintillators, which can be plastic or liquid, are made of low

Z-elements and have a low density. This enhances the Compton scattering interaction

with the ionizing radiation. Thus, they are used widely in high energy particle physics to

detect charged particles and neutrons [87].

For the choice of a suitable scintillator for every application, several properties should be

considered. The kinetic energy of the charged particles should convert into light with high

scintillation efficiency (photons/1 MeV electron), and the light yield should be proportional

to the deposited energy. The medium should be transparent to the wavelength of its

emission for good light collection, and the index of refraction should be close to the value

of the glass refractive index to allow efficient coupling between the scintillator and the

photomultiplier tube. In the end, the rise and decay time of the induced luminescence

should be short for fast applications and to avoid pile-up events [88].

3.1.4 Cherenkov radiation

Cherenkov radiation is produced when a charged particle is moving with constant velocity

through the material medium greater than the phase velocity of light in this medium

(βn > 1 where n is the refractive index, and β is the ratio of the velocity of the particle

in the medium to that of light in the vacuum). The spherical wavelets of the field of the

travelling particle interfere constructively to form a wake behind the particle as shown in

Fig. ??.

The direction of emission of the Cherenkov radiation is :

cosθc =
c

v
(3.1)
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Figure 3.1: Interference of spherical wavelets produced by the particle passage through
the medium creates a cone of Cherenkov light. [89]

The number of Cherenkov photons emitted per unit path length dx is [90]:

dN

dx
= 2παz2

∫ (
1− 1

n2β2

)
dλ

λ2
(3.2)

for refractive index n(λ) > 1 and where z is the particle charge, α is the fine structure

constant and λ is the wavelength.

Some properties of the Cherenkov detectors are:

– The light is emitted over a short time, and the pulse width is limited only by

the photomultiplier tube that collects the light;

– They have low light yield;

– The yield of Cherenkov photons per unit wavelength is proportional to 1/λ2,

but according to Eq. 3.2 only for those wavelengths where the refractive in-

dex is larger than unity. The emission is therefore concentrated in the short-

wavelength region of the spectrum. In the X-ray region, there is no X-ray

Cherenkov emission;

– There is a minimum energy threshold for electrons to produce Cherenkov light.

This threshold prevents the detection of electrons with lower energy that the

minimum threshold [91].

3.1.5 Photomultiplier tube

The photomultiplier tube (PMT) is an extremely sensitive light detector providing a cur-

rent output proportional to light intensity. Photomultipliers are used to measure any

process which emits light.
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Figure 3.2: The photomultiplier structure [92].

Photons pass through the PMT entrance window, strike the photocathode, and release

electrons due to the photoelectric effect, as is shown in Fig.3.2. An electric field between the

photocathode and the first dynode accelerates the photoelectrons. A focusing grid directs

the photoelectrons toward the dynode. The first dynode knocks out multiple electrons due

to the phenomenon of secondary emission. Those electrons are then accelerated to a second

dynode, and the same phenomenon repeats for several dynodes (usually 10 to 20), leading

to a multiplication of electrons. At the end of the dynode chain is an anode or collection

electrode. The current flowing from the anode to the ground is directly proportional to

the photoelectron flux generated by the photocathode. The voltages needed to create the

electric fields between dynodes to accelerate and focus the electrons in a PMT are most

conveniently derived from a single high-voltage supply (500 to 3000 volts) and a voltage

divider network. The setup is enclosed by a glass envelope and is in a vacuum. The PMT

basic operating circuit is shown in Fig. 3.3.

Figure 3.3: Photomultiplier operating circuit [93].

A high voltage is applied between the anode (A) and the cathode (K). The voltage-

dividing resistors provide a proper voltage gradient between the photoelectron focusing

electrode (F ) and the dynodes (DY ). The current flowing each resistor is the difference
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between the divider current Ib and the dynode current IDy flowing in the opposite direction

through the voltage-divider resistor. The anode current Ip and dynode current Ib act to

reduce the divider current and the accompanying loss of the interstage voltage becomes

significant in the latter dynode stages, which handle larger dynode currents. However,

when the incident light intensity increases, the resultant anode and dynode currents are

increased, and the voltage distribution for each dynode in the earlier stages increases. This

results in a collective increase in current amplification in the early stages. Eventually,

the voltage between the last dynode and the anode decreases. Therefore, the anode’s

secondary-electron collection efficiency degrades and leads to a saturation problem of the

anode.

3.1.6 PMT characteristics

The PMT characteristics should meet the requirements of the application. Some important

characteristics that should be considered are [93]:

– The basic characteristics of the photocathode. These include luminous sensi-

tivity and spectral response characteristics.

∗ The spectral response characteristics show the dependency of the photo-

cathode sensitivity to the incident light wavelength and are expressed as

radiant sensitivity and quantum efficiency. Radiant sensitivity is defined

as the photoelectric current generated by the photocathode divided by the

incident radiant flux at a given wavelength, and its unit is amperes per

watts (A/Watt). Quantum efficiency is defined as the ratio of the number

of the emitted photoelectrons by the cathode to the number of photons

incident on the window. It is expressed as a percentage.

∗ Luminous sensitivity is a convenient parameter to express the spectral re-

sponse of a PMT since the spectral response measurement is expensive.

– The basic characteristics of dynodes, which are the collection efficiency and the

gain.

∗ Collection efficiency refers to the probability that photoelectrons will arrive

at the effective area of the first dynode where the electrons can be multiplied

successfully to the next dynode stages.
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∗ The gain or current amplification G of a PMT is the ratio of the anode

current to the photocathode current. It varies as a power of the supply

voltage and G2 = (V 2/V 1)aN where V2 and V1 are the supply voltages

in the anode and cathode, respectively, a is a coefficient (0.6 to 0.8) set by

the dynode material and geometry, and N is the number of dynodes.

– The linearity which describes the output distortion with the increasing of the

incident light intensity at a given gain. If the incident light is very strong, the

output will deviate from the linear response.

– The dark current which is a small output current produced by a PMT is total

darkness. The leading causes of dark current are: Ohmic leakage between

the electrodes on the glass and the insulating surfaces of the tube, thermionic

emission of single electrons from the cathode, field emission due to imperfections

in electrodes in the presence of high electric fields, and radioactivity since some

parts of the PMT contain radioactive isotopes.

– The time characteristics, which include the rise time, fall time and electron

transit time. The rise time is defined as the time required for the anode current

to increase from 10% to 90% of its peak pulse height. The fall time is defined as

the time required for the anode current to decrease from 90% to 10% of its peak

pulse height. Transit time is the times that takes a light pulse in the cathode

to be converted and collected as a current in the anode.

Some additional usage considerations are the existence of magnetic fields or ambient light

in the location of the PMT’s installation. Strong magnetic fields can curve electron paths,

steer the electrons away from the dynodes and cause loss of gain. Ambient light can

increase the dark current. Suitable shielding should be used in each case [94].

3.1.7 Matching of scintillator and PMT

The scintillation light is transported from the scintillator to the PMT via light guides.

The main process of light transport is the total internal reflection. The scintillator light is

emitted in all directions, and only one small fraction can reach the PMT window directly.

The remainder is reflected on one or multiple times in the scintillator surfaces [91]. If the

angle of incidence θ is greater than the critical angle of θc, the total internal reflection will
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occur. The critical angle is given by the equation:

θc = sin−1n1

n0
(3.3)

where n0, n1 are the indices of refraction for the scintillation medium and the surrounding

medium respectively. Two effects arise in practical cases that lower the light transport

efficiency, the optical self-absorption within the scintillator and the losses at the scintillator

surfaces. A reflective material like aluminium foil can enhance the reflection of the light

but with some higher absorption. The scintillation counter must be shielded from ambient

room light. Other important considerations for the matching of the scintillator with the

PMT are [95]:

– The matching the size of the light guide and the photocathode;

– The use of optical grease between the light guide and the PMT;

– The emission spectrum of the scintillator and the spectral response of the PMT

should match.

3.2 Detection system

A study of the beam loss monitor system that is going to be used for the energy measure-

ments was carried out. The main characteristic of the beam loss monitors for optimisation

is the count rate. As the counting follows Poisson statistics, a high count rate results in

a small measurement error. Thus, the leading objective of this work was to build a beam

loss detector that gives the highest count rate.

This study included the position for the installation of the beam loss detectors along the

storage ring. The detectors should be installed in a location where most of the losses

happen due to Touschek scattering. Also, the material of the detectors should be sensitive

and detect the highest fraction of the electromagnetic shower created by the lost particles.

The system should be protected from the background noise and the acquisition system

should be optimised to count most of the pulses.
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3.2.1 Position of the detectors

The detectors should be positioned, such as to detect the maximum number of Touschek

particles. Touschek particles transfer high momentum from transverse to longitudinal

motion, exceed the longitudinal acceptance limit and are lost in areas with high dispersion,

which follow sections where a high particle density was reached [95].

The beam loss rate in locations with high dispersion and big physical aperture was com-

pared with lower dispersion and small physical aperture locations. The increase of the

beam losses produced during the energy measurement is small. Thus, the precision of

each beam loss measurement should be optimised. For this reason, the small physical

aperture enhances the detection of the lost particles, as a stronger electromagnetic shower

is created when the lost electron hits the beampipe.

For this study, the area downstream of the collimators was chosen for the installation of

the detectors, as this is the location with the most significant ratio of horizontal dispersion

to physical aperture. This location gave the highest count rate, and the depolarisation

resonance was detected with much less noise. The detectors installed in other locations

with higher dispersion but a much bigger physical aperture could detect the resonance but

with much more noise. The drawback of this location is that due to the small physical

aperture in the collimators, electrons lost from Coulomb scattering are detected addition-

ally. However, these background losses did not affect the energy measurements as the new

method of normalising the beam losses from different parts of the beam cancels out the

background noise. This approach is further explained in chapter 4.

3.2.2 Radiochromic film measurements

The radiation footprint in the location where the detectors would be installed was mea-

sured using a radiochromic film. This measurement identifies the area where the highest

fraction of the beam losses occurs and determines the detectors’ dimensions that are going

to be built. The radiochromic film Gafchromic RTQA2 [96] consists of a double layer of

radiation-sensitive organic microcrystal monomers on a thin polyester base with a trans-

parent coating, as is shown in Fig. 3.4. Usually, it is used for radiotherapy sources testing

and therapy equipment commissioning, but it was well-suited to the present study as it

can be placed easily in the area of interest. The darkening which depends on the received

dose, can be translated in dose without any need of processing.
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Figure 3.4: The radiochromic film layers.

Figure 3.5: Radiochromic film installed in the
storage ring.

Figure 3.6: Radiochromic film dark-
ening after one week exposure in the
electron beam.

The film had been cut and shaped to fit around the beam pipe. Then it was installed

in the storage ring, as is illustrated in Fig.3.5. The film was exposed one week to the

radiation created by the electron beam, and the results are shown in Fig.3.6.

The exposed radiochromic film was scanned, and the picture was analysed using MATLAB.

From the image, the values of the red, green and blue components were extracted. For

the calculation of the dose, calibration data were provided by the diagnostics group of the

synchrotron SOLEIL, who performed similar studies with the same radiochromic film [97].

At SOLEIL, seven films were exposed to various doses from 23 to 1526 mGy, and the am-

plitude of each colour component of the images was calculated. In Fig. 3.7 the percentage

of each image colour versus the dose is plotted and fitted. The fit was used to extrapo-

late the colour amplitude data for a higher dose. The red colour calibration was used to

calculate the dose of the irradiated film due to higher sensitivity compared to the other

colours from the three curves. The calculated dose is presented in Fig. 3.8. The radiation

in the area close to the beam pipe is high and fades further. The detectors’ dimensions

were chosen accordingly to cover the darkened area of the exposed radiochromic film.
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Figure 3.7: The calibration curves that were used for the calculation of the dose from the
exposure of the radiochromic film Gafchromic RTQA2.

Figure 3.8: The radiation dose around the beam pipe is used as a guide to design the
detector geometry in order to capture the highest fraction of the beam losses.
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3.2.3 Comparison of three detectors

The most common method of detecting beam losses is detecting light produced by scin-

tillators or Cherenkov radiators. The produced light can be collected by photodetectors

which provide a current output proportional to the light intensity.

In this study, three different detectors were studied and tested. At Diamond, the detectors

of the existing beam loss monitors were made from polymethyl methacrylate (PMMA,

commonly known as acrylic glass). Two more detector materials were tested to find a

more sensitive material that produces higher light output when a charged particle interacts

with it. For this reason, the performance of the organic plastic scintillator EJ204 [98], and

fused quartz used as a Cherenkov radiator were considered. The Scintillator EJ204 has

high efficiency, high speed (with a decay time of 1.8 ns), attenuation length of 160 cm and

wavelength that matches with the bialkali photocathode of the attached photomultiplier.

However, the scintillator is sensitive to X-rays produced by the synchrotron radiation. As

a Cherenkov radiator, the fused quartz outputs light instantaneously with a continuous

spectrum without interacting with background X-rays, making the fused silica detector a

good candidate for this study.

The three materials were rod-shaped with 15 cm length and 3 cm diameter. The size of

the detectors was determined by the physical limitations of the installation area.

They were attached to the same model of end window photomultiplier (Electron Tubes

ET 9126) with 29 mm diameter, and a blue-green sensitive bialkali photocathode [99]. The

spectral response of the PMT is between 280 nm to 630nm and is well-matched with the

wavelength of the maximum emission from the scintillator, which is 408 nm. The single

electron rise time of the PMT is 4.5 ns.

The monitors were installed in the storage ring 1 m downstream from the vertical and

horizontal collimator set. They were placed about 2 cm above the beam pipe where the

radiation distribution is within the same level according to the radiochromic film results.

A sheet of 1.3 mm thick lead was used to protect the detectors from background ionizing

radiation.

The comparison of the three detectors was based on the number and the shape of the

pulses. A complementary consideration for the choice of the material was the vendor

companies’ capability to provide the desired design of the detectors within a price that

matches the project’s budget.
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Figure 3.9: The pulses created by the three different detectors.

3.2.4 Detector pulses

For the future detector’s design for the energy measurements, sharp pulses would benefit

the counting algorithm. For this reason, the output pulse of each detector accompanied

by the PMT module was studied. The detectors were placed in the storage ring, with the

beam running under user operation mode. The pulse of the detectors was recorded using

an oscilloscope, and the data can be seen in Fig. 3.9. The Full Width Half Maximum

(FWHM), the drop and rise times were measured to characterise the pulses. The drop

and the rise time were defined as the mean time difference between the 90% and 10%

amplitude of the pulse. These parameters were compared for the three detectors shown

in Table 3.1. The scintillator has wider pulses and a longer rise time than the other two

detectors. This is because of the exponential nature of scintillation. The perspex and

the quartz detector produce similar pulses. The afterpulse, which is created by the three

detectors, was also investigated. The product of the time difference between the two pulses

and the propagation speed of light in the cable was found to be twice the length of the

connection cable (RJ58). This indicates that the pulse was created by a reflection at the

connection with the oscilloscope.
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Perspex Quartz Scintillator

FWHM 10.3 9.3 20.1

Rise time (ns) 4.6 5 7.3

Fall time (ns) 15 14 29.8

Table 3.1: Key parameters of the pulses produced by the three different detectors.

Figure 3.10: The lab setup for the calibration of the PMTs.

3.2.5 Photomultiplier calibration test

The three materials were attached to the same model of the PMT module. The PMTs

were incorporated in a photodetector module, including a voltage divider circuit and a

high voltage power supply circuit. Each PMT behaves differently for the same voltage gain

setting, as they have different voltage dividers. Thus, a calibration test was conducted

in the lab of the Diagnostics group of DLS to demonstrate the difference between each

PMT performance. A light-emitting diode (LED), which produced a controlled intensity

of light, was used. The LED was fixed at one end of a black opaque cylindrical box.

The photocathode of each PMT was placed at the opposite side, as is shown in Fig. 3.10

The signal output was measured directly from the PMT’s anode and was digitised using

the acquisition system described in section 3.3. The ADC data were averaged over ten

consecutive ADC samples. The voltage gain of each PMT was varied, and the integrated

ADC signal was recorded. In Fig. 3.11, the maximum level of the ADC data is plotted for

each voltage gain applied in the PMTs. The divergence between these curves was taken

into consideration to compare the performance of the three detectors.

3.2.6 Counting performance

The beam losses are measured by counting the pulses that are produced by the three

detectors. The calculated dose around the beam pipe given by the radiochromic film was

used to find an area where all the detectors would receive the same radiation. A beam with

300 mA current was set in the storage ring, and the count rate of the three detectors was

recorded for different gain voltages in the photomultiplier. The same scan was repeated
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Figure 3.11: The integrated ADC signals acquired from the three different PMTs versus
different voltage gains.

while there was no beam in the storage ring, and the background data were acquired as

is shown in Fig. 3.12a. The background data, also shown in the same figure, are created

by the dark current of each photomultiplier for different voltage gains and are considered

noise in the detectors’ counting rate. The error of each measurement is very small, and the

error bars fail to represent them as their size is smaller than the size of the marker in the

plot. The signal-to-noise ratio (SN ratio) is used to compare the performance of the three

detectors. The calculation of the SN ratio (R) for counting is based on the equation [100]:

R =
Ns

√
T√

Ns + 2Nb
(3.4)

where Ns is the number of counts/s resulting from incident light per second, Nb is the

number of counts/s resulting from background light per second and T is the measurement

time. The results are shown in Fig. 3.12b.

3.2.7 Choice of detector

The scintillator presented the highest count rate in comparison with the other two detec-

tors. This was the essential criterion for the choice of the detector. The scintillator’s wide

dynamic range allows the detection of weak and high beam losses by adjusting the gain

voltage in the PMT. The ease of manufacturing the detector in the desired shape and the

cost were two more advantages that the scintillator could offer.
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(a) The count rate of the three materials for different voltage gains (solid lines). The dashed lines correspond
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(b) The signal to noise ratio of the three different detector materials being considered.

Figure 3.12: Comparison of counting rate for the three detectors.
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Figure 3.13: The lead shielded detectors installed in the storage ring.

However, the scintillator’s high light output can damage the PMT, and careful settings

of the PMT gain should be used. Further studies were conducted to characterise the

scintillator behaviour and avoid saturation. Also, the higher sensitivity of the scintillator

in X-rays compared with the other two detectors was studied further.

The Cherenkov detector and perspex did not outperform the scintillator. However, the

results showed good counting performance and signals with short pulses. Another advan-

tage is that the Cherenkov detector did not need shielding from X-rays. However, the

manufacturing of these detectors in a custom shape was challenging, as the collaboration

with the vendor companies was not successful. Based on these criteria, the scintillator was

chosen as the detector for the beam loss monitor design for the energy measurements.

3.2.8 Lead shielding

The beam loss system should be protected from the synchrotron radiation produced by the

bending magnets and the insertion devices, as we are interested only in the electromagnetic

shower produced by the beam losses. For this purpose, a sheet of lead was used. Due to its

malleability, the lead was easily shaped in the DLS diagnostics lab to cover the scintillator

detectors. The shielding of the detectors is shown in Fig. 3.13. This study was focused

on the scintillator detector since the quartz detector can create Cherenkov radiation only

by charged particles. The main question to be answered through this work is about the
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Figure 3.14: The count rate for different voltage gain as the lead thickness changes.

lead’s thickness: it should be enough to protect the system from X-rays but not so much

that it will reduce the count rate produced by the beam losses. An experimental study

investigated whether the lead’s thickness caused a large difference in the count rate for each

case. Count rate data were taken for different voltages for 1.3 mm, 2.6 mm and 5.2 mm

thickness of the lead sheet. Fifty different measurements were taken for each voltage gain,

and the mean value is plotted, as is shown in Fig. 3.14.

The data was taken with separate beams for each lead thickness. Different beam conditions

can result in different beam losses. Thus, an additional beam loss monitor was used to

witness the differences between the different tests to normalise the data. When the lead

thickness increases, the count rate tends to decrease. However, this difference is in the

range of data errors. The data errors were defined as the standard deviation of each

measurement. Since the experimental data do not show notable discrepancies between the

three data sets, it was decided to adopt the 1.3 mm lead sheet as a good choice to protect

the detectors from X-rays while simultaneously avoiding the risk of blocking the detection

of beam losses.
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3.2.8.1 Calculation of synchrotron radiation X-rays

The transmission of the synchrotron radiation X-rays through different lead thickness was

calculated. The main source of the synchrotron radiation, where the detectors are placed,

is the bending magnet. Synchrotron radiation occurs in a narrow cone of nominal angular

width 1/γ. An important quantity that can characterize its properties is the flux which

is defined as the total number of photons per second per unit 0.1% bandwidth. The

observation angle in the horizontal and vertical plane θ and ψ are used to describe the

angular distribution of the radiation. The intensity distribution then provides information

about the angular collimation of the flux and determines the fraction of the source flux

transmitted by an angular aperture. When it is integrated over the vertical angle, and the

horizontal angle is equal to 1 mrad, is given by the formula [101]:

I[(Watts/eV )] = 2.458 ∗ 1013I[A]E[GeV ]
E

Ec

∫ ∞
E/Ec

K5/3(η)d(η) (3.5)

where I is the beam current, E the beam energy. Ec is the critical energy of the bending

magnet which characterises the width of the spectrum and is defined by the equation

Ec = 3γc/2ρ, where ρ is the radius of instantaneous curvature of the electron trajectory.

K5/3 is the modified Bessel function. In Fig. 3.15 the intensity spectrum of the bending

magnet is shown.

The transmitted X-ray intensity by a sheet of lead is given by:

I = I0e
−µt (3.6)

where I0 is the incident intensity, I is the (reduced) intensity after travelling a distance t

through the material and µ is the absorption coefficient. Its value varies with the atomic

composition (increasing with the atomic number) and X-ray wavelength (increasing with

wavelength).

In Fig. 3.15 the transmitted synchrotron radiation spectrum through a sheet of 1.3 mm,

2.6 mm and 5.2 mm lead are shown. Shielding the detectors with 1.3 mm sheet of lead

blocks the synchrotron radiation allowing only a fraction of 2× 10−21 of the total radia-

tion power from the bending magnets to transmit. Thicker lead sheets are not needed.

This result explains the experimental data where the count rate does not change with

thicker lead shielding. These results were compared and are in good agreement with the
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Figure 3.15: The intensity spectrum of the bending magnet is shown in the blue line. The
transmitted synchrotron radiation spectrum through a lead sheet of 1.3 mm, 2.6 mm and
5.2 mm are shown in the red, yellow and purple line respectively.

calculations by the XOP code [102] which is software for simulations and ray-tracing for

hard X-ray optics developed at ESRF.

3.2.9 Scintillator performance for different beam currents

According to the working principle of the PMT, the emitted light causes the emission of

photoelectrons in the photocathode, which later are multiplicated and create an amplified

signal. However, when the light is intense, the produced photoelectrons can saturate the

PMT’s anode, as explained in 3.1.5. The PMT can go into a breakdown or permanent

damage with continued exposure to intense light. The scintillator’s performance was stud-

ied by changing the beam current of the machine in steps and consequently the produced

beam losses. This test demonstrated the highest intensity that the PMT can handle. The

results are shown in Fig. 3.16. For low beam currents, the PMT gain voltage can be set

up to 1.5 V. However, when the beam current increases, the PMT starts to saturate with

lower gain voltage. At 300 mA the maximum gain voltage which can be used without

damaging the PMT is 0.9 V.
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Figure 3.16: The count rate for different voltage gains in the PMT as the beam current
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Figure 3.17: The transverse view of the custom-design of the scintillator detectors. Four
blocks, identical to the blue one, are designed in order to fit and be placed around the
octagonal beam pipe.

Figure 3.18: The mechanical drawing of one of the custom-made blocks of the detector.

3.2.10 Detector design

Based on the radiochromic film measurements results, four scintillators were designed to

fit around the octagonal shape of the beam pipe. Thus, they can capture a high fraction

of the electromagnetic shower created when an electron is lost. The 3D design of the

custom-built detector was modelled in AutoCAD [103]. Fig. 3.17 shows the transverse

view of the detector, which consists of four identical blocks to the one highlighted in blue.

The detector was manufactured by Eljen Technology [98].

Since the scintillator’s size increases the probability of the charged particles interacting

with the material, the detector blocks are as long as possible by the physical limitations.

Thus, the length of the scintillator block is 15 cm. The scintillator block is then attached
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Figure 3.19: The four beam loss detectors installed around the beam pipe.

to an acrylic light guide that is used to transfer the light to the photocathode’s circular

surface, as shown in the mechanical drawing in Fig. 3.18. Both scintillators and light

guides are coated with aluminium foil to prevent light leaks and further with black vinyl

plastic to prevent the outside light from interfering with the detectors’ light.

The four blocks were equipped with a photomultiplier with a bialkali photocathode that

matches the wavelength of the scintillator light. Thin silicone pads were placed between

the photocathode and the light guide’s ending to avoid any reflections when the light

passes through the two different materials. In the end, aluminium flanges were mounted

at the end of the light guide to assist the PMT attaching to the detector. The monitors

are wrapped with a thin sheet of lead 1.3 mm thick and protected from the background

ionizing radiation. A picture of the detector installed in the storage ring is shown in

Fig. 3.19.

3.3 Acquisition system

The detectors are connected with the Libera BLM data acquisition instrument (Instrumen-

tation Technologies Libera BLM) [104], which uses two hardware interfaces. Four coaxial

connectors are used for signal input and four RJ-25 connectors for supplying power and

voltage gain control, as shown in Fig. 3.20.
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Figure 3.20: Picture of the data acquisition electronics module.

Figure 3.21: Diagram of the counting system.

The instrument is set with an impedance input of 50 Ω for short individual pulses. The

amplitudes are recorded with a 14-bit resolution. The input signals are sampled using an

analogue to digital converter (ADC) with a clock rate which is locked to a quarter of the

rf frequency, a little below 125 MHz. The reference signal is the revolution clock and is

provided through a T0 connector on the instrument’s back panel.

3.3.1 Counting mode

The signal from the beam loss detectors is processed by the data acquisition Libera system

using the counting mode. The diagram of the counting system is shown in Fig. 3.21. The

ADC converter is locked to a reference clock which is the revolution frequency of the storage

ring T0. The T0 revolution clock defines the processing window length (t0 interval), which

is the number of ADC clock cycles between two T0 events. For the case of DLS, where the

revolution frequency T0 is set to 533 kHz, the processing window length t0 corresponds to

234 ADC clock cycles samples.

Within the processing window, an ADC mask is used to select only a part of the window.

The ADC mask is configured with an offset (starting point of the processing window)

and a mask window (length in ADC cycle samples). The offset and window parameters

are configured with reference to the T0 event. It is possible to set two independent ADC

masks over the same t0 interval. Fig. 3.22 demonstrates the ADC mask offset and mask

and the two masks that can be set. The lines are spaced at the ADC sampling rate and
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Figure 3.22: The principle of ADC masks.

correspond to the ADC clock samples per revolution.

The ADC data from the two ADC masks are then provided to a stream branch (counter

1 and counter 2), where the counting logic is applied. When an ADC sample drops below

a threshold limit that the user sets, this is considered as pulse and the counter increments

by one. The ADC sample must rise above the threshold before a pulse can be detected.

The threshold counter value is set to 1% of the 14-bit resolution ADC amplitude to avoid

false triggers from electronic noise. The counter data rate can be set between 1 and 10 Hz.

Then, the sampled counter data are provided to the counter stream.

This system’s advantage is that the setting of two independent ADC masks over the same

t0 interval yields two counter values. Thus, the user can analyse losses only on a selected

part of the fill pattern in the storage ring. When both masks are configured, losses can be

acquired from two parts of the fill pattern, and data can be analysed independently.

3.3.1.1 Pile-Up pulses

In the presence of a pile-up effect in the scintillator detector, some pulses are created

during the decaying time of the previous pulse, causing a distortion of the measured pulse.

If two pulses are very close in time, the system will record the two pulses as a single event

and reduce the counting efficiency. An example is shown in Fig. 3.23. The dark green solid

line represents a sequence of ADC samples where three pulses are very close in time. The

three pulses are under the red line, which represents the threshold limit for the counting
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Figure 3.23: The counting of pulses with the two different methods.

algorithm explained earlier. This results in the counting of one pulse instead of three.

For this reason, a new algorithm was introduced to detect and count the pulses based

on the difference between the two neighbour samples. The counter will increment when

the current sample’s amplitude is lower than the previous sample’s amplitude or, in other

words, when the differential of the two samples amplitude is higher than a threshold set

by the user. In Fig. 3.23 the dashed line is the differential of the ADC samples, and the

blue line is the new threshold. The improvement due to the differential counting mode is

shown for the pile-up event as this algorithm can separate the three events and count three

pulses instead of one. This approach has shown better performance in pulse counting than

the previous method and has been used for future studies.

3.3.1.2 Coincidence

Losses detected by the counting algorithm can be correlated between the four channels.

There are four different coincidence counters for the four channels. A detection window

starts after a selected channel (master channel) reports the loss event. If other channels

within the detection window report the loss events, a coincidence count for the selected

channel will increment by one.

The coincidence counting was suggested for the detection of Touschek particles. In princi-
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ple, since the two colliding particles lose and gain an equal amount of momentum, they will

hit the inside, and the outside wall of the vacuum chamber [36]. This technique did not

work to detect the depolarisation resonance with the detectors of this study due to their

location. As they are placed after the collimators, the electromagnetic showers created by

each lost particle are overlapping. This does not allow the coincidence counting to detect

the shower created by two different particles. The coincidence counting was tested in

other locations, where the dispersion is high. However, this did not allow the detection of

the depolarisation resonance, as the counting rate was very low, and as Poisson statistics

dictates, the noise level high.

3.3.2 Libera software

The core of the instrument is the Xilinx Zynq [105], a dual-core ARM CPU integrated with

a Zynq FPGA and several communication controllers on the same chip. The Libera soft-

ware is based on the design shown in Fig. 3.24. The Linux Kernel Module communicates

with a Field-programmable gate array (FPGA). An application daemon runs continuously

and handles periodic service requests that the FPGA expects to receive. A Media Control

Interface (MCI), which is a high-level Application Programming Interface (API), is used

to define interactions between multiple software intermediaries. More specifically, it uses

a registry and a signal library underneath for accessing application properties, acquir-

ing signals and changing the application behaviour. On top of MCI, adapters to various

control systems, like the EPICS control system, or the command-line tool Libera ireg,

are implemented to provide information about the Libera BLM status and configuration.

At the same time, enables the change of the configuration parameters and to access the

acquired data.

3.4 Excitation

3.4.1 Excitation hardware

The excitation of the beam for the energy measurements is implemented by the Transverse

Multi-Bunch Feedback (TMBF) system [106], [107]. The TMBF system is used to control

multi-bunch instabilities and to measure the betatron tunes. Because of the bunch by

bunch selectable control over feedback filters, gain and excitation, a group of bunches in
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Figure 3.24: Libera software structure (courtesy of Intrumentation Technologies [104]).

the fill pattern can be controlled independently from the bunch train. This characteristic

allows experimental studies like continuous measurement of the beta-function, grow-damp

measurements in unstable conditions and programmed bunch cleaning. Also, it is essential

for the implementation of the energy measurements during user time, where only a selected

part of the beam is excited, and the other is unaffected.

For the case of the energy measurements, a numerically controlled oscillator (NCO) inte-

grated into the TMBF system creates a sinusoidal signal at frequencies close to 450 kHz.

The signal can be modulated with an internally synchronised rectangular waveform with

frequency 533 kHz and duty cycle, which is varied between 40% and 50%. The DAC out-

put is amplified using a 2.8 GHz Differential Amplifier (LMH6554) [108]. Later it is split in

two opposite directions by a 180◦ hybrid coupler (H5675) [109] as shown in Fig. 3.25. The

split currents flow through the feedthroughs 1 and 2 in Fig. 3.26 and feed the two parallel

to each other 30 cm long kicker striplines, producing horizontal oscillating magnetic fields.

The feedthroughs 3 and 4 are connected to resistive loads. The magnetic fields that are

generated in the same direction add up and excite the beam. The maximum integrated

magnetic field that can be produced is 8 Tm.
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3.4. Excitation

Figure 3.25: Schematic of the generation of the excitation signal by the TMBF system.
The symbol represents the signal generator in the NCO. The rectangular waveform

used for the modulation is indicated by the symbol . The symbol represents the

modulation of the signal. The amplifier is depicted by . In the end the symbol
stands for the hybrid coupler.

Figure 3.26: 3D design of the striplines used for beam excitation. The current and the
magnetic fields generated by the striplines are indicated by the red arrow and the blue
loops accordingly.
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3.4. Excitation

3.4.2 Excitation principle for energy measurements

The excitation principle for the energy measurements is based on selecting one part of the

beam, while the rest is unaffected. Figure Fig. 3.27 describes the implementation of this

concept. In the first subplot a, the fill pattern of the machine is shown, which consists

of 900 occupied and 36 empty buckets. For this case, the first 300 bunches of the fill

pattern were selected to be excited. The carrier signal, which is a sinusoidal signal with a

frequency in accordance with the spin tune (450 kHz) and is generated by the NCO of the

TMBF system, is shown in subplot c. The message signal, which is a rectangular signal

with a period which equals the revolution time (533 kHz) and is used to modulate the

carrier signal, is illustrated in subplot b. In the end, the modulated signal in subplot d

can excite only the selected bunches of the fill pattern, leaving the others unaffected. The

part of the excited beam can be set by changing the duty cycle of the rectangular message

signal. This feature is essential for implementing the online energy measurements, where

the losses from the excited and the non-excited part of the beam are detected by the

two ADC masks separately and are used to detect the depolarisation event, excluding the

background data from external factors.

3.4.3 Amplifier problem

An amplifier is used to amplify the TMBF system’s signal before the stage of feeding the

striplines. A typical signal in the time domain is shown in Fig. 3.28a. This modulated

signal is a product of a sinusoidal signal with a rectangular wave signal. In Fig. 3.28b, the

discrete Fast Fourier Transform (FFT) of the designed modulated signal is shown. If the

frequencies of this signal used as inputs in the amplifier are not in the amplifier bandwidth

range, a distorted signal is created. The modulated signal harmonics that have frequencies

lower than the cutoff frequency of the amplifier are removed. A simulation of the effect of

a high pass filter completely suppressing the lowest frequency of the signal (0.16 f/frev)

is shown in Fig. 3.28b. The inverse FFT of this signal, when the low-frequency harmonic

is suppressed, is shown in Fig. 3.28c. The outcome in the time domain is a problematic

signal. The parts of the signal, designed to have zero amplitude, follow a sinusoidal signal

with a frequency equal to the one suppressed by the amplifier. Thus, the part of the beam

designed to be unaffected is excited with a lower frequency signal. When this frequency

matches the mirror frequency of the spin frequency (1 − 0.84), like this simulation case,
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Figure 3.27: The principle of excitation of half part of the beam, while the rest of the
bunches are unaffected. Subplot a depicts the fill pattern in the storage ring. The first
300 bunches that are excited are coloured gray. Subplot b and c show the message and
the carrier signal respectively. The modulated signal, used for the excitation of the beam
is shown in subplot d.
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the beam can get depolarised.

This is a significant problem of the excitation scheme, which cancels the online energy

measurements’ main idea. Because both parts of the beam are depolarised with unequal

strength, the ratio between the count rate of the beam loss monitor masks shows a slight

beam loss increase of 0.2% in a depolarisation event. This increase was low and did not

match the expected beam loss increase according to the calculations, even if the excitation

strength was high. The problem was resolved by exciting the beam with a higher frequency

signal. This frequency matches the spin tune which has the same non-integer part but

higher integer part. In this way, the higher harmonics frequencies of the modulated signal

fit in the amplifier’s bandwidth, and the output signal is not distorted.

3.5 Synchronisation

All the components of the accelerator are synchronised by utilising a timing system [110].

For this study, the main components that should be synchronised are the TMBF system

which produces the excitation of the selected bunches and the beam loss system, which

should detect the losses produced only by the excited bunches. The event clock is derived

from the 500 MHz master oscillator and is distributed to the TMBF system, the Low-Level

RF system and the event generator, as shown in Fig.3.29. The event generator (EVG)

generates the revolution clock and other events and distributes them over fibre optic links

to multiple event receivers (EVR). The EVRs decode the revolution clock and distribute

it as a TLL signal to the beam loss monitor system.

The TMBF system calculates internally the revolution clock when it receives the event

clock. This means that the revolution clock of the TMBF system and the beam loss

monitors are generated by different systems and results in two revolution clock signals

with the same frequency but with a phase difference.

Since the two systems have a phase difference, the ADC cycle sample sequence will be

shifted in relation to the bucket sequence. Thus, the number assigned to each bunch will

be different in the two different systems. An example is illustrated in Fig. 3.30 where the

blue colour shows the part of the fill pattern that consists of 936 buckets (900 are occupied

and 36 are empty). The two x-axes in Fig. 3.30 illustrate the number assignment in the

ADC cycle samples on the top and the TMBF system on the bottom. The first bunch of

88



3.5. Synchronisation

0 1000 2000 3000 4000 5000

Time

-1

-0.5

0

0.5

1

A
m

p
l.
 (

a
.u

.)

(a) The designed modulated signal.

0 2 4 6 8

f / f
rev

0

0.1

0.2

0.3

0.4

0.5

0.6

|P
(f

)|

designed signal

distorted signal

(b) Single sided discrete Fourier transform of the signal.

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Time

-1.5

-1

-0.5

0

0.5

1

1.5

A
m

p
l.
 (

a
.u

.)

(c) Distorted modulated signal.

Figure 3.28: Graphical explanation of the distorted amplifier’s output signal due to the
bandwidth of the amplifier.
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3.5. Synchronisation

Figure 3.29: The timing system for the synchronisation of TMBF system and the beam
loss monitor system. The blue line represents the fiber optic connections.
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Figure 3.30: The different reference of the bunches in the fill pattern and the beam loss
monitor system is shown in the two x-axes. The first bunch in the fill pattern is represented
by the 82nd ADC cycle sample in the beam loss monitor system. The total fill pattern in
the blue colour consists of 900 bunches. The excited 280 bunches are shown in the red
colour.
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Figure 3.31: Each ADC cycle sample correspond to four buckets in the fill pattern. The
beam loss rate for different ADC cycle samples

the fill pattern corresponds to the 9th bucket of the fill pattern, and the losses are detected

by the 90th ADC cycle sample in the beam loss monitor acquisition system.

When one part of the beam is set to be excited (in red colour in Fig. 3.30), a technique to

align the TMBF system and the beam loss monitors has to be employed. The beam losses

detected by an ADC mask follow the same pattern as the fill pattern. When the buckets are

filled, the beam loss monitors detect the losses that come from the corresponding bunches.

When the buckets are empty, the count rate is zero. Using the feature of changing the

length of the ADC mask window and the offset (explained in subsection 3.3.1), the window

of one mask of the beam loss system is set to be as short as possible (one ADC cycle sample

corresponds to beam losses produced by four buckets) and the offset increments by one. In

this way, the beam losses from different parts of the fill pattern are scanned. The acquired

data is plotted versus the number of the ADC cycle samples, as shown in Fig. 3.31 and is

compared with the fill pattern in Fig. 3.27a. From this comparison, the ADC cycle sample

that precedes the gap and corresponds to the first bunch of the fill pattern can be detected

and will be the reference to the alignment between the two systems.
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3.6 Summary

A detailed study was conducted to find the best material for the detectors of the beam loss

monitors. For the detection of Touschek particles, the detectors were installed downstream

of the collimators, where there is the highest ratio of physical aperture and dispersion. The

radiochromic film measurements demonstrated the area around the beam pipe where the

highest fraction of the electromagnetic shower, created by the lost particles, is deposited.

Four detectors were installed around the beam pipe and cover this area to maximise the

count rate of the beam losses. The main characteristics of the acquisition system for our

studies were described. The improvement of the acquisition system led to the optimisation

of pulses detection. Additionally, the feature of the ADC masks introduced in the system is

important for the working principle of the energy measurements during user time. Lastly,

the excitation scheme using the kicker striplines and the amplifier problem with its solution

was described, and the synchronisation of all the systems was presented.
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Chapter 4
Results and discussion

This chapter will discuss the results regarding the beam polarisation that can be achieved

in the storage ring of Diamond Light Source. The energy measurements using resonant

spin depolarisation accompanied by complementary studies will be demonstrated. The

challenges of the continuous energy measurements and our approach to resolving them are

presented. In conclusion, the main aim of this study, the continuous energy measurements

during user operation mode are shown.

4.1 Beam polarisation

A sufficient level of beam polarisation is essential for the implementation of the resonant

spin depolarisation technique. The maximum beam polarisation that can be achieved in

an ideal machine without the effect of magnetic field errors is 92 % [43]. However, in the

real case scenario, the beam polarisation does not reach this value. For the case of the

storage ring of DLS, the maximum level of the beam polarisation was measured.

4.1.1 Beam loss and lifetime data

The beam polarisation that can be achieved in the DLS storage ring was obtained from

the data provided by the beam loss monitors and the beam lifetime data that can be

derived by fitting the slope on the measurement of beam current taken by a parametric

current transformer (DCCT). Fig. 4.1 shows the data from beam loss monitors and DCCT

monitors, after the injection of 900 bunches corresponding to 300 mA beam current in the
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Figure 4.1: The beam losses and the lifetime versus time in minutes during the polarisation
process.

storage ring. The beam losses with these settings in the machine are considered to be

dominated by Touschek scattering. Data were acquired for 70 mins while the beam was

left to decay without any top-up injections, and wigglers were turned off.

Due to the decay of the beam current and the build-up of beam polarisation, the beam

losses decrease with time while the lifetime increases. To account for the effect of the

beam current decay and show only the effect of the polarisation build-up, the beam loss

data and the lifetime are normalised to the beam current according to:

1

I(t)2

dN

dt
∝ C(ε) + F (ε)P (t)2 I(t)

τ
∝ C(ε) + F (ε)P (t)2 (4.1)

These relationships are based on the equation 2.19 where the bunch population for a given

time N(t) is replaced by the beam current, assuming that all the bunches of the stored

beam have equal current. The functions F (ε), C(ε) can be treated for a given measurement

as constants [38]. The beam loss data is divided by the square of the beam current data,

and the lifetime data is multiplied by the beam current data according to Eq. 4.1. The

normalised data is shown in Fig. 4.2. The increase and the decrease of the lifetime and

beam losses respectively is equal to 10 %. The last ten minutes in both data sets show a
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Figure 4.2: The beam losses and the lifetime normalised to the beam current versus time
during the polarisation process.

plateau, indicating that the maximum level of polarisation has achieved.

4.1.2 Calculation of the beam polarisation

The relationship between the increase of the lifetime and the polarisation (P ) is given by

the following equation [15]:
τ(0)

τ(s)
= 1 +

F (ε)

C(ε)
P 2 (4.2)

where, τ(0) corresponds to the initial lifetime after the injection, when the beam polarisa-

tion equals to 0, and τ(s) is the lifetime value at any given time after the injection, when

the polarisation starts to build-up.

The variables F (ε) and C(ε) can be calculated according to equations 2.21, 2.22. The

beta function, the momentum acceptance, the beam energy and the horizontal emittance

were used for this calculation. The mean value of the variables C(ε), F (ε) are used as

constants for the beam polarisation calculations.

The polarisation can be calculated by using the beam lifetime or the beam losses data

based on equation 4.2. The polarisation expressed as P =

√(
τ0
τs
− 1
)
C(ε)
F (ε) is plotted

versus time in Fig.4.3. The beam lifetime can be derived by fitting a slope to the beam

current measurement from the parametric current transformer. Alternatively, a value

corresponding to the beam lifetime can be calculated from the measurement of beam

losses using Eq. 1.11 with the approximation that the bunch electron population N(t) is
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Figure 4.3: Polarisation build-up using beam loss data and lifetime data.

proportional to the beam current I(t).

The amount of polarisation will be a combination of the polarising and depolarising effects

and is given by [40] :

P (t) = PST
τd

τd + τST

[
1− exp

(
− t

τST

(
τd + τST

τd

))]
(4.3)

where PST and τST are the Sokolov-Ternov values for the equilibrium polarisation level

and the time constant, respectively, and τd is the depolarisation time constant. Using

formula 4.3, we can have an estimation of the polarisation level during the polarisation

process.

A fit according to equation 4.3 is applied to calculate the maximum equilibrium polar-

isation level that can be achieved and the corresponding polarisation time. An offset c

is introduced to include the polarisation that had already built-up at the beginning of

the data acquisition and should be added in the fitted variable Peq to calculate the total

equilibrium polarisation level.

Because of the excellent alignment given by the orbit correction schemes of DLS, the closed

orbit distortion are not strong to reduce the equilibrium beam polarisation, allowing the
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4.1. Beam polarisation

Insertion Device Length (m) Peak Field (T)

Wiggler I15 1.35 3.5

Wiggler I12 1.12 4.2

Table 4.1: Characteristics of the two insertion devices.

beam to acquire a polarisation level of 88%.

4.1.2.1 Effect of wigglers on polarisation

The equilibrium polarisation level PST is related with the integral of the magnetic fields

B along the curvilinear trajectory of the beam s [38], [111], [112]:

PST =
8

5
√

3

∮
B3ds∮
| B |3 ds

=
8

5
√

3

∮
ρ−3ds∮
| ρ |−3 ds

(4.4)

where ρ is the bending radius of a homogeneous magnetic field. The contribution of the

wiggler insertion devices in the denominator is given by:

∮
| ρ |−3 ds =

4Lw
3πρ3

w

(4.5)

where ρw = Bw
Bρ is the bending radius in the wiggler and is equal with the ratio of the

magnetic field in the wiggler to the magnetic rigidity. Lw is the length of the wiggler unit.

When wiggler insertion devices are introduced, the polarisation level is reduced. At the

DLS, there are two electrically powered wiggler insertion devices with the characteristics

shown in 4.1. Undulators are not considered in this calculation as their magnetic fields

are weak enough to reduce the beam polarisation level.

Using this information, the equation 4.5 for the case of DLS with the two wiggler inser-

tion devices reveals that the maximum polarisation that can be achieved is 63%. This

calculation was compared with the experimental data.

Data were taken with the two wigglers turned on and were used to measure the polar-

isation level. As shown in Fig. 4.4 the polarisation that can be achieved calculated by

the experimental data fit is 65%. The experimental data is in good agreement with the

theoretical calculation.
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Figure 4.4: Polarisation build-up with wigglers turned on.

4.2 Beam depolarisation measurement

The resonant spin depolarisation of the beam was demonstrated, and different complemen-

tary measurements were conducted to understand the results and verify the theoretical

approach.

4.2.1 Resonant Spin Depolarisation scan

The basic working principle of the resonant spin depolarisation is: the beam is excited by

a horizontal magnetic field produced using a set of vertical stripline kickers. The magnetic

field is set to oscillate at a frequency fdep, which matches the fractional part of the spin

tune. When the vertical excitation frequency resonates with the spin tune, the spin-vector

is tilted away from the vertical axis by a small amount in successive revolutions of the

storage ring, gradually reducing the beam polarisation. The particle loss rate increases,

when the beam polarisation decreases. This is due to the spin-dependent Touschek scat-

tering cross-section according to Eq. 2.19. An example of a depolarisation scan is shown

in Fig. 4.5. The loss rate normalised by the square of the beam current is plotted against

the frequency that the beam is excited with. Thus, given the assumption that beam losses
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do not originate from other reasons than the beam decay and the beam depolarisation,

the increase of the beam losses indicates the spin precession frequency and consequently

the beam energy.
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Figure 4.5: Resonant spin depolarisation scan.

4.2.2 Touschek particle detection in high dispersion areas

According to other studies related to the detection of the Touschek particles, it was sug-

gested that the best location for their detection is a high dispersion section following

sections where a high particle density is reached [95], [36], [25]. Following this recom-

mendation, a set of beam loss monitors was placed in a high dispersion position in the

accelerator, one outside the ring chamber and another inside. However, because the phys-

ical aperture was not as small as the one after the collimators, the loss rate during the

depolarisation scans did not indicate depolarisation during most of our attempts. In

contrast, the depolarisation event was evident by the loss rate in the location after the

collimators.

The coincidence counting of the beam losses during depolarisation was studied as well. The

coincidence counting was implemented in the acquisition system, and data were recorded

from the beam loss monitors in both locations during depolarisation scans. None of the

energy measurements scans showed an increase in the detected loss rate due to depolari-

sation.
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4.2.3 New approach of the depolarisation scan

One of the main challenges of the energy measurements is the background beam losses

created by causes different from depolarisation during user time. The idea of gating the

excitation pattern and the beam loss detection was introduced as described in Section

3.3.1 to overcome this problem. The TMBF system has the capability to select and excite

only the bunches that are of interest. The implementation of this capability is described

in Section 3.4. The beam loss data acquisition system is equipped with two ADC masks

that can monitor only a selected part of the beam. The main principle of the continuous

measurements is to excite one part of the beam and count the beam losses using one ADC

mask that is time-aligned with the excited part, while the second mask counts the beam

losses produced by another, equivalent in charge, part of the beam. The benefit of this

technique is that the external factors that will modify the beam losses, like the change of

the insertion device gaps, will be recorded by the two masks, but the losses created due to

depolarisation will be seen only by one mask. As is shown in Fig. 4.6a, the beam loss data

recorded from the excited and non-excited mask during user time show the same trend

until the excited mask starts to depolarise and the losses become high. Dividing the counts

from the two masks, the initial ratio (before depolarisation) will be equal to one. When

depolarisation occurs, this ratio will change, and the frequency of the excitation signal

at which the depolarisation occurs will indicate the spin precession frequency. The ratio

against the excited frequency, which is translated in energy values, is shown in Fig. 4.6b.

Fig. 4.6c shows the vertical emittance data during the energy measurement scan. The

data show that the vertical beam size is not disturbed during the beam excitation. The

big spike in the start of the scan is due to external factors, the same that produced the

high beam losses in the two masks. An error function fit, according to Eq.2.33, is used

to determine the energy, the width of the resonance and the beam loss increase with the

corresponding uncertainties. The error of each measurement is in the order of keV. The

idea of the beam loss rate normalisation using the losses from two bunches circulating in

the storage ring [113] was first introduced at the VEPP-4 storage ring facility at Budker

Institute Nuclear Physics (Novosibirsk, Russia). However, we established the same idea

using all the bunches of the fill pattern independently. Only later, when preparing the

publication for the present work [114], we came upon the study of VEPP-4.
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(a) The beam loss data recorded from the excited and non-excited
mask during user time.
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(c) The vertical emittance during the beam excitation

Figure 4.6: The ratio of the beam loss data from the two masks show the beam depolari-
sation. The vertical emittance shows that the vertical beam size does not change during
the beam excitation.
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4.2.4 Accuracy of the energy measurement

Resonant Spin Depolarisation is a high accuracy energy measurement technique. However,

systematic errors set the resolution limit of the method. Some of them are:

– The fundamental limit is set from the measurement of the electron mass [48].

– The revolution frequency and the frequency of the magnet used to excite the

beam introduce additional uncertainties.

– The depolarising resonance width, which increases when the beam is excited

strongly, with small, long-lasting frequency steps as explained in paragraphs

4.2.6, 4.2.7, limit the accuracy of the measurement. Thus, it should be suffi-

ciently small to reach a good precision in the measurement, while the resonance

is strong enough to be observed. The biased energy value can be corrected with

an opposite direction frequency scan [115], [116]. Thus, both sides of the res-

onance can be scanned, and the center of the resonance can be detected from

both directions. If there is a discrepancy, a correction can be applied to min-

imise the energy measurement bias, as explained in paragraph 4.2.5.

– The spin tune spread can be the origin of systematic tune shifts. This effect is

expected to be very small.

– In a real storage ring, the optics imperfections that do not allow the beam

to reach the maximum theoretical polarisation level, can affect the accuracy

of the energy measurement [117], [118]. The radial error fields that the beam

experiences mainly at the quadrupoles and sextupoles can cause a perturbation

of the spin tune δν, which is added to the nominal spin tune ν0. The final spin

tune ν = ν0 + δν is not dependent on the same energy as the nominal spin tune

ν0, and a bias is introduced in the measurement.

4.2.5 Reverse scan

In this test, the depolarisation scan was repeated backwards. One of the purposes of this

scan was to distinguish the depolarisation resonance from a betatron resonance. In the

first scan, the beam was excited, with frequencies ranging from a low value to a high

value. The same scan, with the reverse sequence of frequencies, was repeated as is shown

in Fig. 4.7 in the red line. The results showed that the beam losses increase and are not
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restored when the scan is stopped. This scan validated that the crossed resonance is the

depolarisation resonance.

The reverse scan approach can be employed to correct the bias introduced in the energy

measurement due to the non-zero spin resonance width. The set of the two scans can

give information about both sides of the resonance. The peak of the resonance, which

correspond to the beam’s energy, can be measured by the two scans. If the two values do

not agree, the difference between them can be calculated, and the mid-value can give a

more accurate energy measurement. The two scans in Fig. 4.7 were fitted to calculate the

energy and the width of the resonance. The energy was found to be the same for both of

the scans, while the width was 11 keV for the normal scan (in the blue line) and 15 keV for

the reverse scan (in the red line). This approach can be considered to be applied to correct

the width systematic error when the resonance is strong. When the resonance strength is

weak, as in this case, the width systematic error is small.

4.488 4.4885 4.489 4.4895 4.49 4.4905 4.491

frequency (Hz) 10
5

1

1.005

1.01

1.015

1.02

ra
ti
o

Figure 4.7: The normal scan and the reverse scan are shown in the blue line and red line
respectively.

4.2.6 Strength of resonance

Different parameters of the depolarisation scan were studied to understand and improve

the depolarisation method. The impact of the magnetic field strength produced by the

stripline kickers during the depolarisation scan was investigated. The scan was repeated

with two different gains in the amplifier of the striplines. The increase in amplifier’s gain
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Figure 4.8: Two depolarisation scan with different gain in the amplifier of the striplines.

leads to a higher increase of the beam losses during the depolarisation scan, as is shown in

Fig 4.8. The width of the resonance follows the same trend. This was expected according

to the simulations using the FESTA code.

4.2.7 Excitation duration of the depolarisation scan

The duration of the excitation in the depolarisation scan was investigated. According to

Froissart-Stora, the depolarisation will be stronger for longer excitation. Fig. 4.9 shows

different depolarisation scans for different excitation time values. Indeed, stronger depo-

larisation can be achieved in the expense of long duration scans.

4.2.8 Synchrotron sidebands

The synchrotron oscillations modulate the spin tune resulting in synchrotron sidebands

around the main resonance frequency. The frequency distance between the synchrotron

sidebands and the main resonance equals the synchrotron frequency. To distinguish the

main resonance from its sidebands, the RF voltage changes and consequently, the syn-

chrotron frequency changes as the relationship between these two parameters is dictated

by the formula:

ω2
s =

2πhα

E0T 2
0

√
(eV )2 − U2

0 (4.6)
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Figure 4.9: Depolarisation scan for different excitation times.

where α is the momentum compaction factor of the ring, h the harmonic number, E0 the

beam energy, T0 the revolution time, U0 the energy loss of the electron in one turn and V

the RF acceleration voltage. The RF voltage was set to 2.9 MV, 2.5 MV and 2.1 MV and

the left synchrotron sideband resonance and the main resonance were excited. As is shown

in Fig. 4.10 the left resonance was shifted 180 Hz towards the right in each step, which is

the expected shift for 0.4 MV decrease in the RF voltage. This measurement identifies the

main resonance, which remains the same for all the scans and the synchrotron sideband,

which shifts towards the main resonance when the synchrotron frequency decreases.

The beam loss increase due to depolarisation for the case of 2.9 MV is lower compared to

the other two cases. This could be caused by the incomplete equilibrium polarisation, since

the measurements with 2.9 MV RF voltage started first. When both parts of the beam

get polarised simultaneously, the loss rate ratio between them is one. However, when the

unexcited mask is polarised completely, we can see the re-polarisation of the excited mask

after the depolarisation event in Fig. 4.10 for the case of 2.1 MV and 2.5 MV RF voltage.

4.2.9 Continuous energy measurements

One of the key aims of this project was to make the energy measurements compatible

with the user operation, while the vertical emittance of the beam is small. Studies at

BESSY [36] have shown previously that energy measurements were achieved during user

operation using a beam with vertical emittance in the range of a few nm-rad. The Diamond

Light Source operates with a small vertical emittance in the range of 8 pm-rad and the main
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Figure 4.10: Three depolarisation scans to identify the main resonance and the sidebands.

challenge is not to affect this quantity when the beam is excited during the depolarisation

scans. During user time, a low current is applied in the striplines, which is enough to

depolarise the beam but not affect the beam’s quality. Then, the new approach of the

depolarisation scan is used. Fig. 4.11 illustrates the continuous energy measurements

that took place for three weeks of user operation of DLS. The energy is changing in the

range of 10 keV. These results are very important to study the stability of the energy

and investigate the sources of the beam energy fluctuations. The beam can be subject to

changes in circumference due to temperature change. After a long shutdown or during

different seasons, the temperature will change the circumference of the machine and is

expected to result in a different beam energy.

The beam energy E in an electron storage ring is related to the integrated dipole field

strength BnIn by the equation [69]: E(GeV ) = 0.29979
2π

∑
nBn(T )In(m), where n indicates

the nth element. Energy drifts can emanate from factors that change the integrated dipole

field strength such as the horizontal COD in the quadrupoles, non-zero average horizontal

COD in the correctors, noise in the magnets power supplies [37], [119].

In the end, the impact of the insertion devices in the energy stability could be investigated.

4.2.10 Betatron resonances

The high sensitivity of the beam loss detectors enables them to detect losses created by

excited higher order betatron resonances. An increase in the vertical emittance during the
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Figure 4.11: Energy measurements every hour for a duration of three weeks of user oper-
ation. The energy changes over the time in the order of ten keV.

crossing of the betatron resonances is observed, accompanied by decreased beam losses.

After the crossing, the above parameters are back to their normal values. These resonances

interfere with the beam loss data due to depolarisation resonance and add background

noise to the measurement. In Fig. 4.12a the red data represent the losses recorded during

the time the beam is excited. The results in Fig. 4.12b show two betatron resonances and

an underlying depolarisation resonance. The depolarisation resonance is identified by the

increased count rate at the end of the scan and the simultaneous decrease of the vertical

beam size. This data is difficult to fit and calculate the energy of the beam. For this

purpose, after the excitation of each frequency, the scan is suspended for one second, and

the blue data is recorded. Since the beam losses due to betatron resonances fade out in the

period of 1 s the blue data show only the losses due to depolarisation that remain. These

data, which show clearly the beam depolarisation, can be fitted and provide an energy

measurement.

4.2.11 Top-up normalisation

For the online energy measurements, the excitation strength was chosen to be as low as not

to disturb the vertical emittance. This implies that for a decent amount of depolarisation,
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Figure 4.12: The betatron resonance excitation shown in beam losses and the vertical
beam size.
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Figure 4.13: The ratio of the beam losses acquired by the two masks in the red line changes
after each top-up injection which are illustrated by a vertical black line. The blue data
show the data after the analysis for normalising the steps due to the top-up injection.

the beam should be excited for a long time, according to the Froissart-Stora formula.

Typically, scans last more than ten minutes, which is the time interval between the top-

up events at DLS [120]. The top-up system selectively fills the bunches with the lowest

charge and creates inequalities between the losses of the two masks, as the losses depend

on the total charge in each mask. For this reason, the ratio between the counts of the two

masks is recorded before and after the injection without beam excitation. The difference

between the two count rates is calculated and subtracted from the new data set after the

injection. The data before and after the analysis are illustrated with the red and the blue

line, respectively, in Fig. 4.13. Thus, the depolarisation scans can last for long periods,

keeping the ratio of the two masks unrelated to the top-up injections.

4.2.12 Momentum compaction factor

The high accuracy of the resonant spin depolarisation to measure the beam energy was

exploited to measure the momentum compaction factor. The momentum compaction

factor is defined as the relative change in the electron’s path length with respect to a
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relative change in the beam energy.

α =
∆l/l

∆p/p
(4.7)

According to the principle of phase stability, the RF frequency defines the reference path

length for one revolution of the storage ring.

l =
hc

fRF
(4.8)

where h is the harmonic number. As such, a relative change in RF frequency is equal and

opposite to the relative change in path length

∆l

l
= −∆fRF

fRF
(4.9)

and the compaction factor can be expressed as [121]:

α = −∆fRF /fRF
∆p/p

(4.10)

By measuring beam energy as a function of RF frequency, a linear polynomial fit can

extract the momentum compaction factor. The beam current was set to 50 mA in order

for the optics to be close to the model. The low loss rate due to low beam current was

not a problem for detecting the beam depolarisation due to the high sensitivity of the

beam loss system. The RF frequency was varied in the range of ±100 Hz. The results

are shown in Fig. 4.14, and the calculated value for the momentum compaction factor is

α = (1.61± 0.03)× 10−4. This agrees with the value calculated using the machine model

of α = 1.56× 10−4.

4.3 Summary

The beam polarisation was measured using the lifetime data for two cases, with wiggler

insertion devices on and off. According to the experimental studies and the calculations,

the two insertion devices decrease the beam polarisation level from 89% to 62%.

The principle of resonant spin depolarisation was described with experimental data. The

new approach to depolarise one part of the beam while the other is used to witness beam
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Figure 4.14: The relative change of the energy is plotted versus the relative change of the
RF frequency. A linear fit derives the momentum compaction factor.

losses created from different factors was introduced. High precision of ∆E
E = 10−6 was

achieved, while the vertical beam size was not affected during user time. Phenomena that

limit the accuracy of the resonant spin depolarisation measurements were discussed. A

good orbit correction system and high-quality alignment of the magnets is mandatory for

a high level build-up polarisation and accurate energy measurements.

The reverse scan and the sidebands study were used to distinguish the main resonance from

the synchrotron sidebands or any betatron resonances. The reverse scan was suggested as

a good approach to correct the systematic error related to the resonance width when the

depolarisation resonance is strong.

The scan with different excitation time and gain in the amplifier of the striplines was

repeated. The impact of these parameters on the depolarisation resonance revealed the

optimal approach for the excitation method in the measurements. It was suggested that

the excitation of the depolarisation resonance should be sufficiently weak to reach a good

accuracy in the measurement and strong enough for the resonance to be observed.

The continuous energy measurements for three weeks were presented. The energy varied

in the range of 10 keV. The beam stability can be studied using this measurement as a tool
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to relate the changes of the energy to changes on other machine’s parameters. In the end,

due to the high precision of the resonant spin depolarisation technique, the momentum

compaction factor was measured successfully.

112



Chapter 5
Conclusions

5.1 Summary of work

The technique of Resonant Spin Depolarisation was studied for the case of Diamond elec-

tron storage ring. The method was successfully conducted and the energy was measured

with high precision.

The energy measurement was difficult to be conducted prior to the present work. The

RSD method requires a polarised beam which means a long period was needed for this

measurement. The approach to measuring the energy during user time had been chal-

lenging as the beam could not be excited strongly, to avoid disturbing its small vertical

emittance. A weak excitation, however, would not reveal the depolarisation resonance in

the beam loss monitors that were used for this measurement.

One part of this study was focused on the polarisation level that can be achieved in the

storage ring of DLS. The polarisation level was calculated theoretically using the SLIM

code. The most important finding using the results from the SLIM calculation revealed

that a high level of polarisation cannot be achieved when the sum of the betatron and the

spin tune is equal with an integer. Thus, the betatron tunes should be chosen carefully in

order to allow the beam to polarise and later conduct the energy measurement with RSD.

The polarisation level was calculated experimentally for the circumstances of the wigglers

being turned on and off. It was found that wigglers reduce the polarisation level but the

level of the polarisation is enough in order to conduct a depolarisation measurement.

This project aimed to improve the detectors employed for this method as well as to develop
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a technique that will allow the measurement to be conducted during user time to overcome

the existent challenges.

It was shown that the high count rate of the beam loss monitors was paramount for the

success of this measurement. According to Poisson statistics which the counting method

follows, the error of a measurement decreases with the number of the counts. The detectors

were designed and positioned to capture the largest part of the beam losses. The sensitivity

of the scintillator which was used as the detector in the beam loss monitors allowed the

system to maximise the pulses created by the losses. The algorithm that was used for the

pulse counting was improved and the system of the beam loss monitors could give a high

accuracy in the measurements and reveal small changes in the created beam losses that

could not be detected before.

Changes in the beam loss rate were detected with the new system even with weak exci-

tation of the depolarisation resonance. This made the measurement compatible with user

operation as the vertical emittance is not disturbed. Thus, there is no need for dedicated

time to allow the beam to polarise and the measurements can be conducted continuously

in the storage ring providing a reading of the energy in a frequency that has not been

implemented before in DLS. However, the challenge that was met due to high sensitivity

was the detection of background data.

Background data was generated either by losses due to external factors, like the changing

of the gap in the insertion devices or by the excitation of higher-order betatron reso-

nances during the scans of the energy measurement. Two different strategies were used to

overcome these problems.

The losses due to external factors were anticipated by the gating of the excitation and the

detection scheme. One part of the beam is excited and the beam losses from this part

were normalised with the beam losses from another non-excited part of the beam with

equal charge. In this way, the ratio of the beam losses of the two parts of the beam shows

only the effect of the excitation.

The beam losses due to the excitation of the betatron resonances were separated by the

beam losses due to depolarisation. This was accomplished by collecting data after the

excitation of each frequency and not in parallel with the excitation. This allows the beam

to recover from the excitation of the betatron resonance. The data of the beam losses will

witness the depolarisation when it happens without including the background data.
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When the depolarisation resonance is not detected due to the weak excitation, the exci-

tation time and the frequency step of the scan were increased. This approach follows the

Froissart-Stora equation for the depolarisation process and results in long-lasting energy

measurements scans. FESTA simulations were used for understanding the depolarisation

resonance process since the Froissart-Stora equation describes only the relationship be-

tween the polarisation level after and before the excitation. The expected shape of the

depolarisation resonance was simulated successfully from FESTA and the results guided

the later experiments. However, there was not an agreement between the depolarisation

level and the width of the resonance between the simulation and the experiment.

After anticipating all these challenges, the energy measurements were successfully con-

ducted during user time. An energy measurement reading is given every hour and the

beam energy stability can be studied. The online measurements were demonstrated for a

period of three weeks in this thesis.

5.2 Future Work

This work has been successful and the energy measurement technique of RSD is working

in the storage ring of DLS. However, there is some further work that could be conducted

as complementary to this study.

Regarding the detectors, the location of the beam loss monitors to detect Touschek par-

ticles could be studied further. Finding locations along the ring where the detected beam

losses come only from Touschek scattering would be of interest. This count rate could

be compared with the count rate of this study where the detectors were placed after the

collimators and beam losses were created from other causes as well. Coincidence counting

could be explored as well, since the algorithm is already implemented in the acquisition

software.

The energy measurements that are collected every hour can be used for further studies.

Any changes in the energy, could be correlated with other changes of beam or machine

parameters. The stability in the long term could be explored as well.

One more useful addition to this work could be the implementation of a software that

can run the energy measurements script in parallel with all the other measurements and

diagnostics, without the need of a user to start and stop the scan.
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List of Abbreviations

RF Radio Frequency

PMT Photomultiplier Tube

SLIM Solution by Linear Matrices

FESTA Fast Electron Spin Tracking based on Accelerator Toolbox

RSD Resonant Spin Depolarisation

DLS Diamond Light Source

ADC Analog-to-Digital Converter

GUI Graphical User Interface

FPGA Field Programmable Gate Arrays

LINAC Linear Accelerator

COD Closed Orbit Distortion

XOP X-ray Optics

DCCT DC Current Transformer

TMBF Transverse Multibunch Feedback

DAC Digital-to-Analog Converter

NCO Numerical Control Oscillator
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EVG Event Generator

EVR Event Receiver

TTL Transistor-transistor logic
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