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Genetic optimization of attosecond-pulse generation in light-field synthesizers
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We demonstrate control over attosecond-pulse generation and shaping by numerically optimizing the synthesis
of few-cycle to subcycle driver wave forms. The optical wave-form synthesis takes place in an ultrabroad spectral
band covering the ultraviolet-infrared domain. These optimized driver waves are used for ultrashort single-
and double-attosecond-pulse production (with tunable separation), revealing the potentials of the light wave
synthesizer device demonstrated by A. Wirth et al. [Science 334, 195 (2011)]. The robustness of the results are
also analyzed with respect to attosecond-pulse propagation phenomena.
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I. INTRODUCTION

The rapid development of femtosecond laser technology
provided the tool for studying extreme nonlinear optical
interaction of laser light with atoms resulting in high-
order-harmonic generation (HHG). Thus the production of
attosecond-pulse trains [1,2] and isolated attosecond light
pulses [3–5] became possible. These, being the shortest
controllably producible light pulses available today, are used in
basic research to study the time-resolved evolution of electron
wave packets during phenomena like photoionization [6–9],
hole migration [10], Auger decay [11,12], and others occurring
at the attosecond time scale [13,14]. Since the generation of
attosecond light pulses is a highly nonlinear process, it is very
sensitive to the properties of the generating (driver) pulse. This
poses strict requirements on the shot-to-shot stability of the
energy, shape, and carrier-envelope phase (CEP) of the gener-
ating pulse. On the other hand, this sensitivity also offers an
opportunity to produce attosecond pulses with widely varying
parameters by fine-tuning the properties of the generating laser
pulse.

The recently developed light-field synthesizers [15,16]
made possible the production of few-cycle laser pulses with
almost arbitrary shape. This promises unique possibilities for
highly controlled attosecond-pulse production. However, from
the practical point of view, one needs to consider the large
number of degrees of freedom in a light-field synthesizer. Such
a device is based on the spectral separation of laser radiation
into three to four interferometer channels where amplitudes,
CEP values, and relative delays are independently adjustable.
After the recombination of these channels to a single-cycle
or subcycle optical driver pulse, the high-order-harmonic-
generation process can take place. Attosecond pulses are
typically generated by spectral and spatial filtering of this
high-order-harmonic beam [5]. The two or three independently
controllable parameters for each spectral channel, together
with spectral filtering of the harmonic beam, generate a
parameter space with so many dimensions that it is already
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infeasible to scan it experimentally in order to study the
capabilities of the light-field synthesizer setup in attosecond-
pulse production.

In this paper we analyze the possibilities offered by
light-field synthesizers in attosecond-pulse generation using a
genetic algorithm. These types of algorithms, widely used for
optimization of many-parameter processes involving highly
nonlinear response functions, enable the search for a parameter
set that would produce a predefined result, in our case,
attosecond pulse(s) with specific features.

As attosecond pulses are used in pump-probe experiments
to study electron dynamics at the shortest possible time scales,
the main goals of research in this area are to produce even
shorter light pulses [17,18], to realize XUV pump–XUV
probe experiments [19], and to extend their applicability by
increasing the photon energy [20,21], photon flux [22,23], and
repetition rate [24–26] of the generated harmonics.

Evolutionary algorithms have been used in numerical
calculations of HHG to optimize harmonic yield [27–29]
and phase matching [30], to extend the cutoff [31,32], and
to generate single attosecond pulses (SAPs) [33,34]. The
optimization of several experimental HHG setups has also been
carried out with self-learning algorithms [35–38]. In order
to study the possibilities offered by light-field synthesizers
in attosecond-pulse generation, we set the goals in our nu-
merical optimization to produce the shortest possible isolated
attosecond pulses, and attosecond double pulses with variable
separation between them.

II. SIMULATION METHODS

Our goal was to implement a simulation environment using
an experimentally demonstrated synthesizer instrument [15] in
order to optimize its parameters and to check the possibilities
of different attosecond-pulse-shape generations by tailoring
the driving pulse. The modeled device divides a white-light
supercontinuum into three spectral channels (Fig. 1) covering
1.51 octaves. A delay line, wedge pairs, and an aperture are
built into each channel, making it possible to control the three
pulses’ delay, CEP, and energy, respectively. Finally, these

1050-2947/2014/90(2)/023855(7) 023855-1 ©2014 American Physical Society

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Repository of the Academy's Library

https://core.ac.uk/display/42927089?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://dx.doi.org/10.1126/science.1210268
http://dx.doi.org/10.1126/science.1210268
http://dx.doi.org/10.1126/science.1210268
http://dx.doi.org/10.1126/science.1210268
http://dx.doi.org/10.1103/PhysRevA.90.023855


E. BALOGH et al. PHYSICAL REVIEW A 90, 023855 (2014)

FIG. 1. (Color online) Spectral channels of the driving wave from
1040 to 272 nm. The boundary wavelengths are 698, 501, and 347 nm.
We extended the three experimentally demonstrated channels with a
fourth super-Gaussian in the UV range.

are recombined to form an extremely short (single-cycle or
subcycle) laser pulse [15].

Aiming to have more freedom in the simulation, in addition
to the three channels with experimental spectra, we added a
fourth (UV) channel, extending the total usable bandwidth to
1.88 octaves, and tuned the parameters of each channel to have
more control over the synthesized driving field. The choice
of the spectral region of the fourth super-Gaussian channel
was based on recent developments of the field synthesizer
[39]. In our model a fine delay, the CEP, and the amplitude
can be set for all four channels (Fig. 2), defining a set of
independent parameters. After adding the channels together
again, the driver was normalized to a constant maximum.
The simulation then calculates the Lewenstein integral for the
synthesized driver wave form [40] as a single-atom response
in Ne gas.

The optimization part was done by a genetic algorithm;
this is an adequate choice because of the high nonlinearity of
the result in the parameters. In each case a fitness function is
defined to decide how suitable the individual driver pulse is for
predefined simulation goals (such as short-attosecond-pulse
generation or double-attosecond-pulse generation). Starting
with a random population, the code eliminates the worst
individual parameter combinations in every generation, and

by dynamically adjusting the mutation ranges, it converges in
50–80 generations.

The response of a single atom to the synthesized driver field
is calculated in the strong-field approximation [40,41], which,
for the time-dependent dipole moment, yields

x(t) = i

∫ t

−∞
dt ′

(
π

ε + i(t − t ′)/2

)3/2

d∗[pst (t
′,t) − A(t)]

× d[pst (t
′,t) − A(t ′)]E(t ′) exp[−iSst (t

′,t)] + c.c.,

(1)

where E(t) and A(t) denote the time-dependent electric field
and vector potential of the laser pulse, d(p) denotes the atomic
dipole matrix element for the bound-free transition, ε is a small
positive number to remove the divergence at t = t ′, pst is the
stationary point of the canonical momentum, and S(t ′,t) is the
quasiclassical action.

The harmonic spectral amplitudes are calculated as ω2x(ω),
where x(ω) is the Fourier transform of the time-dependent
dipole moment.

Since the generated harmonic radiation has an intrinsic
chirp (that is so robust that even with the genetic optimiza-
tion it could not be changed substantially), the attosecond
pulse obtained from the full high-harmonic spectrum is not
the shortest pulse. To find the conditions of shortest-pulse
generation we used spectral filtering in the genetic algorithm
as an extra degree of freedom before calculating the inverse
Fourier transform (iFT). The spectral limits used in the iFT
are also parameters of the genetic optimization; hence they are
defined by the algorithm and may change in each optimization
step.

It is known that each harmonic component of the spectrum
has contributions from two significant trajectories per half
optical cycle, called the short and long trajectories. The radia-
tion produced by the two trajectories has different properties,
and as a result, the long trajectory components are usually
eliminated in experiments either naturally by phase matching
or by spatial filtering of the harmonic beam. In most cases this
elimination is also desirable, as this way the harmonic emission
becomes less divergent, the attosecond pulses become shorter,
and, moreover, the developed postcompression methods make
use of the initial positive chirp, which is characteristic of only
short-trajectory radiation [42].
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FIG. 2. (Color online) Flow sheet of the genetic optimization process of a light-field synthesizer for the generation of tailored attosecond
pulses.
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In semiclassical models of HHG, these two trajectories dif-
fer in their travel time from ionization to recombination. When
calculating Eq. (1), the lower t ′ and upper t limits of the integral
define the longest electron travel time that is accounted for in
the model. By limiting the integration to a short-time region,
the emissions from recombining electrons that perform long
trajectories can be minimized. Inserting a full macroscopic
model into a genetic optimization process (calculating tens
of generations before convergence) exceeds the computing
capacity available for most research groups, so we chose to
emulate the macroscopic elimination of long trajectories in
the genetic algorithm by restricting the integration time in
Eq. (1) so that only short-trajectory components contribute to
the dipole spectrum. Since the instantaneous frequency of the
synthesized laser field practically changes in each half cycle,
we performed classical calculations to find the travel time
corresponding to the cutoff trajectory, and the obtained value
was set as integration time.

In order to establish to what extent the limitation of the
integration time can be used to mimic part of the macroscopic
effects for the complicated fields in question, we performed
three-dimensional (3D) calculations using the driver fields
optimized by the genetic algorithm for single-atom interaction
and compared the results to the integral-limited single-atom
calculations. In the 3D model we assume Gaussian beams
with a 40-μm beam waist for all four fields and a gas medium
placed at their common focus. In these calculations the effect
of dispersion, absorption, plasma dispersion, and the optical
Kerr effect are taken into account when propagating the four
pulses through the gas cell. The wave equations for the four
fields are solved as described in [43], where the nonlinear terms
contributing to the refractive indices (optical Kerr effect and
plasma dispersion) are calculated from the superposition of the
four fields. In this way the four fields propagate independently
in the same medium, but each field “sees” a specific refractive
index as given by the nonlinear terms noted previously. For the
ionization the Ammosov-Delone-Krainov model is used [44],
and the ionization by harmonic field through reabsorption is
neglected.

The propagated fields are then used to calculate the
single-atom response over the interaction region, now without
restricting the integration time in Eq (1). We assume linear
polarizations in a common direction for all fields; thus the
single-atom response is also linearly polarized in the same
direction and enters the source term for the wave equation
describing the propagation of the harmonic field. The final
result of this step is the harmonic near field at the exit of
the gas medium. The far field is eventually obtained using
Huygens’ integral for arbitrary ABCD ray-transfer matrices
[45], assuming that the harmonic beam is propagated through
an aperture and refocused, a procedure which eliminates the
components with high divergence.

We note here that the ionization model used by us loses
accuracy when applied to few-cycle pulses [46]; therefore we
tried to minimize the role of ionization in our interpretation
of the macroscopic results. To this end, no optimization of the
macroscopic parameters was carried out, apart from selecting
a gas pressure which favors the phase matching of short
trajectories (in our case this varies from 20 to 66 mbar),
something that is usually the case in experiments as well.

The length of the gas cell is also limited to just 0.6 mm in all
cases in order to minimize the role of macroscopic effects.

III. RESULTS

A. Isolated attosecond pulses

Currently, the shortest SAP demonstrated experimentally
is 67 as long, produced with double optical gating and
compressed by a zirconium filter. That setup uses polarization
gating to isolate a SAP from a pulse train and advantageous
macroscopic effects to eliminate high group-delay-dispersion
harmonics close to the cutoff that would make the generated
pulse longer [18]. Without the use of the polarization gating
technique, the shortest SAP demonstrated is 80 as long,
measured after passing through a zirconium foil used for
postcompression [17]. The length of the generated pulse is
defined by its bandwidth and phase locking of the constituting
spectral components, both of which are improved by increasing
the driver intensity [47]. Since the aim of this paper is not
to find the achievable pulse duration minimum but to study
the extent of tunability of the high-order-harmonic-generation
process by exotic driving-field shapes, in the optimization
algorithm we fixed the peak intensity of the generated pulse
to 1.5 × 1015 W/cm2. At this intensity the subcycle driver
pulse produces an ionization rate of ∼15%–22% (depending
on the pulse shape) in neon, which is still feasible to be used
experimentally.

If we take a driver pulse that can be derived from the light-
field synthesizer spectrum (Fig. 1) with constant spectral phase
(i.e., no optimization performed) and normalized to the same
peak intensity, we can generate a SAP with a 73-as FWHM
pulse length with only the single-atom response considered.
Therefore we set out to see first whether a genetic optimization
process of the driving field can deliver a better result.

Our first goal was to apply the genetic algorithm to find
the optimum field shape producing the shortest possible single
attosecond pulse with at least 10:1 contrast ratio, varying all the
available free parameters, with the restraint of the fixed peak
intensity. The genetic algorithm converged to a solution, where
the optimized single-atom calculations predict the possibility
to generate a 55-as-long SAP (see Fig. 3). The optimized laser
field is illustrated by its electric field and the half-cycle period
(π/|dϕ/dt |; Fig. 3(a)]. Gabor transform of the single-atom
Lewenstein dipole [Fig. 3(b)] indicates the time-frequency
structure of the emitted radiation. We observe a broad emission
between −1.0 and 0.2 fs, and there is also a narrower emission
around 0.5 fs emitted in the next half cycle; however, this is
eliminated from the temporal picture by spectral filtering. The
optimization procedure indicated 118- to 195-eV bandwidth
for the shortest single-pulse production and an average group
delay dispersion of 1460 as2. The spectrally filtered radiation
transformed to the time domain [Fig. 3(c)] indicates 51-as
pulses when the Lewenstein integral is limited to include
only short trajectories. The unlimited integral produces a
second peak corresponding to long trajectories [see Fig. 3(b)].
Macroscopic calculations predict a slightly longer 72-as pulse
duration with the same generating field when radiation with
>1 mrad divergence is filtered out of the harmonic beam
[Fig. 3(d)]. We add here that the 73-as pulses generated by the
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FIG. 3. (Color online) Generation of short, isolated attosecond pulses. (a) Driver electric field (black solid line) and instantaneous half-cycle
period (red dashed line). (b) The time-frequency map of the generated dipole radiation from the full Lewenstein integral shows the presence of
the two trajectory components, (c) which results in the two pulses in the single-atom calculations. (d) Macroscopic effects, however, eliminate
the second pulse, and spatial filtering also makes the remaining one shorter. Harmonics between 118 and 195 eV are used here for the synthesis
of the attosecond pulse.

constant spectral-phase driving field (cosine shaped) would
stretch to a 106-as length by propagation and are narrowed to
95 as by spatial filtering.

The other criterion used in this optimization, having a SAP
with a minimum contrast ratio of 1:10 (that is, suppressing the
side pulses), is also fulfilled and improved in the macroscopic
results. We see that the contribution of long trajectories and
the second side pulse is already eliminated by the end of the
gas cell, but the spatial filtering is required to shorten the
pulse in the far field. We find that the improved phase locking
achieved by filtering out harmonics generated off axis [48]
is responsible for the shortening of the pulse from 156 as
in the near field to 72 as measurable in the far field. The
pulse durations quoted in this section are as-generated values,
i.e., not using any postcompression method. Alternatively,
a different optimization procedure can be carried out when
postcompression is also available and the inherent chirp is not
limiting the achievable pulse duration.

B. Double attosecond pulses with variable separation

The generation of double attosecond pulses (DAP) with
variable separation on the multiple-femtosecond scale was
predicted to be realizable using multicycle driver pulses and
the polarization gating technique [49]. Normally, the natural
separation of pulses in an attosecond-pulse train is rooted
in the half-cycle periodicity of the process: 1.3-fs pulse
separation for the 800-nm fundamental. In the present work we
focused on producing DAPs with subfemtosecond separation,
aiming at equally intense pulses with 900-, 700-, 500-, and
300-as separation. The results of the optimization process are
illustrated in Figs. 4 and 5 in the same manner as in Fig. 3.

For 900- and 700-as separations (Figs. 4 and 5) single-atom
calculations yielded the required pulse structure, and the
results were also confirmed by macroscopic calculations,
although the separation of the pulses is slightly smaller, and
their amplitudes are slightly different in the macroscopic
response for both cases. Our analysis shows that for both cases
the two pulses are produced by short-trajectory components in
different half cycles of the generating driver field.

We could not link the central frequency of the driver pulse
to the separation present between the two pulses, as this
frequency corresponds to half periods of 700 and 705 as in both
cases mentioned above. We also see that the instantaneous half
period of the generating fields varies between 900 and 600 as
in the interval where the production ( ionization to free travel to
recombination of the electrons) of the attosecond pulses takes
place. Due to these subcycle variations in the driver pulse, we
cannot directly link the instantaneous period to the separation
of the pulses, emphasizing that the desired results are produced
by nontrivial field shapes.

On the other hand, we found that the generation of attosec-
ond double pulses with less separation can be performed in a
fundamentally different manner. When optimizing the driver
wave for attosecond-pulse production with a 300-as distance,
we ended up with two trajectory sets emitting harmonics in the
same half cycle (Fig. 6). The separation between attosecond
pulses generated from short and long trajectories can be
fine-tuned with the applied spectral filters [50]: the separation
becomes smaller when the spectral window is moved towards
higher harmonics, i.e., towards harmonics closer to the cutoff,
where the short and long trajectories merge.

In the case shown in Fig. 6 the two pulses merge in the near
field, and spatial filtering is essential to separate them. This also
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FIG. 4. (Color online) Double pulse, with 900-as separation. (a) The electric field (black solid line) and instantaneous half period (red
dashed line) calculated from the phase derivative shows the complex structure of the driving field. (b) Time-frequency analysis showing the two
pulses created in different half-cycles. Suppressing harmonics below 81 eV produces the two pulses which are present in both (c) single-atom
and (d) macroscopic results.

means that a large part (90%) of the pulse energy is filtered out.
In this configuration, the fact that a lower pressure has been
used, favoring phase matching of long-trajectory components,
also helps keep both pulses in the far field with comparable
peak power. At this point we also mention that in the results
presented here the effect of gas pressure was not significant
when it was kept between the limits mentioned earlier (20
and 66 mbar). The only exception is this last case (DAP
with 300-as separation), where the role of long trajectories is

significant, and single-atom results could only be maintained
after propagation by using the lower gas pressure of 20 mbar.

It is seen that short (300 as) and long (700 and 900 as)
separations of the attosecond pulses were realizable via
different schemes. With the spectral components for the driver
laser field shown in Fig. 1, our algorithm produces double
attosecond pulses with separation larger than 660 as from
two different half cycles of the driver laser pulse. We find
that shorter separations are possible only from short- and

FIG. 5. (Color online) Double pulse, with 700-as separation. (a) Generating electric field (black solid line) and instantaneous half period
(red dashed line). (b) Time-frequency analysis showing the two pulses created in different half cycles. Spectral selection from 108 to 170 eV
produces the two pulses which are present in both (c) single-atom and (d) macroscopic results.
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FIG. 6. (Color online) Double pulse, with 300-as separation. (a) Generating electric field (black solid line) and instantaneous half period
(red dashed line). (b) Time-frequency analysis showing the two pulses created in the same half cycle by short and long trajectories. (c) Spectral
selection (from 130 to 166 eV) produces the two pulses in the single-atom calculations. (d) These merge in the near field but are again separated
by spatial filtering of the harmonic beam.

long-trajectory components of harmonic radiation generated
in the same half cycle. Since we observe no direct relationship
between separation and field shape, the use of the genetic
algorithm is necessary to obtain the required pulse separation.

With the optimization tools at hand, we also examined the
possibility of the generation of nontrivial attosecond-pulse
shapes with the help of the light-field synthesizer setup, such
as top-hat or triangular attosecond pulses. In these cases,
however, no convergence was observed, and these exotic
pulse shapes seem to be out of reach in the attosecond-pulse-
generation process.

IV. CONCLUSIONS

We applied a genetic algorithm to optimize gas high-order-
harmonic generation in a modeled multivariable light-field
synthesizer device. We inserted only the single-atom response,
with limited temporal integration, in the optimization cycle
due to processor time limitations, but afterwards each selected
driver waveform was checked with a 3D macroscopic model.
We found that whereas an unoptimized light-field synthesizer
delivers 73-as pulses, the genetic optimization delivers driver
wave forms that produce 55-as pulses that remain robust after
propagation as well. Therefore such a nontrivial optimization
of the light-field synthesizer parameters is essential for the
production of the shortest possible pulses allowed by this
sophisticated experimental setup. The synthesizer was also
optimized to produce double attosecond pulses with tunable
subfemtosecond separation. For pulse separations above 660 as
the genetic algorithm returned field shapes where consecutive
half cycles produce the two pulses, whereas for a displacement
as short as 300 as, we obtained double pulse generation via
short- and long-trajectory components within a single half
cycle.

We note that in the present work the parameters of the
macroscopic model have not been optimized. Propagation
effects were not accentuated, and a regular scenario has
been selected that has a short cell, positioned right after the
focus, low gas pressure (20–66 mbar), and a common beam
waist of 40 μm for all four fields. Genetic algorithms have
proved to be useful in optimizing macroscopic conditions
(not including optimization of the generating field) [27];
therefore we expect even better results if both optimizations
are performed simultaneously (e.g., with supercomputing
facilities). With automatic characterization of the generated
pulses and motorized tuning of the light-field synthesizer, the
genetic algorithm can also be used to optimize the generation
process in vivo.
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