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Abstract. - We study the low-energy properties of the long-range random transverse-field Ising
chain with ferromagnetic interactions decaying as a power α of the distance. Using variants of the
strong-disorder renormalization group method, the critical behavior is found to be controlled by
a strong-disorder fixed point with a finite dynamical exponent zc = α. Approaching the critical
point, the correlation length diverges exponentially. In the critical point, the magnetization shows
an α-independent logarithmic finite-size scaling and the entanglement entropy satisfies the area
law. These observations are argued to hold for other systems with long-range interactions, even
in higher dimensions.

Introduction. - It is well known that long-range (LR)
interactions decaying in d dimension as a power of the
distance, J(r) ∼ r−(d+σ), are able to modify the univer-
sality class of systems with short-range (SR) interactions
for sufficiently small decay exponents, 0 < σ < σL. Fur-
thermore, LR couplings may lead to spontaneous ordering
and critical behavior even in dimensions below the lower
critical dimension of the corresponding SR system. In gen-
eral, the study of the critical properties of LR models is
technically very demanding both theoretically and numer-
ically. In the Ising (and n-vector) models, the critical be-
havior is non-universal [1], i.e. the critical exponents are
σ-dependent for σU < σ < σL, while the transition is
mean-field-like for 0 < σ < σU . However, for d ≥ 2 the
actual value of σL and the functional form of the varying
critical exponents are still under debate [2–5]. Classical
LR models have been studied in the presence of quenched
disorder, too, such as the random-field Ising model [6] or
Ising spin glasses [7–10] and similar σ-dependent critical
regimes have been found.

In the case of quantum phase transitions, which take
place at zero temperature the effect of LR interactions
has been considered, motivated by recent progress of ex-
perimental studies of trapped ions in optical lattices simu-
lating spin models [11–15]. Most of the theoretical studies
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are for systems with dipolar interactions [16–21], i.e. for
d + σ = 3, but there are also investigations, in which
the decay exponent σ is a free parameter [22–26]. In this
field of research we mention a Monte Carlo study of the
quantum Ising chain with ohmic dissipation [27], which
corresponds to a LR quantum Ising chain with σ = 1
[28]. The critical behavior of this model is found to be
anisotropic, characterized by a dynamical exponent z ≈ 2
and a correlation-length exponent ν ≈ 0.63.
In the presence of quenched disorder, quantum LR sys-

tems have not been systematically studied yet. In this
Letter, we aim at filling this gap and consider a prototype
of such systems, the random transverse-field Ising model
defined by the Hamiltonian

H = −
∑

i6=j

bij
rαij
σxi σ

x
j −

∑

i

hiσ
z
i , (1)

with α ≡ d+σ in terms of the Pauli matrices σx,zi at lattice
site i. Here rij denotes the distance between site i and j,
and the parameters bij and transverse fields hi are inde-
pendent, positive, quenched random variables drawn from
some distributions p0(b) and q0(h), respectively. A closely
related real system is the compound LiHoxY1−xF4 placed
in a transverse field [29], apart from that, here, the trans-
verse field also induces a random longitudinal field via the
off-diagonal terms of the dipolar interaction [30]. Since,
at least for d = σ = 1, the fixed point of the pure system
is unstable against quenched disorder [31], the critical be-
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havior of the model in Eq.(1) is expected to be controlled
by a new LR random fixed point.

Here we consider mainly the one-dimensional model and
study its critical properties by variants of the so called
strong disorder renormalization group (SDRG) method
[32]. As a first step, we investigate the problem numeri-
cally by an efficient algorithm of the SDRG method. After
this, we analyse the typical renormalization steps and in-
troduce a simplified scheme, the so called primary model,
which is expected to contain the essential ingredients of
the SDRG procedure and has the same asymptotic scal-
ing properties as the original model. Then, we analytically
solve the SDRG equations for the primary model and the
obtained critical properties are compared with the numer-
ical SDRG results for the original model. Subsequent to
this, some of the scaling results are explained in terms of
extreme value statistics and, finally, the Letter is closed
with a discussion.

SDRG method. - Our calculations are based on the
SDRG method [32], which turned out to be very powerful
for the SR version of the model in Eq.(1). The critical
behavior of that system in any finite dimension is con-
trolled by a so called infinite-disorder fixed point (IDFP)
[33], where the dynamical scaling is extremely anisotropic,
the time scale τ , and the length scale ξ being related as
ln τ ∼ ξψ with an exponent ψ depending weakly on d.
The set of critical exponents has been calculated analyti-
cally in d = 1 [34] and estimated numerically in d = 2, 3, 4
[35–37]. In the SDRG procedure, the terms in the Hamil-
tonian with the largest parameter (either a coupling or a
transverse field) are successively eliminated and effective
parameters of the remaining system are calculated pertur-
batively [38]. Decimating a large coupling Jij , the spins
i and j form a cluster, which has a moment µ̃ = µi + µj
and experiences an effective transverse field h̃ = hihj/Jij .
The coupling between this cluster and spin k is given by
J̃ij,k = max(Jik, Jjk). Decimating a large transverse field
hi, the actual spin is eliminated and new, effective cou-
plings J̃jk = max(JjiJik/hi, Jjk) are generated between
all pairs (j, k) of its neighbors. We used the efficient al-
gorithm developed in Ref [37] of the above SDRG scheme
based on the ’maximum rule’, which is asymptotically ex-
act at an IDFP.

Numerical SDRG analysis. - Focusing on the model
in Eq.(1) in 1d, we started our investigations with a nu-
merical SDRG analysis. The parameters bij and hi were
uniformly distributed in the interval (0, 1] and (0, h], re-
spectively, and θ = ln(h) was used as a control parameter
of the transition. Other distributions have also been tried
but they led to the same conclusions. The calculations
were carried out for finite systems of sizes up to L = 4096,
in typically 40000 realizations (5000 for the largest size),
and with various decay exponents (α = 2, 3, 4) but, the
conclusions being similar, we restrict ourselves to the pre-
sentation of numerical results for α = 2. As a first step, for
each random sample s, a pseudo-critical point θsc has been
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Fig. 1: (Color online) Distributions of the pseudo-critical
points, which cross each other for different L at θc ≈ 1, in-
dicated by a dotted line. The ratio of the accumulated distri-
butions on two sides of θc is given by rθc(L), see the text. The
inset shows the rescaled distributions.

determined [36, 37], with the definition, that for θs < θsc
(θs > θsc) the last decimated parameter is a coupling
(transverse field). Here, θs is the control parameter of
the sample parameterizing the fields as lnhi = lnh0i + θs,
where h0i is uniformly distributed in (0, 1]. The distribu-
tions of θsc for different sizes L are shown in Fig.1. Using
the scaling variable (θsc − θc) ln(L/L0) with θc ≈ 1, a scal-
ing collapse can be observed and, accordingly, the position
of the maximum and the width of the distributions scales
as ∼ 1/ lnL. Note that for a conventional random fixed
point the scaling combination is (θsc − θc)L

1/ν [37, 39, 40].
The logarithmic scaling found here indicates an anomalous
divergence of the correlation length of the form

ξ ∼ exp (const/|θ − θc|) . (2)

In addition to this, the ratio rθ(L) of the frequency of the
bond and field decimations, see Fig.1, is found to decrease
to zero with increasing L as

rθc(L) ∼ 1/ ln2(L), (3)

as illustrated in Fig.2. The average magnetic moment
µ(L) of the last remaining cluster is found to scale as

µ(L) ∼ ln2 L (4)

in the critical point, as can be seen in the inset of Fig.2.
This behavior contrasts again with the algebraic depen-
dence in the SR model [34–37] and means that the fractal
dimension of ferromagnetic clusters is formally zero. The
structure of the spin clusters is illustrated in Fig.3.
The twice of the last decimated transverse field h̃ in a

finite sample gives the lowest energy gap. In the criti-
cal point, the distribution of ln(h̃) is found to shift with
increasing L by zc lnL as can be seen in Fig.4a. Conse-
quently, the correct finite-size scaling combination is h̃Lzc ,
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Fig. 2: (Color online) Scaled decimation ratio rθ(L) as a func-
tion of L for different values of θ. The inset shows the scaled
average magnetic moment.

where zc is the critical dynamical exponent, which is ex-
trapolated to be zc ≃ α. For small values of h̃, the dis-
tributions have a power-law tail gL(h̃) ∼ h̃1/zc−1. This is
consistent with the observation that, as bond decimations
are rare, the last field is practically the smallest one out of
O(L) roughly independent fields and then extreme-value
statistics (EVS) [41] explains the observed properties. In
the paramagnetic Griffiths phase, θ > θc, the distribu-
tions have the same form as for θ = θc, see Fig.4b, how-
ever, with a different, θ-dependent dynamical exponent
z(θ) < zc. We conclude that the critical dynamical ex-
ponent is finite, so the critical behavior is controlled by a
strong-disorder fixed point rather than an IDFP 1.

Primary model. - Analysing the SDRG procedure
close to the fixed point in the paramagnetic phase and
in the critical point, we have a few observations, which
can be used to simplify the SDRG scheme. First, al-
most always transverse fields are decimated; second, after
a field decimation, the maximum rule leads almost always
to J̃jk = Jjk; third, the extension wi of (non-decimated)
clusters are typically much smaller than the distances be-
tween them. Let us now assume that the transverse fields
are random, as before, but the couplings are non-random,
i.e. bij = b = 1, which, according to our numerical results,
does not alter the universal properties. Then, after deci-
mating hi, the effective coupling between nearest clusters
i−1 and i+1 will always be smaller than the deleted ones,
Ji−1,i and Ji,i+1. For the numerically found fixed-point

distributions, we have almost always J̃i−1,i+1 = Ji−1,i+1

and the renormalization rule of couplings between nearest
clusters can be expressed in terms of the length variables

as J̃
−1/α
i−1,i+1 = J

−1/α
i−1,i + J

−1/α
i,i+1 + wi, where wi is neglected

according to the third condition. Using reduced variables

ζ =
(

Ω
J

)1/α − 1 and β = 1
α ln Ω

h , the approximate renor-

1Note that, in a strong-disorder fixed point, the asymptotic ex-
actness of the SDRG results is not guaranteed [32].
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Fig. 3: Illustration of the structure of the largest non-
decimated cluster consisting of µ = 32 spins in a sample of size
L = 8192. The logarithm of the length of spacings between
neighboring spins are given by the heights of the columns.

malization rules are

ζ̃ = ζi−1,i + ζi,i+1 + 1 (5)

and
β̃ = βi + βi+1 (6)

for field and bond decimation, respectively, which define
our primary model. Since, in the ferromagnetic phase,
the effective couplings between remote clusters may be
stronger than those between adjacent ones due to the large
mass of clusters, this approach is justified in the paramag-
netic phase and in the critical point only. The evolution
equations of the distributions gΓ(β) and fΓ(ζ) under the
increase of the logarithmic energy scale Γ ≡ 1

α ln Ω0

Ω , where
Ω0 is the initial value of Ω, are identical to those of the
1d disordered O(2) quantum rotor model of granular su-
perconductors [42] with the grain charging energy Ui and

Josephson coupling Ji,i+1 corresponding to Ui ↔ J
1/α
i,i+1

and Ji,i+1 ↔ h
1/α
i . Notice that this mapping interchanges

the on-site and interaction parameters of the models.
Fixed-point solution of the primary model. -

The fixed-point solutions of the distribution functions
are exponentials [42] gΓ(β) = g0(Γ)e

−g0(Γ)β , fΓ(ζ) =
f0(Γ)e

−f0(Γ)ζ , where the scale factors g0(Γ) and f0(Γ)
obey the differential equations

dg0(Γ)

dΓ
= −f0(Γ)g0(Γ),

df0(Γ)

dΓ
= f0(Γ)(1−g0(Γ)), (7)

and have the Γ → ∞ limits f0(Γ) → 0 and g0(Γ) → 1+a in
the paramagnetic phase a > 0 and in the critical point a =
0. Close to the critical point (0 ≤ a ≪ 1), the solutions
can be written in the compact form valid in leading order
in Γ:

g0(Γ) ≃ 1 + acoth[(Γ + C)a/2],

f0(Γ) ≃ a2

2sinh2[(Γ + C)a/2]
, (8)
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Fig. 4: (Color online) a) Distributions of the logarithm of the
last decimated transverse fields in the critical point for different
sizes. b) The same for L = 2048 and for different θ.

with a constant of integration C. The fraction of non-
decimated sites n satisfies the differential equation dn

dΓ =
−n(g0 + f0), from the solution of which we obtain a re-
lationship between the energy cut-off, Ω and the length
scale, l = 1/n in the form

l ≃ eΓa−2sinh2[(Γ + C)a/2] ∼
(

Ω0

Ω

)

1+a

α

, (9)

with an additional factor ln2(Ω/Ω0) in the last expression
for a = 0. Thus, the dynamical exponent, z = α/(1 +
a), is a continuous function of a and it is maximal, but
finite at the critical point: zc = α. The limit distribution
of the transverse fields for Γ → ∞ follows a power law
g(h) ∼ h1/z−1 in agreement with the numerical SDRG
results shown in Fig. 4.

Using Eq.(9) and that, according to Eq.(8), the appro-
priate scaling combination is Γa = C′ in the vicinity of the
critical point, we have for the characteristic length scale
ξ ∼ exp(Γ) ∼ exp(C′/a). This is in agreement with the
numerical finding in Eq.(2) with θ − θc ∼ a. The decima-
tion ratio in the primary model r(Γ) = f0/g0 scales in the
critical point with the system size as r(L) ≃ 2 ln−2(L/L0).
This agrees again with the behavior found numerically (see
Fig. 2), although the prefactor appears to be different
there owing to strong corrections to the leading behavior
for moderate L. We have also calculated the average mass
µ(L) of the last remaining clusters, which is related to the
average spontaneous magnetization as m(L) = µ(L)/L.
The analogous quantity in the quantum rotor model is
out of interest and has not been calculated. Adapting the
way of calculation of µ(L) in the SR model [43] to the
present case, we obtain µ(L) ∼ ln2 L in the critical point,
in agreement with the numerical SDRG results shown in
the inset of Fig. 2.

Finally, we consider the entanglement entropy SL of a
finite block of size L in an infinite system. In the SDRG
approach, SL is given by the number of decimated bonds
that connect spins inside the block with those outside [44].
In the critical primary model, SL can be calculated by
making use that the length of a bond decimated at Ω is
ℓ = Ω−1/α, which yields for the mean number of decimated
bonds with length ℓ per unit length of the systemB(ℓ)dℓ ∼
ℓ−2 ln−4 ℓdℓ. The asymptotic size-dependence of the en-

tropy is given by SL ∼
∫ L

ℓB(ℓ)dℓ = S∞ + O(ln−3 L).
Thus, SL saturates in the limit L→ ∞ as opposed to the
logarithmic divergence SL ∼ lnL characteristic of both
disordered [44] and pure [45] 1d critical SR systems. The
boundedness of the entanglement entropy is related to the
extremely dilute structure of critical clusters, which is il-
lustrated in Fig. 3. The numerical results obtained by the
SDRG method are compatible with the theoretical form,
including the logarithmic correction term.
Interpretation through EVS. - As can be seen, the

primary model has proved to be very useful to obtain the
asymptotic scaling behavior of the 1d LR model. Some
results can also be inferred by EVS in a heuristic way,
as follows. Let us have a finite chain of length L, which
is renormalized to a cluster of µ spins. According to the
decimation rules, its effective field is expressed in terms of
the original parameters as h̃ ∼ ∏µ

i=1 hi/
∏µ−1
i=1 Ji, where

Ji = bir
−α
i and, now, bi is not necessarily homogeneous.

Using that the limit distribution of the fields is g(h) ∼
h−1+(1+a)/α, hi, being the smallest out of ri variables, is

given according to EVS as hi ≃ κir
−α/(1+a)
i , where the

random numbers κi follow Fréchet statistics [41]: P (κ) =
α−1κ1/α−1 exp(−κ1/α). The asymptotic behavior of the
above expression of h̃ is different for lnh > ln J and lnh <
ln J , where the overbar denotes an average over disorder,
yielding the criticality condition a = 0 and ln b = lnκ.
In the critical point, we have thus

∏µ
i=1 κi/

∏µ−1
i=1 bi ∼

exp(−cµ1/2) from the central limit theorem and, on the
other hand, h̃ ∼ L−α, which implies µ ∼ ln2 L.
In the paramagnetic phase with 0 < a ≪ 1 the corre-

lation length, ξ(a), is defined by the length of the longest
decimated bond, rl, the strength of which satisfies the re-

lation: Jl/hl ∼ (blr
−α
l )/(r

−α/(1+a)
l κl) ∼ r−αal /κl > 1.

Thus, the smallest value of the decimated transverse fields
has a parameter: κl < ξ−αa. We have then Prob(κl <
ξ−αa) = O(1), which, using that the variable κl follows
Fréchet statistics, can be written as

∫ ξ−αa

0

P (κ)dκ = 1− e−ξ
−a ∼ ξ−a = e−C

′

= O(1). (10)

We obtain thus for the correlation length ξ ∼ exp(C′/a),
in agreement with Eq.(2).
Beyond maximum rule. - Both the numerical and

analytical approaches applied so far were based on the
maximum rule. In the remainig part of this work, we go
beyond this limitation by taking into account interactions
between all spin pairs of adjacent clusters. Then, the to-
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tal coupling Ji,i+1 will be roughly µiµi+1 times the bare
coupling of a pair of spins. Defining now the variable βi

as βi = 1
α ln

Ωµ2
i

4hi
, it will be additive under the decima-

tion of a bond Ji,i+1, as before, provided that Ω is defined
as Ω = Ji,i+1/µ̃

2
i,i+1 with µ̃i,i+1 = µiµi+1

µi+µi+1
. Similarly,

the variable ζi,i+1 =
(

Ωµ̃2
i,i+1

Ji,i+1

)1/α

− 1 with Ω = 4hi

µ2
i

would

transform as ζi,i+2 = ζi,i+1+ζi+1,i+2+1 under the decima-
tion of a field hi as in the primary model, if all the clusters
before the decimation had equal masses. Although this
is not strictly the case, the narrow distribution of clus-
ter masses ρ(µ) ∼ exp(−c√µ) leads to the appearance
of O(1) random multiplicative factors in the decimation
rules, which do not modify the asymptotical properties.
Therefore all the results obtained for the primary model
are expected to be valid here, but for the reduced cou-
plings

Ji,i+1

µ̃2
i,i+1

and 4hi

µ2
i

. This conclusion has been confirmed

numerically by an improved version of the primary model,
in which couplings between all pairs of spins in adjacent
clusters were taken into account.

Discussion. - In summary, we have studied the low-
energy properties of the random transverse-field Ising
model with long-range interactions in 1d by a numerical
SDRG method and by the analysis of a simplified scheme,
which is expected to contain the relevant ingredients of
the SDRG procedure. These revealed an unusual criti-
cal behavior controlled by a strong disorder fixed point
with a finite dynamical exponent zc = α. The correla-
tion length was found to diverge exponentially, the mag-
netization obeys a logarithmic finite-size scaling law and
the entanglement entropy satisfies the area law even in
the critical point. Except of the dynamical exponent,
other properties of the phase transition are found to be
independent of the value of α > 1. Thus the scenario
with α-dependent critical regimes, as generally observed
in other problems with LR interactions, does not hold for
the LR random transverse-field Ising chain. Knowing that,
in the SR model, the strength of the effective couplings
decreases with the renormalized length scale typically as
J ∼ exp(−Cl1/2) [34], the universality class of the SR
model is expected to be recovered by a faster decay of the
interactions of the form J(r) ∼ exp(−Crω) with ω > 1/2.
Here we note, that although the methods applied in this
work provide a coherent picture of the low-energy behav-
ior of the model, it is not guaranteed that the fixed point
obtained here describes the critical behavior of the model
for any weak disorder. The question of possible existence
of a different fixed point in this regime is out of the scope
of the present approach and needs an alternative investi-
gation.

The results obtained in this work may be relevant in
general for systems where the critical behavior is deter-
mined by the interplay of (quantum) fluctuations, disor-
der and long-range interactions. We mention models with
a discrete order parameter such as the q-state quantum
Potts model [46] and the quantum Ashkin-Teller model

[47]; these are expected to have the same fixed point as
obtained here. In the field of non-equilibrium processes,
we can mention the contact process in a random environ-
ment [48]. The SDRG decimation rules for this model are
very much similar to those of the random transverse-field
Ising model and for SR interactions both models have the
same IDFP, at least for strong enough disorder [49]. This
correspondence is found to be valid for generalized small-
world networks as well [50], where, instead of the strength
Jij , the probability of the long-range interactions decays
with a power, α = 2. The two models are expected to be in
the same universality class also for LR interactions, which
has been checked by Monte Carlo simulations [51], provid-
ing thereby an independent confirmation of the validity of
our SDRG approach. Considering models with a continu-
ous symmetry, such as the LR random antiferromagnetic
Heisenberg chain, the dynamical exponent is still expected
to be zc = α, as for the LR random transverse-field Ising
chain.
An interesting question is the behavior of the model in

higher dimensions. Preliminary numerical SDRG analy-
ses in 2d indicate that the critical behavior is similar to
that found in 1d. The critical properties are controlled by
a strong-disorder fixed point with a dynamical exponent
zc = α, the length scale diverges exponentially and the
ferromagnetic clusters have a zero fractal dimension. This
may be due to the fact that dimensionality plays a less
important role in the presence of long-range interactions.
The detailed study of this question is deferred for future
work.
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