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Abstract—The emerging requirements of the fifth generation
(5G) wireless communications are high spectral efficiency, low
latency, and ubiquitous coverage. In this direction, Dual-Hop
(DH) Amplify-and-Forward (AF) relaying has been widely inves-
tigated due to its simplicity, low implementation complexity and
low transmission delay. However, most existing works assume
ideal transceiver hardware which is impractical. In practice, a
cost-efficient wireless transceiver has to combat the effects of
several inevitable impairments such as high power amplifier
nonlinearities, In-phase/Quadrature-phase (I/Q)-imbalance, and
oscillator phase noise, which can be only partially compensated
using calibration algorithms. In this direction, this paper analyzes
the Minimum Mean Square Error (MMSE) filtering performance
of a DH-AF Multiple-Input-Multiple-Output (MIMO) wireless
system considering the effects of the residual additive impair-
ments at the transmitter and receiver of both hops. Using
free probability principles, the MMSE filtering performance of
the considered system is studied and a tight lower bound is
proposed by taking the effects of residual additive transceiver
impairments into account. Our numerical results show that the
MMSE filtering performance of the DH-AF massive MIMO relay
system significantly degrades and results to saturation in the
presence of residual additive transceiver impairments.

I. INTRODUCTION

Recently, relaying technology has received significant atten-
tion in wireless communications due to its several advantages
such as coverage improvement and increased spectral efficiency
[1]–[4]. Based on the mode of operation, the relaying strategies
used for enhancing the signal levels in multihop cellular
networks can be broadly categorized into Decode and Forward
(DF), and Amplify and Forward (AF). This paper focuses
on AF relaying, since it is of practical interest for future 5G
wireless due to its several advantages such as simplicity, low
implementation complexity and low transmission delay [1],
[2].

Several works exist in the area of the performance analysis
of Dual-Hop (DH) AF relay channels [3]–[5]. The contribution
in [3] concerns the performance analysis of DH-AF Multiple-
Input-Multiple-Output (MIMO) relay channels by using finite
dimensional random matrix theory. Specifically, the authors
derived the expressions for the exact ergodic capacity, simplified
closed-form expressions for the high Signal-to-Noise-Ratio
(SNR) regime, and closed-form tight upper and lower bounds.
Moreover, the authors in [4] studied the AF relaying in
combination with collaborative base stations and determined

the ergodic capacity for optimal and Minimum Mean Square
Error (MMSE) receivers by employing a replica analysis.
Furthermore, in [5], the MMSE filtering performance of a DH-
AF MIMO multiple-access channel was studied and a tight
lower bound for the average MMSE was proposed by using
free probability principles. However, all these works assumed
ideal transceiver hardware, which is unrealistic in practice. In
this regard, this paper focuses on the MMSE performance
analysis of DH-AF MIMO relay channels by taking the effect
of residual additive transceiver impairments into account.

Over the recent years, there has been an increasing interest in
analyzing the effect of residual transceiver impairments on the
performance of wireless communication systems. Besides the
effects of channel fading, noise and the interference in wireless
systems, inevitable hardware impairments arise such as high
power amplifier nonlinearities [6], In-phase/Quadrature-phase
(I/Q)-imbalance [7], and oscillator phase noise (PN) [8]. In
particular, the effect of these impairments become more severe
in systems having inexpensive hardware, which is one of the
main requirements for a cost-efficient implementation of the
massive MIMO technology. Although the performance degrada-
tion caused due to the aforementioned transceiver impairments
can be partially mitigated by employing suitable calibration
schemes at the transmitter or compensation algorithms at the
receiver, a certain amount of distortion still remains due to
residual hardware impairments [9]. Towards the direction of
reducing this unaccounted distortion, several recent works have
studied the effect of residual additive transceiver impairments
on the system performance of both conventional and massive
MIMO systems [9]–[12].

However, despite the significant importance of DH-AF
relay systems in providing cost-efficient solutions for spectral
efficiency enhancement and coverage expansion, only a few
works have studied the effect of residual additive hardware
impairments on these systems [13]–[15]. The contribution
in [13] studied the effect of these impairments in DH-AF
relay systems, however, the analysis was limited to the
derivation of outage probability and simple capacity upper
bounds. Recently, the authors in [15] analyzed the impact of
hardware impairments on the performance of massive MIMO
relay networks by using free probability theory, however, the
performance metric was limited to ergodic capacity.

In this paper, we go one step beyond to carry out the
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performance analysis of DH-AF massive MIMO relay sys-
tems by investigating the MMSE filtering performance. More
specifically, we extend the work in [5], which analyzed the
MMSE filtering performance of a DH-AF MIMO multiple-
access channel, to the case of DH-AF massive MIMO relay
systems with hardware impairments. Based on the principles of
free probability, we derive a tight lower bound for the average
MMSE by including the effects of residual hardware impair-
ments. The derived average MMSE dictates the performance
of single-user receivers after performing multiuser MMSE
filtering.

The remainder of this paper is structured as follows: Section
II introduces the system model of a DH-AF MIMO relay
system with residual additive hardware impairments. Section
III provides the theoretical analysis for the MMSE filtering
performance of this system, while Section IV evaluates its
performance by means of numerical results. Finally, Section V
concludes the paper. Appendices follow with some preliminar-
ies on random matrix theory and the proofs.

II. SYSTEM MODEL

Initially, we consider a DH-AF MIMO relay system with
ideal transceiver hardware. For the sake of simplicity, we assign
the subscript 1 to the parameters between the source and the
relay, while the parameters describing the second hop are
indicated by the subscript 2. Based on the basic structure of
a DH-AF system, partitioned by three nodes (the source, the
relay, and the destination), we consider each node equipped
with multiple antennas, in order to analyze the performance
of large MIMO systems destined to be implemented in 5G
wireless networks. Hence, a K-antennas source node, desiring
to contact a distant N -antennas Base Station (BS), transmits
first to an intermediate relay comprising an array of M antennas
(first hop). In other words, all the three nodes are compact
stations equipped with multiple antennas, while the two hops
are modeled through two point to point MIMO channels. In
our model, the BS is assumed to be aware of the total system
Channel State Information (CSI), while both the source and
the relay have no CSI knowledge during their transmissions.

The channel model is expressed mathematically as

y1 = H1x1 + z1, (1)
y2 = H2

√
νy1 + z2

=
√
νH2H1x1 +

√
νH2z1 + z2, (2)

where the source-relay and relay-BS input-output signal models
exhibit Rayleigh fast-fading, expressed by Gaussian matrices
with independent identically distributed (i.i.d.) complex cir-
cularly symmetric elements. Specifically, H1 ∈ CM×K ∼
CN (0, 1

M IM ⊗ IK) is the channel matrix between the K
source antennas and the relay exhibiting flat-fading, while
H2 ∈ CN×M ∼ CN (0, 1

N IN ⊗ IM ) describes the channel
matrix between the relay and the BS. Moreover, x1 ∈ CK×1

is the Gaussian vector of symbols simultaneously transmitted
by the source node with E [x1x

H
1] = Q1 = ρ

K IK , where ρ is
the total transmit power. In addition, y1 and y2 as well as
z1 ∼ CN (0, IM ) and z2 ∼ CN (0, IN ) denote the received
signals as well as the Additive White Gaussian Noise (AWGN)
vectors at the relay and BS, respectively. It is worthwhile to

note that before forwarding the received signal y1 to the BS,
we consider that it is amplified by ν = α

M(1+ρ) , where we have
placed a per relay-antenna fixed power constraint α

M with α
being the total fixed gain of the relay, i.e., E

[
‖
√
νy1‖2

]
≤ α.

Herein, the expectation is taken over the signal, noise, and
channel fading realizations.

Unfortunately, in reality, the transmitter (source), the relay,
and the BS appear certain inevitable additive impairments such
as I/Q imbalance, which cannot be mitigated completely [16],
[17]. The model under study demands special attention because
the relay plays two distinctive roles. Especially, it operates as
a receiver during first hop, while it becomes the transmitter
of the second hop. Taking this into consideration, in each
node of the system, both a transmit and a receive impairment
exist that cause a mismatch between the intended signal and
what is actually transmitted during the transmit processing
and a distortion of the received signal at the receiver side.
More concretely, introducing the residual additive transceiver
impairments to (1) and (2), we provide more realistic models
for the respective links allowing us to investigate the impact of
additive residual transceiver impairments on a DH-AF system.

In particular, we have:

y1 =H1(x1+ηt1)+ηr1 +z1, (3)
y2 =H2

(√
νy1+ηt2

)
+ηr2 + z2

=
√
νH2H1(x1+ηt1)+H2

(√
ν(ηr1+z1)+ηt2

)
+ηr2 +z2, (4)

where the additive terms ηti and ηri for i = 1, 2 are the
distortion noises coming from the residual impairments in
the transmitter and receiver of link i, respectively. Generally,
the transmitter and the receiver distortion noises for the ith
link are modeled as Gaussian distributed, where their average
power is proportional to the average signal power, as shown by
measurement results [17]. The mathematical representations of
these impairments are

ηti ∼ CN (0, δ2
tidiag (qi1 , . . . , qTi

)), (5)

ηri ∼ CN (0, δ2
ri tr(Qi) IRi

) (6)

with Ti and Ri being the numbers of transmit and receive an-
tennas of link i, i.e., T1 = K, T2 = M and R1 = M, R2 = N ,
while Qi is the transmit covariance matrix of the corresponding
link with diagonal elements qi1 , . . . , qTi

1. The levels of the
residual impairments in the transmitter and the receiver of
link i are defined by the proportionality parameters δ2

ti and
δ2
ri . Given that the transmit covariance matrix of each link is

different, regarding the first hop, we have

ηt1 ∼ CN (0, δ2
t1

ρ

K
IK), (7)

ηr1
∼ CN (0, δ2

r1
ρIM ). (8)

Similarly, since the input signal for the second hop is
√
νyi,

the corresponding input covariance matrix is

Q2 = νE [y1y
H

1] = νK

(
µ+ δ2

t1
µ+ δ2

r1
µ+

1

K

)
IM

= µ̃νKIM , (9)

1The circularly-symmetric complex Gaussianity can be justified by the
aggregate contribution of many impairments.



where µ̃ =
(
µ+ δ2

t1
µ+ δ2

r1
µ+ 1

K

)
. Note that now, ν = α

KMµ̃ ,
after accounting for fixed gain relaying. Thus, the additive
transceiver impairments for the second hop take the form

ηt2 ∼ CN (0, δ2
t2
µ̃νKIM ), (10)

ηr2
∼ CN (0, δ2

r2
µ̃νKMIN ). (11)

Obviously, the presence of impairments at the relay node
signify two different distortion noises ηr1 and ηt2 as mentioned
earlier. The latter one together with the distortion noise ηr2

occurs at the BS and have been amplified during the second
hop.

III. MMSE RECEIVER PERFORMANCE ANALYSIS

In this section, we analyze the MMSE filtering performance
of the DH-AF massive MIMO relay system by applying the
tools from large random matrix theory. The ensuing asymptotic
analysis, resorting to free probability theory, is beneficial
because it leads quickly to deterministic results as the channel
matrix dimensions (number of antennas) tend to infinity with a
given ratio. However, it should be stressed that the results are
valid even for finite number of antennas as depicted later in
Section IV. For the DH-AF MIMO relay system, the average
MMSE is expressed as

MMSEavg = E

[
1

K

K∑
m=1

MMSEm

]

= E

[
1

K

K∑
m=1

[(
IM + µνHH

1H
H

2R
−1H2H1

)−1
]
k,k

]

= E
[

1

K
tr
{(

IM + µνHH

1H
H

2R
−1H2H1

)−1
}]

= E [
1

K
tr {

(
IN + f̃2H2

(
IM + f̃1H1H

H

1

)
HH

2

)−1

×
(
IN + f̃2H2

(
IM + f̃3H1H

H

1

)
HH

2

)
} ] , (12)

where R = νµδ2
t1
H2H1H

H
1H

H
2 + ν ( Kµδ2

r1
+ 1 + µ̃Kδ2

t2
)

H2H
H
2 +

(
νµ̃KMδ2

r2
+ 1
)
IN , f̃1 =

δ̃2
t1
ρ

K(δ̃2
t2r1

+ρδ2
t2
δ̃2
t1r1

)
,

f̃2 =
α(δ̃2

t2r1
+ρδ2

t2
δ̃2
t1r1

)
Mδ̃2

r2
(1+ρδ̃2

t1r1
)

, and f̃3 =
δ2
t1
ρ

K(δ̃2
t2r1

+ρδ2
t2
δ̃2
t1r1

)
, with

δ̃2
t1

= 1 + δ2
t1

, δ̃2
r2

= 1 + αδ2
r1

, δ̃2
t2r1

= ρδ2
r1

+ δ2
t2

+

1, and δ̃2
t1r1

= δ2
r1

+ δ2
t1

+ 1. For notation simplicity,
we define K̃1 = H2

(
IM + f̃1H1H

H
1

)
HH

2 and K̃2 =

H2

(
IM + f̃3H1H

H
1

)
HH

2. Moreover, if A denotes a square
matrix, then [A]k,k expresses its kth diagonal element.

In our analysis, we consider the values of M , N , and K
going to infinity with given ratios β = K

M and γ = N
M .

Subsequently, the average MMSE in 12 can be written as

MMSEavg= lim
K,M,N→∞

E
[
1

K
tr

{(
I+ f̃2K̃1

)−1(
I+f̃2K̃2

)}]
,

(13)

where tr{.} denotes the trace operation. Using the trace
inequality for the matrix product from [18] in (13), the lower
bound for the average MMSE of the DH-AF MIMO relay

system in the presence of residual additive transceiver can be
expressed as

MMSEavg≥ lim
K,M,N→∞

E

 1

K

K∑
k=1

1 + f̃2λK−k+1

(
K̃2

)
1 + f̃2λk

(
K̃1

)


→
∫ 1

0

1 + F−1

K̃2
(1− x)

1 + f̃2F
−1

K̃1
(x)

dx, (14)

where λi (X) is the ith ordered eigenvalue of matrix X,
and F−1

X denotes the inverse of the asymptotic cumulative
distribution function of X. To compute this, we need to find the
corresponding asymptotic probability density function (aepdf)
i.e., f∞X (x), which can be computed by using the following
procedure.

For the simplicity of the analysis, we define the following
notations

M̃ᾱ = IM + ᾱH1H
H
1 (15)

Ñ1 = H1H
H

1 (16)

Ñ2 = HH

2H2 (17)

Kᾱ = HH

2H2

(
IM + ᾱH1H

H
1

)
= Ñ2M̃ᾱ (18)

K̃ᾱ = H2 (IM + ᾱH1H
H

1)HH

2 (19)

where ᾱ = f̃1 for K̃1 and ᾱ = f̃3 for K̃2. As noted in (14), we
need the aepdf of K̃ᾱ for our analysis. The relation between the
aepdfs of K̃ᾱ and Kᾱ is given by the following proposition.

Proposition 1: The non-zero eigenvalues of Kᾱ and K̃ᾱ are
identical.

Proof: See Appendix B.
Theorem 1: The Stieltjes transform SKα̃

of the asymptotic
distribution of eigenvalues of Kα̃ can be obtained for any
x ∈ C by solving the following quartic polymonial

ᾱ2x2S4
Kᾱ

+(2ᾱ2(1− γ)x+ ᾱ2x2)S3
Kᾱ

+(ᾱ2(2− β − γ)x+ ᾱ2(γ − 1)2 − ᾱx)S2
Kᾱ

+
(
(ᾱ2(β(γ − 1)− γ) + ᾱ(γ + ᾱ− x− 1)

)
SKᾱ − ᾱ = 0.

(20)

Proof: See Appendix C.
The aepdf of Kᾱ is then obtained by determining the

imaginary part of the Stieltjes transform SKᾱ for real arguments
as [19, Eq. 2.45]

f∞Kᾱ
(x) = lim

y→0+

1

π
Im{SKᾱ

(x+ jy)}. (21)

Subsequently, the aepdf of K̃a is given by

f∞
K̃ᾱ

(x) =

(
1− 1

γ

)+

δ(x) +
1

γ
f∞Kᾱ

(x). (22)

IV. NUMERICAL RESULTS

In this section, we verify the theoretical analysis carried out
in previous sections and illustrate the impact of transceiver
impairments on the MMSE filtering performance of DH-AF
relay MIMO systems.

In order to validate our theoretical analysis, Fig. 1 provides
the aepdf of K̃2, defined in Section III. In particular, the



histogram represents the pdf of the matrix K̃2 calculated numer-
ically based on Monte Carlo (MC) simulations. Furthermore,
the solid line in the figure denotes the aepdf obtained by solving
the polymonial (20) of the Stieltjes transform, and then by
applying Lemma 4. From the result, we can observe a perfect
agreement between theoretical analysis and MC simulations.

Fig. 1. Aepdf of K̃2 (ρ = 20 dB, α = 2ρ, β = 1, γ = 1, K = 20,
M = 20, N = 20, δt1 = δt2 = δr1 = δr2 = 0.08).

In Fig. 2, we plot the theoretical and simulated average
MMSE versus the transmit SNR, i.e., ρ for the following
two cases: (i) without transceiver impairments, and (ii) with
transceiver impairments on all nodes of the considered DH-
AF MIMO relay system. From the figure, we observe that
the theoretical results provide tight lower bounds over the
entire SNR range for all values of the transceiver impairments.
Moreover, it can be noted that the average MMSE decreases
with the increase in the value of ρ in the absence of impairments,
i.e., δt1 = δt2 = δr1 = δr2 = 0, as expected. Whereas, the
average MMSE first decreases with the increase in the value of
ρ and then saturates after a certain value of ρ. In addition, in Fig.
2, we also show the effect of different values of impairments
on the average MMSE. It can be depicted that the average
MMSE decreases with the increase in the value of transceiver
impairments. Another observation is that with the increase in
the value of impairments, the saturation point appears earlier,
i.e., at lower values of ρ.

Fig. 3 shows the MMSE performance versus the relay gain
α by considering different values of impairments. From the
figure, it can be noted that the theoretical lower bounds are
tight over the considered range of α. Furthermore, the average
MMSE decreases monotonically with the value of α for the
ideal case, whereas for the case with residual impairments, it
first decreases and then starts to saturate after a certain value
of α as for the case of ρ2.

In order to illustrate the effect of different impairments
on the MMSE filtering performance, we plot the average
MMSE versus each node impairment in Fig. 4, by considering
parameters ρ = 15 dB, N = 40, M = 10, K = 20, α = 2ρ.

2In both Figs. 2 and 3, the saturation comes from the presence of the
residual additive hardware impairments, while in the ideal case no saturation
occurs [5]

Fig. 2. Average MMSE versus ρ (K = 20, M = 10, N = 40, α = 2ρ).

For this evaluation, all other impairments values are considered
to be zero while examining the effect of a particular impairment.
From the figure, it can be noted that the average MMSE
increases with the increase in the value of impairment for all
cases. Furthermore, the effect of δr2 on the MMSE performance
is found to be the most severe as compared to the effects of
other impairments, while the impairment δt1 has significantly
less effect than the rest of the impairments.

Fig. 3. Average MMSE versus α (ρ = 15 dB, K = 20, M = 10, N = 40,
α = 2ρ).

V. CONCLUSIONS

In contrast to the most existing works with ideal transceiver
hardware, this paper has studied the impact of additive residual
transceiver impairments on the MMSE filtering performance
of DH-AF massive MIMO relay channels. It was noted that
the MMSE filtering performance of the considered system
significantly degrades in the presence of residual additive
hardware impairments. More importantly, it was shown that
the average MMSE decreases with the increase in the transmit
SNR and saturates after a certain value of SNR. In our future
work, we plan to extend the current analysis to the case



Fig. 4. Average MMSE versus δ (ρ = 10 dB, K = 20, M = 10, N = 40,
α = 2ρ).

of multiplicative impairments and also to study the MMSE
filtering performance of other wireless channels such as multi-
hop (more than two hops) relay channels and Rayleigh product
MIMO channels.

APPENDIX A
RANDOM MATRIX THEORY PRELIMINARIES

Herein, we provide useful definitions and lemmas, related
to the eigenvalue probability distribution function fX(x) of a
matrix X, which are considered during our analysis3.

Definition 1 (η-transform [19, Definition 2.11]): The η-
transform of a positive semidefinite matrix X is defined as

ηX (δ) =

∫ ∞
0

1

1 + δx
fX(x)dx. (23)

Definition 2: [S-transform [19, Definition 2.15]] The S-
transform of a positive semidefinite matrix X is defined as

ΣX(x) = −x+ 1

x
η−1
X (x+ 1). (24)

Definition 3 (The Marčenko-Pastur law density function
[20]): Given a Gaussian M × K channel matrix H ∼
CN

(
0, 1

M IM ⊗ IK
)
, the aepdf of HHH converges almost

surely (a.s.) to the non-random limiting eigenvalue distribution
of the Marčenko-Pastur law given by

f∞HHH(x) = (1− β)
+

(x) +

√
(x− a)

+
(b− x)

+

2πx
, (25)

where a = (1−
√
β)2, b = (1 +

√
β)2, β = K

M , and δ (x) is
Dirac’s delta function.

Lemma 1 ( [19, Eqs. 2.87, 2.88]): The S-transform of the
matrix HHH is expressed as

ΣHHH (x, β) =
1

1 + βx
, (26)

while the S-transform of the matrix HHH is obtained as

ΣHHH (x, β) =
1

β + x
. (27)

3Note that δ is a nonnegative real number.

Lemma 2 ( [19, Eq. 2.48]): The Stieltjes-transform of a
positive semidefinite matrix X can be derived by its η-transform
according to

SX(x) = −ηX(−1/x)

x
. (28)

APPENDIX B
PROOF OF PREPOSITION 1

Proof: Let us denote A = HHH and B = IM + f̃1H1H
H
1.

Both matrices are Hermitian, as B is a sum of two Hermitians.
Let us also define the EVD of A as A = UDUH with
C = UD1/2. Based on the Courant-Fischer minimax theorem,
the kth eigenvalue of HBHH is given by

λK(HBHH) = minα∈Ikmaxx∈Sαk \0
xHBHHxH

xxH

= minα∈Ikmaxx∈Sαk \0
xHHHx

xxH
xHBHHxH

xH(xH)H

= minα∈Ikmaxx∈Sαk \0
xxH

x(HHH)−1xH
xBxH

xxH
(29)

= minα∈Ikmaxx∈Sαk \0
xABxH

xxH

= λK(AB) (30)

The third step follows by evaluating over the span of the
orthonormal eigenvectors of C−1.

APPENDIX C
PROOF OF THEOREM 1

Our aim is to obtain the Stieltjes transform of Kᾱ. As the
first step, the following proposition provides the aepdf of M̃ᾱ.

Proposition 2: The aepdf of M̃ᾱ converges almost surely
to (31).

Proof: By denoting z and x the eigenvalues of M̃ᾱ and
Ñ1, respectively, the aepdf of M̃ᾱ can be obtained after making
the transformation z(x) = (1 + ᾱx) as

f∞
M̃ᾱ

(z) =

∣∣∣∣ 1

z′(z−1(x))

∣∣∣∣·f∞Ñ1

(
z−1(x)

)
=

1
¯̄α
f∞
Ñ1

(
z − 1

ᾱ

)
, (32)

where the aepdf of Ñ1 is given by (25).
The second step includes the derivation of η−1

M̃ᾱ
(x), given by

the next proposition.
Proposition 3: The inverse η-transform of M̃ᾱ is given by

(34).
Proof: Having obtained the aepdf of M̃ᾱ, use of Defini-

tion 1 allows to derive its η-transform as

ηM̃ᾱ
(ψ)=

∫ +∞

0

1

1 + ψx
f∞
M̃ᾱ

(x)dx.

If we make the necessary substitution, ηM̃ᾱ
(ψ) is written as

in (33), which can be evaluated by performing certain substitu-
tions as in [21]. Specifically, we set x = wᾱ+ 1, dx = ᾱdw,
followed by w = 1 + β + 2

√
β cosω, dw = 2

√
β(− sinω)dω,

and finally ζ = eiω, dζ = iζdω. Hence, initially we calculate
the poles ζi and residues ρi of Eq. (33). Then, we perform



f∞
M̃ᾱ

(x, β, ᾱ)→

√(
x− 1− ᾱ+ 2ᾱ

√
β − ᾱβ

) (
ᾱ+ 2ᾱ

√
β + ᾱβ − x+ 1

)
2ᾱπ (x− 1)

. (31)

ηM̃ᾱ
(ψ)=

ᾱ

4iπ

∮
|ζ|=1

(ζ2 − 1)2

ζ((1 + β)ζ+
√
β(ζ2 + 1))(ζ(1 + ψ(1 + ᾱ+ ᾱβ))+

√
βψᾱ(ζ2 + 1))

dζ. (33)

η−1

M̃ᾱ
(x)=

−xᾱ−βᾱ+ᾱ−1+
√
x2ᾱ2+2xᾱ2β−2xᾱ2−2xᾱ+β2ᾱ2−2βᾱ2+2βᾱ+ᾱ2+2ᾱ+1

2xᾱ
. (34)

an appropriate Cauchy integration by including the residues
located within the unit disk. More concretely, we have

ηM̃ᾱ
(ψ) = −β

2
(ρ0 + ρ2 + ρ4),

which after inversion results to (34).
Next, we provide the inverse η-transform of Kᾱ.

Proposition 4: The inverse η-transform of Kᾱ is given by

η−1
Kᾱ

(x) = ΣÑ2
(x− 1)η−1

M̃ᾱ
(x) =

1

1 + γ(x− 1)
η−1

M̃ᾱ
(x).

(35)

Proof: The desired result is given by means of the free
convolution

ΣKᾱ
(x)=ΣÑ2

(x)ΣM̃ᾱ
(x)⇐⇒ (36)(

−x+1

x

)
η−1
Kᾱ

(x+1)=ΣÑ2
(x)

(
−x+1

x

)
η−1

M̃ᾱ
(x+1),

where in (36) we have taken into advantage the asymptotic
freeness between the deterministic matrix with bounded eigen-
values Ñ2 and the unitarily invariant matrix M̃ᾱ as well as we
have applied Definition 2. By using 35 and with appropriate
change of variables .e., y = x+ 1 provides (35).
The Stieltjes transform of Kᾱ is the next required step for
obtaining its aepdf. For this reason, we employ Lemma 2 to
obtain the inverse of η-transform of Kᾱ as

xη−1
Kᾱ

(−xSKᾱ (x)) + 1 = 0. (37)

Having calculated η−1
Kᾱ

(x) from (35) we use (37), and after
some algebraic manipulations, we obtain (20).
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