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ABSTRACT 

Knowledge Discovery in Database (KDD) can be defined as a technology or a 

process that helps to extract valuable information including hidden and unseen patterns, 

trends and relationships between variables from a large amount of data. The information 

learnt and the discovery made can help in applying the new found pattern in the training 

set to an unseen data, known as test set, that can guide and facilitate a crucial business 

decision making task. A large number of data mining techniques have been proposed in 

the literature for classification purpose. In this work, we are using the Rough Set 

Classifier (RSC) for mining image segmentation data set obtained from an online 

machine learning data repository. The RSC is a rule based data mining technique which 

generates rules from large databases and has great capabilities to deal with noise and 

uncertainty in data set. In order to find out the best accuracy method, we conducted 

around 10 experiments by varying the proportions between the training and test sets. The 

best method gave us an accuracy of 85.71%. 
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ABSTRAK 

Penemuan Pengetahuan dalam Pangkalan Data boleh ditakrifkan sebagai suatu 

teknologi atau proses yang membantu mengekstrak maklumat berguna termasuklah corak 

tersembunyi atau terlindung, arah aliran dan hubung kait antara pembolehubah dengan 

data dalam jumlah yang besar. Penemuan dan maklumat yang dipelajari dapat membantu 

dalam menerapkan corak data yang baru ditemui ke dalam set latihan. Set ujian pula 

dapat memberikan panduan dan memudahkan tugas membuat keputusan bisnes yang 

penting. Bagi tujuan pengklasifikasian, sejumlah besar teknik perlombongan data telah 

dicadangkan dalam penulisan ini. Dalam kajian ini, kami menggunakan Pengkelas Set 

Kasar (Rough Set Classifier - RSC) untuk melombong set data bagi segmentasi imej yang 

diperoleh dari repositori data pembelajaran mesin dalam talian. RSC adalah teknik 

perlombongan data berasaskan peraturan. Peraturan dijanakan dari pangkalan data yang 

besar dan mempunyai kebolehan untuk mengedalikan hingar dan ketidaktentuan dalam 

set data. Bagi mendapatkan teknik yang jitu, kami menjalankan 10 eksperimen dengan 

mempelbagaikan perkadaran diantara set latihan dan set ujian. Didapati kaedah terbaik 

menghasilkan kejituan 85.71%. 
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CHAPTER 1  

INTRODUCTION  

1.1 Overview  

Data mining also known as Knowledge Discovery in Database (KDD) can be 

defined as a technology or a process that helps to extract valuable information 

including hidden and unseen patterns, trends and relationships between variables 

from a large amount of data. The information learnt and the discovery made can help 

in applying the new found patterns to unseen data that can guide and facilitate a 

crucial business decision making task. Data mining comprises several tasks such as 

classification, forecasting, prediction, clustering, association, deviation detection and 

so on. The definitive objective of data mining, in general, is to facilitate the 

prediction activity. Predictive knowledge discovery in database (KDD) is the most 

shared and common type that has the most direct impact in business applications [1].  

The data mining process basically comprises of three stages: a) an initial exploration, 

b) a model design for pattern definition and c) an implementation of the proposed 

model in the new or unseen data for the prediction purpose. 

Our data warehouses are rich with lots of hidden pieces of information that 

can be very handy for an intelligent decision making. Classification and prediction 

are two types of data analysis methods that can be used to mine models defining 

significant data classes or to predict future data tendencies or trends. This type of 
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analysis offers us a better understanding of the data at large. Classification predicts 

categorical (discrete, unordered) labels. However, prediction models continuous 

valued functions [46]. A medical researcher analysing a breast cancer data in order to 

predict which one of three specific treatments (“treatment A,” “treatment B,” or 

“treatment C”) a patient should receive, does a classification exercise. Hence he will 

construct a model or classifier for the prediction phase [46].  

Data classification consists of two main tasks: (1) learning step: a classifier is 

built to describe the set of data classes or concepts of the objects in hand; (2) 

classification step: we apply what was learnt in step 1 in an unseen data sets and 

draw conclusion. The classification process is illustrated in the below figure: 

 

Figure 1.1 Data classification steps [46] 
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Images are meaningful medium to convey information. The need to 

understand them and extract information from their content brought in picture image 

segmentation which fulfills above requirements. Image segmentation, first step of 

most image analysis procedures, is the process of partitioning an image into multiple 

segments in order to turn it's representation into meaningful data: easy to understand 

and analyse as well, without human assistance. Quite a number of intelligent 

techniques (genetic algorithms, fuzzy sets, artificial neural networks, image 

processing, pattern recognition, edge-detection, thresholding, clustering, classifiers, 

region-based, knowledge-based analysis, etc) have been previously applied in this 

area of study. However, the concern of results accuracy is still remaining. 

To tackle the existing issues in image classification and data mining, it 

become necessary to adopt a new approach which classify segmented images.  

1.2 Project Background 

Many mathematical theories and a wide range of algorithms have been 

proposed along the maturity of data mining decision systems in order to improve 

their impact and help facilitate practitioners’ tasks. New algorithms are still being 

proposed however there is still a lack of solid and reliable machine learning systems. 

This concern is more noticed when it comes to the imaging field [54]. Managing, 

massaging and analyzing information data sets and utilizing the data in hand for a 

sound prediction in the similar issues (problems) in the future has been a hot and 

challenging area of research for a long time. Information is the most precious asset 

that we all must protect and use it for learning purpose that could help prevent 

upcoming/unseen matters.  

Information can be analyzed through different means. Its classification is a very 

important part of business decision making tasks that every board of management and 
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decision makers rely on. Many decision making exercises are occurrences of classification 

problem. Hence, in general, most of those tasks can be formulated into a proper 

classification problem. It could be one of the following: prediction, forecasting, diagnosis, 

pattern recognition and matching problems. Classification of information can be done either 

by statistical method or data mining method. Therefore, all these tasks rely on 

information and depend heavily on uncertain and ambiguous data. These 

characteristics (uncertainty, rough data, imprecision) are the main basics of the 

proposed intelligent technique.   

Due to above raised concerns; it’s high time to bring in picture a new 

intelligence technique which should stand apart. It should not require any external 

parameters instead takes full advantage of the only given data. The technique should 

have the ability to tell whether the working/sample data at hand is complete or not 

based on the data itself. Moreover, if the data is not sufficient enough, it should 

suggest that more information about the objects is needed. On the other hand, if the 

data is complete, it should be in position to determine whether there are any 

redundancies and find the minimum data required for the classification purpose.  

1.3 Problem Statement 

There is no doubt that an efficient decision system is fundamental for 

accurate classification. We are all prone to mistakes and this have an impact in our 

output too. Many researches have proposed and implemented powerful methods for 

knowledge discovery in database (KDD) for different types of data sets such as 

medical data (tumor, cancer, etc.) and engineering data as well. However, a review of 

a wide range of the existing research works as highlighted in the literature review 

shows a lack of contribution pertaining to classification of images. This is mainly 

observed when considering the rough set classifier as a tool for implementation. 

There are still concerns around proper finding of best methods that can help easily 

identify the most contributing attributes that defines an image and assist in its 
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classification. Due to this matter designing decision systems based on a different 

method, compared to the widely known techniques, that solely classify segmented 

images is highly needed [54].  

1.4 Project Aim 

This project generally is meant to mine image knowledge for the purpose of 

classification. It focuses, mainly, on segmented images related to outdoor scenery. 

For the above purpose, we will be exploring the capabilities of an intelligent data 

mining technique known for its strength in dealing with uncertainty and vague data. 

Lastly, it aims to facilitate the task of mining segmented images which could be 

applied if successful in medical image knowledge discovery and other related 

decision support systems.  

1.5 Project Objectives 

 The objectives for this project are threefold: 

I. To identify and investigate existing intelligent techniques for image 

classification. 

II. To propose and implement a different method with the hope to 

improve the classification accuracy.  

III. To test and evaluate the proposed intelligent method. 

 

1.6 Project Questions 

The project questions are as the following: 
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i. To what extent we can rely on intelligent techniques for image 

classification? 

ii. How helpful are existing intelligent techniques in dealing with image 

classification?  

iii. What makes our proposed technique stand apart from other approaches 

in handling image classification?  

 

1.7 Project Scope 

The scope for this study focuses on: 

i. Classifying outdoor images using intelligent techniques: we will only 

be using Rough Sets method instead. 

ii. We will be only using segmented images extracted from the Image 

Segmentation Data Set under the UCI Machine Learning publicly 

available repository [38]. Images types are: RGB.  

iii. The tool we will be using is the Rough Set Classifier namely Rosetta. 

 

1.8 Significance of this study 

The significance of this work can be outlined as following: 

i. Contribution to the data mining research area by exploring the strength 

of our proposed classification method.  

ii. To ease finding the best model within our proposed technique for image 

classification with less manual work and computation.  

iii. Facilitating the task of data mining of images by providing more 

reliable and fast approaches for image classification. 

iv. Taking advantage of the strength of the Rough Set theory in terms of 

ambiguity and imprecision. 
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1.9 Organization of the Report    

This report consists of 5 chapters. Chapter one describes the introduction, 

background of the study, research objectives and questions, the scope of the study 

and its primary objectives. The second chapter reviews available and related 

literature on data mining methods, the rough set classifier usage for knowledge 

discovery in database, and image segmentation techniques. Chapter three describes 

the research methodology. Chapter four deals with the implementation and highlights 

the findings as well. The last chapter which is chapter five concludes this work and 

suggests future improvements. 
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