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#### Abstract

Wavefront distortions, arising from mismatches, degrade quantum noise mitigation strategies in precision metrological devices, such as LIGO. Direct mode decomposition quantifies wavefront distortions in terms of solutions to the paraxial wave equation. The first part of this thesis develops high dynamic range mode decomposition, by using photodiode readout and developing novel alignment strategies. Limiting noise sources are suppressed and the noise performance is characterized in the 1 mHz to 10 kHz frequency range.

Higher order, Hermite-Gauss, spatial modes may be used in precision metrology to sidestep thermal noise. This thesis demonstrates the production of higher order, Hermite-Gauss spatial modes, but, also finds that these modes are more susceptible to mode mismatch losses than the fundamental mode.

Another form of precision metrology is atomic interferometry. Optical cavities reject wavefront distortions in the laser beams used to manipulate the atoms; however, they introduce an elongation of the beam-splitter pulses. A numerical study finds that this elongation suppresses the atomic excitation probability, when the transition is not exactly on resonance, reducing atomic flux. Long baseline, high finesse resonators are particularly affected.

The closing section of this thesis describes a tool used to validate numerical models used throughout this work.
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## List of Figures

1.1 A modern Michelson interferometer. In contrast to Michelson's original instrument, a Helium-Neon laser is used to provide a collimated light source, in favour of an Argand burner. Mirrors are rigidly held to a massive metal base plate and a plastic shield is used to suppress environmental noise. For more details see [11]. ..... 3
1.2 Hermite-Gauss Modes for $n, m \in[0,2]$ with 1 mW of input power and $100 \mu \mathrm{~m}$ waist radius. The top left plot shows the fundamental mode (HG00), the center column shows modes with 1 horizontal phase discontinuity $(m=1)$ and the right most column, modes with two horizontal phase discontinuities $(m=2)$. Likewise, the center row shows $n=1$ and the bottom row $n=2$. As mode order increases, the peak amplitude of the mode decreases for fixed power5

1.3 A two-mirror near-planar cavity with a resonating HG00 mode. The mirror radii of cur
vature are given by $R_{1}$ and $R_{2}$. The highly reflective dielectric layers from which the light
reflects are indicated by the solid line on the glass substrate. The solid lines between the
glass sheets show $w(z)$ and the dotted lines show lines of constant phase.
1.4 Upper plot: An illustration of HG00 beam propagation. Dotted lines show surfaces with constant phase and solid lines show $w(z)$. Mirrors placed at the location of the labels form symmetric two mirror cavities of the geometry specified. Lower plot: beam radius of curvature and associated mirror g-factor. Parameters are close to the limit of the paraxial approximation and are chosen to ensure the curvature of the phase fronts is visible.
2.1 Ground based gravitational wave detector network. Courtesy Caltech/MIT/LIGO Laboratory, used with permission.17
2.2 Typical layout of an advanced gravitational wave detector, not to scale. The mode basis defined by the cavities are indicated by the $q_{\text {Cavity }}$ labels. Extraneous optics are not shown.
2.3 Advanced LIGO Sensitivity. The dominant noise sources in the LIGO reference design [12] plotted alongside the measured amplitude spectral density computed from 60 s of strain data at LIGO Livingston Observatory (LLO) starting at 12.00 UTC on 18th February 2020 [13]. Coating Brownian and Quantum Vacuum noises limit the detector in its most sensitive region. LLO data courtesy LIGO lab.
3.1 MODAN and Optical Convolution System. The light is incident on a MODAN resulting in the field just after the DOE being, $U(x, y)=U_{\text {in }}(x, y) T(x, y)$. The light propagates a distance of $2 f$ where the on-axis intensity is proportional to the fraction of power in the mode selected by the MODAN. A lens of focal length $f$ placed halfway between the sensor and the MODAN.
3.2 False colour images, showing the simulated intensity patterns in the Fourier plane, for an ideal HG11 mode analyzer with 200 mm focal length lens and 1 mm input waist size. Results are shown for four pure input beams. When the input light is HG11, it is focused to the optical axis, in other cases, it is scattered away from the optical axis.
3.3 Optical layout used for the investigation in Section 3.2.2. The components enclosed in the box contain the preparatory optics required to produce a collimated, linearly polarized 2.3 mW HG00 beam. This beam is incident on the first SLM which converts the light into a higher-order spatial mode. The specular reflection is then dumped and converted light is incident on a second SLM, displaying a mode analysis pattern. The light then propagates through a lens before being incident on a CCD.
3.4 Determination of the Pluto-2-NIR-015 modulation depth. The phase-pattern on the left is sent to the SLM. The SLM has a built in lookup table to convert this into a voltage applied to the liquid crystal. As the value of the right half of the phase-pattern is changed, the left and right halves of the beam receive differing phase shifts. Thus the relative height of the left and right interference patterns shift and the modulation depth may be determined
3.5 Beam profile used for the results presented in Section 3.2.2 after collimation, measured using a WinCamD-UCD15. $z=0$ describes the laser aperture. SLM1 was at $z=1 \mathrm{~m}$. . . .
3.6 False colour intensity patterns produced by the setup described in Section 3.2.2 and SLM1 set to a HG11 phase pattern. SLM2 then displayed the mode pattern indicated in the title. White crosses show the central pixel used for the analysis. Black areas inside bright spots correspond to an overflow error; since they are not close to the central pixel the measurement was not affected. The outermost pixels used for background removal are not shown for clarity.
3.7 Photo of optical setup used in Section 3.2.3. Light is generated in the TEM00 mode, before passing through the mode generator which consists of SLM1 and the mode cleaner. The beam is then collimated and incident on the mode analyzer, indicated by the blue box and consisting of SLM2, a lens and a CMOS camera. Red annotations show the path of the main laser, diagnostic beam paths are not shown.
3.8 Beam profile measured using a WinCamD-LCM prior to impinging on SLM2. SLM2 was located at $z=10.239 \mathrm{~mm} . z$ describes the distance along the optical axis from the laser aperture.
3.9 False colour intensity patterns produced by the advanced setup described in Section 3.2.3 and SLM1 set to a HG11 phase pattern. SLM2 then displayed the mode pattern indicated. White crosses show the central pixel used for the analysis. The outermost pixels used for background removal are not shown for clarity.
3.10 Simplified Experimental Layout. The light is first filtered through an optical cavity to generate a high purity HG00 mode. A pair of steering mirrors then add controlled misalignment to the beam. The light is split between the MODAN under evaluation and a witness QPD. The SLM is configured to display phase-pattern, $T(x, y)$ and works in reflection. Extraneous lens, waveplates and mirrors are not shown.
3.11 SLM Geometry to scale. The solid circle illustrates the point at which the power of the spatially fundamental beam falls to $1 / e^{2}$ of peak intensity. $\sigma_{x, y}^{S L M}$, describes the position of the beam with respect to the SLM, $O_{x, y}$ describes the offset in software between the phase-pattern centre and the SLM centre and $d$ describes the relative $x$ offset between the phase-pattern origin and the beam.
3.12 Phase-patterns with various software offsets. Upper patterns are $T_{10}^{P O}$ and lower patterns are $T_{01}^{P O}$. The grating period has been increased from $80 \mu \mathrm{~m}$ ( 10 pixels) which was used in the experiment, to $1536 \mu \mathrm{~m}$ and the number of pixels decreased by a factor 10 in both directions, to provide a legible figure.
3.13 Camera images for several phase-pattern offsets. $O_{x}$ is the phase-pattern offsets with respect to the SLM. The central spot is the first diffraction order, with the specular and the second diffraction orders either side.
3.14 Light-Sensor Alignment Scan. The phase-pattern $x$ and $y$ offsets were varied in sequence while the beam remained incident on the centre of the SLM (as determined with a viewing card) and the mode weights were measured. The measurement was repeated for several light-sensor $x$ positions. There is a $10 \%$ calibration uncertainty and offset uncertainty $<$ $3 \times 10^{-5}$ for all measurements. The SLM input power was nominally 4 mW , which resulted in a maximum of $17 \mu \mathrm{~W}$ on the photodiode. The left panel shows HG10 mode weights measured with $T_{10}^{P O}\left(x-O_{x}(t), y\right)$, which was displayed for $33.33 s$, followed by a blank calibration frame. The right panel shows HG01 weights measured with $T_{01}^{P O}\left(x, y-O_{y}(t)\right)$ which was also displayed 33.33 s .
3.15 Ideal response of alignment MODAN to a relative misalignment between the beam and the phase-pattern, for several light-sensor positions. This is computed using Equation 3.23, with $a_{0}^{H}, a_{1}^{H}$ from 3.24, 3.25 and inter-modal phase difference $\phi_{0}-\phi_{1}=\frac{\pi}{4}$.
3.16 A steering mirror was used to scan the relative alignment between the incident light and a static phase-pattern on the SLM, a QPD was used as a witness sensor. Data could only be obtained in the region $|d|<1$ due to the limited range of the QPD. The photodiode offset, computed during the fit, has been added to both the data and the model. The upper and lower plots show the response for phase-pattern described by equations 3.9 and 3.11 respectively.
3.17 The upper plot shows the total optical power on the light-sensor as a function of aperture radius, for 1 W total power and different amounts of HG10 power. The lower plot shows the fraction of this light which is crosstalk from the HG00 mode. The parameters used were: $\lambda=1064 \mathrm{~nm}, f=0.2 \mathrm{~m}, b_{10}=w_{\text {SLM }}=1.2 \mathrm{~mm}, a_{00}^{2}=1-a_{10}^{2} . w_{2 f}$ is given by Equation 3.21.
4.1 Simulated branch blazing efficiency for several multi-order phase-plates. The vertical axis shows the intensity of the on-axis field for a pure input mode HGnm at branch HGnm. The black line shows $e_{00} / N$, where $N$ is the number of branches and $e_{00}$ is the diffraction efficiency of a single branch TEM00 plate tested with a TEM00 input beam.
4.2 Phase-plate Design and Photograph
4.3 Optical Layout. Photodiode TP measures the total power in the beam. The light is then filtered through a cavity and mirror M1 applies the angular modulation. The phase-plate produces three branches: A, B and C, in addition to a specular reflection. Extraneous optics are not shown.
4.4 Photograph of experimental setup. The mode cleaner cavity, QPD and modulation are not visible in this photograph. A, B and C photodiodes correspond to the power in the TEM00, HG01 and HG10 modes.
4.5 Analogue signal processing. The ADC accepted signals between $\pm 1 \mathrm{~V}$ to maximize the dynamic range. The optical offset was removed in signal processing. Other signals were amplified to best make use of the ADCs bit depth. $f_{\mathrm{AA}}=10 \mathrm{kHz}, f_{s}=1 \mathrm{~Hz}$.
4.6 Amplitude spectral density of the QPD and mode analyzer response to HG10 modulation. Residual shows the spectral residual of the MODAN channel after subtraction of coherent alignment information in the QPD channel. PD Noise shows the (Optical) Noise Equivalent Power estimate quoted by the manufacturer [14]. QPD Dark and MODAN Dark are measurements with the laser off. Signal shot noise and offset shot noise are not shown but estimated to be $10^{-8} / \sqrt{\mathrm{Hz}}$ and $10^{-9} / \sqrt{\mathrm{Hz}}$ respectively. $A D C$ Noise shows acquisition noise measured without the photodiodes.
5.1 Schematic of Higher Order Mode Generator. The laser power at each point is indicated by the line thickness. The Spatial Light Modulator (SLM) appeared to cause some polarization modulation and so was placed after the EOM. Some additional low power diffraction orders are shown, indicated by the $-1,0$ and 2 labels. Extraneous polarization, diagnostic, mode matching and steering optics are not shown.

### 5.2 Photograph of Higher Order Mode Generator. See Figure 5.1 for diagram and explanation. 66

5.3 Beam profile in the vicinity of the SLM, as measured using a WinCamD. The SLM was placed at $z=3.6 \mathrm{~m}$. Exact determination of the waist position and size is difficult without profiling over a larger range due to the statistical uncertainty. However, the Rayleigh range for this beam is 7.6 m , so the wavefronts in the vicinity of the SLM may be considered flat
5.4 Phase-patterns imaged by the SLM for the conversion of TEM00 into another mode. Upper left blazing only $(n=m=0)$. The top row shows the conversion into: HG01 (center) and HG02 (right); middle row: HG10 (left), HG11 (center) and HG12 (right); bottom row: HG20 (left), HG21 (center) and HG22 (right). The line-spacing of the blazing has been increased from $d=191 \mu \mathrm{~m}$ (used in the experiment) to 1.53 mm to increase the clarity of the image. The characteristic 180 deg phase flips in the HG modes are generated by offsetting the parts of the grating by $d / 2$. The beam radius was $2.2 \pm 0.1 \mathrm{~mm}$ at this point and the wavefront curvature was assumed to be negligible.
5.5 Electronics required to lock mode cleaner. A sine wave with 16.5 dBm power at 12 MHz was generated. This was split and passed through a 6 dB attenuator to produce 7 dB input to the mixer. A 1 dB attenuator and 16 dB amplifier were used to produce the 28 dBm required to drive the EOM. The optical symbols are as used in Figure 5.1 and the layout is simplified.
5.6 Piezoelectric transducer hysteresis fit for TEM00 input. The HG10, HG01 and HG02 resonances were compared to a model of the resonance positions to produce errors for this polynomial. The shaded areas show the $68 \%$ confidence interval. The HG10, HG01 and HG02 resonances were verified using a CCD on transmission and comparing to the linear time-series data.
5.7 Cavity scans using low finesse polarization for several target modes. Tuning shows the end mirror tuning with respect to the HG00 resonance at the lower voltage. The dotted lines show the expected resonance positions for modes symmetric about the y axis (O1S, O2S, etc) and antisymmetric about the y axis (O1AS,O2AS, etc). The y-axis is normalized to the peak resonance at the lower voltage. Note the increased scattering into higher order modes as the input mode order increases.
5.8 Mode contents of the resonator beams. Each row shows the mode composition for a specific target.
6.1 Geometry of the Problem. Yellow dashed lines show the incoming beam, rotated by $\gamma=$ 7 deg clockwise from the cavity eigenmode which is depicted by the blue solid lines. Dotted lines show the wavefront curvature. The $y$ axes point out of the page and $x=y=z=0$ at the origins of the coordinate systems. For the resonator, this coincides with the centre of the right-hand mirror. Diagram recreated and adapted from [15].
6.2 1D mode mismatch parameter, $k_{n, \bar{n}}$ for a waist size only mismatch between the incoming beam and the 1 mm resonator waist size. Solid lines show a numerical solution to Equation 6.10 and dotted line shows the approximate analytic solution in Equation 6.15. .
6.3 Power transmitted by the aLIGO OMC for an astigmatic input beam with $w_{0 x}=0.98 \bar{w}_{0 x}$ and $w_{0 y}=0.96 \bar{w}_{0 y}$. The input power is scaled so that a mode matched TEM00 input beam transmits 1 W of power. The $x$ axis shows tuning from expected resonance position, the $y$ axis shows the transmitted power. The right hand plot shows a zoom of the peak resonance on a linear scale, dashed lines show efficiency determined with Equation 6.21. .
7.1 Simplified Mach-Zehnder atom interferometry sequence in the reference frame of the initial cloud. The atomic cloud initially has no upward momentum, then a Rabi $\pi / 2$-pulse splits the atoms coherently into two equal probability states. The excited state now has upward momentum imparted by the photons, while the ground state travels unchanged. The following $\pi$ pulse inverts the states, so the initially excited path, is now in the ground state and has no momentum and vice versa for the initially ground state. The final Rabi $\pi / 2$-pulse interferes the atoms. This is equivalent to an optical Mach-Zehnder.
7.2 Overview of Raman and Bragg techniques. In both cases it is typical to detune the lasers in order to adiabatically eliminate single photon transitions to and from the intermediate state.

> 7.3 The behaviour of pulsed light in an optical cavity depends strongly on the relation between the cavity photon lifetime $\tau$ and the pulse duration $T$. The black curve shows the original pulse. Reproduced from [2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
7.5 Analytical Solution. A simulation of atoms undergoing Rabi flopping from continuous monochromatic illumination. This is analytically solvable, thus the quoted error is the maximum difference between the analytical solution and the simulation. The Rabi frequency is set to $1 s$ and the simulation runs for $30 s$.

### 7.6 ODE Solver Performance. The error is determined from the conservation of probability.

7.8 Effect of cavity pulse deformation on transition probability. Coloured solid lines indicate the probability of being in the excited state for different detunings and pulse profiles. Black dashed lines indicate pulse profile, in units of Rabi frequency. Square and Gaussian, indicate the probability without the cavity effect. The lower four plots show the effect of a Gaussian input pulse resonating in a Fabry-Perot resonator with indicated finesse, $\mathcal{F}$, and length, $L$. All pulses are normalised to have pulse area $\beta=3 \pi$. For intra-cavity pulses, this is equivalent to reducing the input power to compensate for the resonator power enhancement.

8.1 A variety of screen-shots showing the Flask web-app used to control and configure the
automatic testing.

8.2 BEST output for comparative tests between Finesse 2 and Finesse 3, the reference file
(produced with Finesse 2) and the output (produced with Finesse 3) are both available
along with the maximum difference between the two programs.

8.3 BEST Test session output for Finesse 3 testing against analytics. STDOUT, STDERR
and plots are all captured, additional columns can be used to display information such as
the maximum difference encountered in each test file or provide links to key plots generated
by the test.
8.4 Finesse 3 validation output displayed in Safari. The file is obtained by clicking the *.png link shown in Figure 8.3.
8.5 Example of BEST testing flow when integrated with GitLab. Code is pushed to a GitLab instance, which sends a HTTP request to BEST. BEST replies with a tracking link and initiates the testing. GitLab then polls the tracking link. When the outcome is submitted to the database, the tracking link displays the status and GitLab can exit with appropriate status. ..... 113
B. 2 Terms in the Rayleigh Somerfeld Equation. The surface $\Sigma$ is entirely in the $(\xi, \eta)$ plane and forms the diffraction surface. The surface $S$ is entirely in the $(x, y)$ plane and forms the surface at which the field information is to be calculated. The surfaces $\Sigma$ and $S$ are parallel to each other and separated by a scalar distance $z_{p}$. $\mathbf{r}_{01}$ maps point $P_{0}$ in surface $\Sigma$ to point $P_{1}$ in surface $S, r_{01}$ is the scalar describing the length of this vector. $\theta$ describes the angle between $r_{01}$ and a vector normal to surface $\Sigma$ at point $P_{0}$. ..... 130
B. 3 Modal Decomposition System. The laser beam passes through a transmission filter which applies a amplitude and phase encoding $T(x, y)$. The beam then propagates a distance $f$ to a convex lens of focal length $+f$. The beam then propagates a further distance $f$ before interacting with a small area light-sensor, such as a photodiode or CCD. ..... 131
C. 1 Drawing of the simple Michelson used in this test. ..... 140
C. 2 Finesse 3 error behavior for a simple Michelson, produced using automated notebook testing. ..... 143
E. 1 Cartoon of a Michelson Interferometer. Light from a laser is incident on a beam-splitter, which splits light evenly between the arms. The light then propagates for distances $L_{x}$ and $L_{y}$ in two orthogonal directions, where it is then reflected back towards the beam-splitter. The light entering the interferometer is focused to a waist, $w_{0}$, at $z_{0}$ which defines the mode basis.154

But you look at science [...] as some sort of demoralizing invention of man, something apart from real life, and which must be cautiously guarded and kept separate from everyday existence. But science and everyday life cannot and should not be separated. - R. Franklin, 1940 [17, 18].
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## List of Frequently Used Acronyms

The following acronyms are used frequently in the text. These and other less common acronyms are introduced when first used.

| Acronym | Expansion | Description |
| :--- | :---: | ---: |
| CBTN | Coating Brownian Thermal Noise | TN in mirror coating |
| CCD | Charge Coupled Device | Type of camera |
| DOE | Diffractive Optical Element | Optical device to apply a phase pattern |
| EM | Electromagnetic (Radiation) | Radiation carried by electromagnetic fields |
| EOM | Electro Optic Modulator | EM phase modulation device |
| ETM | End Test Mass | Mirror |
| HG | Hermite-Gauss | Spatial mode distribution |
| HWP | Half Wave-Plate | Input Test Mass |
| ITM | Input Mode Cleaner | Wave-Plate with $\lambda / 2$ path difference |
| IMC | Mirror |  |
| NPBS | Non Polarizing Beam-Splitter | Optical resonator |
| OMC | Output Mode Cleaner | Pirror with about $50 \%$ power transmission |
| PD | Photodiode | Optical resonator |
| PBS | Polarizing Beam-Splitter | Device which converts photons into electrons |
| PRC | Power Recycling Cavity | Polarization dependent mirror |
| PRM | Power Recycling Mirror | Optical resonator |
| RPN | Radiation Pressure Noise | Mirror |
| QN | Quantum Noise | Noise source arising from the quantization of energy |
| QWP | Quarter Wave-Plate | Wave-Plate with $\lambda / 4$ path difference |
| SLM | Spatial Light Modulator | Computer driven phase-plate |
| SRC | Signal Recycling Cavity | Optical resonator |
| SRM | Signal Recycling Mirror | Mirror |
| TN | Thermal Noise |  |

Who does the science? How do things advance, right? It's people.

- E. Blackburn [20]


## List of Frequently Used Symbols

The following notation is used frequently in the text. All notation is defined when first used.

| Symbol | Expansion | Introduced |
| :--- | :---: | ---: |
| Latin |  |  |
| $f$ | Misc. Focal Length | N.A. |
| $i$ | Imaginary Unit Vector | Eq. 1.1 |
| $k$ | Laser Angular Wavenumber | Eq. 1.1 |
| $R_{C}(z)$ | Beam Radius of Curvature | Eq. 1.6 |
| $t$ | Time | Eq. 1.11 |
| $U(x, y, z)$ | (Electric) Field | Eq. 3.1 |
| $u(x, y, z)$ | Spatial Distribution | Eq. 1.1 \& Eq. D.7 |
| $u_{n, m}$ | Hermite-Gauss Mode | Eq. 1.3 |
| $w(z)$ | Beam Radius At $z$ | Eq. 1.5 |
| $w_{0}$ | Beam Waist | Eq. 1.5 |
| $x, y$ | Distances orthogonal to $z$ | Eq. 1.1 |
| $z$ | Distance along optical axis | Eq. 1.1 |
| Greek |  | Eq. 1.1 |
| $\lambda$ | Laser Wavelength | N.A. |
| $\nu$ | Misc. Frequency | Eq. 1.7 |
| $\Psi(z)$ | Gouy Phase | N.A. |
| $\omega$ | Misc. Angular Frequency | Eq. 1.11 |
| $\omega_{0}$ | Laser Carrier Angular Frequency |  |
|  |  |  |

We ignore public understanding of science at our peril.

- Eugenie Clark [21]


## Chapter 1

## Introduction

The direct detection of Gravitational Waves [22] was one of the greatest technological breakthroughs of this decade, winning the 2018 Nobel Prize in Physics [23]. In the first two observing runs since this momentous achievement, the twin Laser Interferometer Gravitational Wave Observatory (LIGO) detectors and European counterpart, Virgo, have detected 11 confident gravitational wave events with high significance [24]. The events included one in-spiralling binary neutron star [25] and 10 binary black holes. The important work developing the required instrumentation, operating the detectors and analyzing the data has implications in several fields. For example, in fundamental physics, it has enabled tests of general relativity in the strong field regime [26, 27, 28]. In cosmology, it has enabled binary black hole population studies [29] and measurements of the Hubble constant [30]. Lastly, in instrument science, it has enabled observations of parametric instabilities [31], optical squeezing with kilogram optics [32], and demonstrations of interferometry in a new shape [33].

These observations are made using a coherent beam of light, split into two orthogonal directions and interfered at a central beam-splitter, a device commonly known as a Michelson Interferometer [34]. Section 1.1 introduces the Michelson interferometer and describes why lasers are suitable for precision measurements, such as gravitational wave detection.

To mitigate counting uncertainty - which arises from the quantized nature of light-from limiting the
measurement [35], hundreds of kilowatts of optical power resonate between a pair of mirrors in each direction [36]. To further improve the sensitivity, additional quantum noise reduction techniques have been exploited to reach strain sensitivities of $h \sim 10^{-24} / \sqrt{\mathrm{Hz}}$ at 200 Hz [37]. As discussed in detail in Chapter 2, wavefront distortions within these quantum-enhanced interferometers are a challenge and impact the sensitivity.

These wavefront distortions and their relationship to precision measurement is the main subject matter dealt with in this thesis. Three distinct experimental works are discussed and two types of interferometer are considered: optical and atom.

For optical interferometry, an experimental campaign aiming to improve diagnostic wavefront sensing capability, is presented in Chapters $3 \& 4$. Additionally, Chapter 5, describes the construction of an optical setup to produce beams with exotic wavefront profiles, which was used to initially verify the wavefront sensors described in the preceding chapters. Chapter 6 presents an analytic and simulation study into the effect of mismatches on these exotic beams, inspired by the experimental work in Chapter 5.

For atom interferometry, a new numerical model is developed to explore fundamental limitations of the technique and is reported in Chapter 7. Given the extensive use of numerical codes throughout this work, Chapter 8 reports on a new tool used to validate some of these models. A more detailed overview of this work how it relates to precision metrological devices can be found in Section 1.6.

The remainder of this chapter introduces several important concepts used throughout this thesis. Section 1.2 introduces the necessary mathematics to describe the spatial properties of lasers. Section 1.3 introduces the idea of a unique mode basis in a resonator-a concept that will be used throughout this thesis. Section 1.4 shows an example of how laser wavefront distortions can be described in terms of solutions to the paraxial wave equation. Section 1.5 describes other uses of higher-order spatial modes.

### 1.1 Precision Metrology and the Interferometer

The first demonstration of laser type device was Gordon, Zeiger and Townes' MASER in 1954 [38]. The device was quasi-monochromatic, an important property for metrology, which naturally arose from the
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(2) Beam-splitter
(3) Mirrors
(4) Screen


Figure 1.1: A modern Michelson interferometer. In contrast to Michelson's original instrument, a HeliumNeon laser is used to provide a collimated light source, in favour of an Argand burner. Mirrors are rigidly held to a massive metal base plate and a plastic shield is used to suppress environmental noise. For more details see [11].
narrow molecular transition used to produce the lasing. Laser technology has of course improved and ultra-stable laser interferometry has become a cornerstone of precision metrology. For example, optical clocks use Fabry-Perot Interferometers to stabilize a laser frequency standard [39], the resulting system can achieve a frequency stability of $10^{-18} / 1[40]^{1}$.

To date, all direct gravitational wave detections have been made by laser-interferometer devices, another form of precision metrology, that are based on the Michelson Interferometer [41]. Albert Michelson used his namesake interferometer to infer the velocity of the earth through a hypothetical luminiferous æther which he supposed carried electromagnetic radiation. His important null result was strong evidence against the existence of such an æther and was early evidence in favor [42] of Einstein's theory of General Relativity [43], which predicts gravitational waves [44, 45] ${ }^{2}$.

Figure 1.1 shows a modern Michelson interferometer that uses a laser as its light source. The incident laser light is split by a partially reflective mirror which transmits $50 \%$ of the incident power and reflects

[^0]the other $50 \%$, referred to herein as a beam-splitter. The light travels in perpendicular directions over the distances $L_{x}$ and $L_{y}$ before being reflected by end mirrors which are normal to the propagation vector of the incoming radiation. The reflected light travels back to the beam-splitter where the beams interfere. The amount of light transmitted to the screen depends on the path-length difference $L_{x}-L_{y}$. Some notes justifying the use of a Michelson Interferometer to detect gravitational waves may be found in Appendix E (although it may be helpful to read Section 1.2 prior to Appendix E). A more comprehensive introduction may be found in Interferometer techniques for gravitational-wave detection [47].

### 1.2 Spatial Properties of an Electromagnetic Wave

Analysis of the impact of wavefront distortions on precision interferometers requires a mathematical description of their spatial properties. As shown in Appendix D, the Paraxial Wave Equation follows from considering Maxwell's equations in a vacuum with no charges or currents, in the limit that the off-axis properties vary slowly with respect to the laser wavelength, $\lambda$. The equation is,

$$
\begin{equation*}
2 i k \frac{\mathrm{~d} u}{\mathrm{~d} z}=\frac{\mathrm{d}^{2} u}{\mathrm{~d} x^{2}}+\frac{\mathrm{d}^{2} u}{\mathrm{~d} y^{2}} \tag{1.1}
\end{equation*}
$$

where $k$ is the angular wavenumber, $i$ is the imaginary unit and $u \equiv u(x, y, x)$ is a function describing the spatial properties of the wave. $z$ describes the distance along an axis parallel to the laser beam, while $x$ and $y$ describe distances in two directions orthogonal to each other and $z$. A general solution to this equation is the linear combination of Hermite-Gauss (HG) modes $^{3}$,

$$
\begin{equation*}
u(x, y, z)=\sum_{n, m} a_{n m} u_{n m}(x, y, z) \tag{1.2}
\end{equation*}
$$

where the mode indices, $n, m$ are non-negative integers and $a_{n, m}$ are the complex amplitudes of each mode in the set. The HG modes are separable and defined by,

$$
\begin{equation*}
u_{n m}=u_{n}(x, z) u_{m}(y, z) . \tag{1.3}
\end{equation*}
$$

[^1]

Figure 1.2: Hermite-Gauss Modes for $n, m \in[0,2]$ with 1 mW of input power and $100 \mu \mathrm{~m}$ waist radius. The top left plot shows the fundamental mode (HG00), the center column shows modes with 1 horizontal phase discontinuity ( $m=1$ ) and the right most column, modes with two horizontal phase discontinuities $(m=2)$. Likewise, the center row shows $n=1$ and the bottom row $n=2$. As mode order increases, the peak amplitude of the mode decreases for fixed power.
$u_{n}$ is then defined by [47],

$$
\begin{equation*}
u_{n}=\left(\frac{2}{\pi}\right)^{\frac{1}{4}} \sqrt{\frac{\exp (i(2 n+1) \Psi(z))}{2^{n} n!w(z)}} H_{n}\left(\frac{\sqrt{2} x}{w(z)}\right) \exp \left(\frac{-i k x}{2 R_{C}(z)}-\frac{x^{2}}{w^{2}(z)}\right) \tag{1.4}
\end{equation*}
$$

Where $H_{n}(x)$ is the $n$ th-order Hermite Polynomial.

$$
\begin{equation*}
w(z)=w_{0} \sqrt{1+\left(\frac{\lambda\left(z-z_{0}\right)}{\pi w_{0}^{2}}\right)^{2}} \tag{1.5}
\end{equation*}
$$

describes the beam radius along the $z$ axis. The beam radius is defined as the point where the magnitude of the electric field falls to $1 / e$ of its peak value for the HG00 mode.

$$
\begin{equation*}
R_{C}(z)=\left(z-z_{0}\right)+\frac{\pi^{2} w_{0}^{4}}{\lambda^{2}\left(z-z_{0}\right)} \tag{1.6}
\end{equation*}
$$

describes some increasing retardation of the phase front as a function of the distance from the waist position, $\left(x=0, y=0, z=z_{0}\right)$. Lastly,

$$
\begin{equation*}
\Psi(z)=\arctan \left(\frac{\lambda\left(z-z_{0}\right)}{\pi w_{0}^{2}}\right) \tag{1.7}
\end{equation*}
$$

which describes some additional optical path length traveled by the beam with respect to a plane wave [49]. $u_{n, m}$ is plotted for several modes in Figure 1.2.

For given beam axis $\underline{\mathbf{z}}$, the mode basis is then characterized by the parameters $w_{0}$ and $z_{0}$ which describe the minimum radius found along the beam axis and the position of this minimal radius. There is no requirement for the $w_{0}$ and $z_{0}$ parameters to be the same for the $u_{n}$ and $u_{m}$ components; however, unless explicitly labeled otherwise, consider $w_{x 0}=w_{y 0}=w_{0}$ and $z_{x 0}=z_{y 0}=z_{0}$. The following axillary mode basis parameters may be defined: the Rayleigh Range [47]

$$
\begin{equation*}
z_{R}=\frac{\pi w_{0}^{2}}{\lambda} \tag{1.8}
\end{equation*}
$$

the divergence angle,

$$
\begin{equation*}
\Theta=\arctan \left(\frac{\lambda}{\pi w_{0}}\right) \tag{1.9}
\end{equation*}
$$

and the beam parameter,

$$
\begin{equation*}
\frac{1}{q(z)}=\frac{1}{R_{C}(z)}-i \frac{\lambda}{\pi w^{2}(z)} \tag{1.10}
\end{equation*}
$$

which are all commonly used parameterizations for a Gaussian beam.

The full expression for a monochromatic electric field at time, $t$, with angular frequency, $w_{0}$, polarized


Figure 1.3: A two-mirror near-planar cavity with a resonating HG00 mode. The mirror radii of curvature are given by $R_{1}$ and $R_{2}$. The highly reflective dielectric layers from which the light reflects are indicated by the solid line on the glass substrate. The solid lines between the glass sheets show $w(z)$ and the dotted lines show lines of constant phase.
along the $x$ axis, is then,

$$
\begin{equation*}
\underline{\mathbf{E}}(x, y, z, t)=\sum_{n m} a_{n m} u_{n m}(x, y, z) \exp \left(-i\left(k z-\omega_{0} t\right)\right) \underline{\mathbf{e}}_{x}, \tag{1.11}
\end{equation*}
$$

where $\underline{\mathbf{e}}_{x}$ is a unit vector for the $x$-direction. HG modes are just one family that satisfy the paraxial wave equation. Other families exist, such as Laguerre-Gauss (LG) modes; however, only HG modes are discussed due to their ability to model astigmatism in gravitational-wave detectors ${ }^{4}$.

### 1.3 Spatial Modes and Optical Resonators

In the case of an optical resonator, the spatial distribution of the light must be reproduced on each round trip for a stable resonance to occur ${ }^{5}$. For a Gaussian beam, between two spherical mirrors, if the wavefront curvature matches mirror radius of curvature, then on each reflection the rays will be reflected back onto the waist as illustrated in Figure 1.3. Since the intensity profile of the HG modes does not change on transmission - aside from the scaling factor $w$ which is repeated-the spatial distribution will be reproduced on each round trip. For mirrors located at $z_{1}$ and $z_{2}$, separated by distance $L=z_{2}-z_{1}$,

[^2]with radii of curvature $R_{1}$ and $R_{2}$, this condition can be expressed as,
\[

$$
\begin{align*}
& R_{C}\left(z_{1}\right)=z_{1}+\frac{z_{R}^{2}}{z_{1}}=-R_{1}  \tag{1.12}\\
& R_{C}\left(z_{2}\right)=z_{2}+\frac{z_{R}^{2}}{z_{2}}=R_{2} \tag{1.13}
\end{align*}
$$
\]

By defining two additional parameters $g_{1} \equiv 1-L / R_{1}$ and $g_{2} \equiv 1-L / R_{2}$, it is possible to invert these equations and uniquely determine the mode basis from the resonator parameters (Chapter 19 of [48]),

$$
\begin{align*}
& z_{1}=L \frac{g_{2}\left(1-g_{1}\right)}{g_{1}+g_{2}-2 g_{1} g_{2}}  \tag{1.14}\\
& z_{2}=L \frac{g_{1}\left(1-g_{2}\right)}{g_{1}+g_{2}-2 g_{1} g_{2}}  \tag{1.15}\\
& w_{0}^{2}=\frac{L \lambda}{\pi} \sqrt{\frac{g_{1} g_{2}\left(1-g_{1} g_{2}\right)}{\left(g_{1}+g_{2}-2 g_{1} g_{2}\right)^{2}}} \tag{1.16}
\end{align*}
$$

Therefore, a two mirror resonator with spherical mirrors uniquely defines the mode basis.

In the general case, one may find the ABCD matrix [53] which describes the round trip focusing effect of the cavity. The condition of repeatability is then written as (Chapter 20 of [48] or Chapter 9.14 of [47]),

$$
\begin{equation*}
C q_{\mathrm{cav}}^{2}+(D-A) q_{\mathrm{cav}}-B=0 \tag{1.17}
\end{equation*}
$$

for cavity round trip ABCD matrix,

$$
\underline{\underline{\mathbf{M}}}_{r t}=\left[\begin{array}{ll}
A & B  \tag{1.18}\\
C & D
\end{array}\right]
$$

If a stable Gaussian mode exists in the cavity, the mode basis is described by the beam parameter, $q_{\text {cav }}$, that solves Equation 1.17. It is therefore, often convenient to work in the mode basis of the resonator that is being described.

The $g$ factors provide an important parameterization of the cavity stability. When $\left|g_{1} g_{2}\right| \rightarrow 1$, the resonator is more sensitive to imperfections which would cause the spatial distribution not to be reproduced on each round trip [52]. Resonators with $g_{1}=g_{2}=-1, g_{1}=g_{2}=0, g_{1}=g_{2}=1$ are typically referred


Figure 1.4: Upper plot: An illustration of HG00 beam propagation. Dotted lines show surfaces with constant phase and solid lines show $w(z)$. Mirrors placed at the location of the labels form symmetric two mirror cavities of the geometry specified. Lower plot: beam radius of curvature and associated mirror g-factor. Parameters are close to the limit of the paraxial approximation and are chosen to ensure the curvature of the phase fronts is visible.
to as Concentric, Confocal and Plane-Parallel (also called planar). Figure 1.4 shows an optical beam passing through its waist and has marked the symmetric cavity geometries formed by mirrors at various locations.

Confocal cavities have the property that all higher-order modes will simultaneously resonate in the cavity [51]; however, this is not generally true for all resonators. As introduced in the previous section, Gaussian modes accrue an additional phase lag with respect to a plane wave, called the Gouy phase. The round trip Gouy phase is given by (Section 9.15 of [47] or 19.3 of [48]),

$$
\begin{equation*}
\Psi_{r t}=2 \arccos \left(\operatorname{sign}(B) \sqrt{\frac{A+D+2}{4}}\right), \tag{1.19}
\end{equation*}
$$

which in the case of a two mirror cavity becomes,

$$
\begin{equation*}
\Psi_{r t}=2 \arccos \left(\operatorname{sign}(B) \sqrt{g_{1} g_{2}}\right) \tag{1.20}
\end{equation*}
$$

Once the spatial distribution, $u_{n, m}$, is matched on each round trip, the longitudinal terms must also cause constructive interference to achieve resonance. For a two mirror cavity, with round trip length, $L_{\mathrm{rt}}$, examination of Equations 1.11, 1.4 and 1.3 shows these phase terms to be,

$$
\begin{equation*}
\phi_{r t}=-k L_{\mathrm{rt}}+(n+m+1) \Psi_{r t}+\omega t \tag{1.21}
\end{equation*}
$$

To achieve resonance $\phi_{r t}=2 \pi$, therefore, in general, optical higher order modes may resonate for different microscopic cavity lengths. This is an important point and is the fundamental reason why a resonator with carefully chosen Gouy phase is used throughout this work to purify higher order modes.

### 1.4 Beam Distortions as Higher-Order Hermite-Gauss Modes

Since the HG modes are complete and orthonormal, any wavefront distortions can be described as an infinite sum of HG modes. Describing beam distortions as HG modes is particularly useful, as each mode can be independently propagated and the beam shape can subsequently be reconstructed at any point in the optical system.

For example, consider describing a HG00 mode with a small translational misalignment, $\Delta x$, evaluated at the waist, in terms of higher order modes. The accrued Gouy phase is zeroed and $R_{C}\left(z_{0}\right) \rightarrow \infty$, therefore,

$$
\begin{align*}
u_{00}\left(x-\Delta x, y, z_{0}\right) & =u_{0}\left(x-\Delta x, z_{0}\right) u_{0}\left(y, z_{0}\right)  \tag{1.22}\\
& =\left(\frac{2}{\pi w_{0}^{2}}\right)^{1 / 4} \exp \left(-\frac{(x-\Delta x)^{2}}{w_{0}^{2}}\right) u_{0}\left(y, z_{0}\right)  \tag{1.23}\\
& =\left(\frac{2}{\pi w_{0}^{2}}\right)^{1 / 4} \exp \left(-\frac{x^{2}}{w_{0}^{2}}\right) \exp \left(-\frac{(\Delta x)^{2}}{w_{0}^{2}}\right) \exp \left(\frac{2 x(\Delta x)}{w_{0}^{2}}\right) u_{0}\left(y, z_{0}\right) \tag{1.24}
\end{align*}
$$

Now consider that this misalignment is small compared to the waist size, $\Delta x \ll w_{0}$, and consider the field near the optical axis, $2(\Delta x) x \ll w_{0}^{2}$, then $\exp \left(\Delta x^{2} / w_{0}^{2}\right) \rightarrow 1$. The term $\exp \left(2 x \Delta x / w_{0}^{2}\right)$ can be Taylor expanded up to first-order,

$$
\begin{align*}
u_{00}\left(x-\Delta x, y, z_{0}\right) & \approx\left(\frac{2}{\pi w_{0}^{2}}\right)^{1 / 4} \exp \left(-\frac{x^{2}}{w_{0}^{2}}\right)\left(1+\frac{2 x(\Delta x)}{w_{0}^{2}}\right) u_{0}\left(y, z_{0}\right)  \tag{1.25}\\
& \approx\left(u_{0}(x, z)+\frac{\Delta x}{w_{0}} u_{1}(x, z)\right) u_{0}\left(y, z_{0}\right) \tag{1.26}
\end{align*}
$$

and likewise for a translational misalignment in $y$. Therefore, a HG00 beam that has been transversely translated may be described as an untranslated HG00 plus a small amount of HG10 mode. Each mode can then be independently propagated through the optical system and combined to determine the beam shape at future points. If this was an incoming beam, transversely translated with respect to a cavity mode basis. Then, if the cavity was only resonant for the HG00, the first order mode would be reflected away.

Likewise, consider a HG00 rotated by a small amount, $\theta$, about the $y$ axis. Assuming the origin of the coordinate system lies at the waist position and point of maximal intensity, this tilt adds a small, linear phase-shift and the tilted beam can be expressed as,

$$
\begin{equation*}
u_{0}(x, z) y_{0}(y, z) \exp \left(\frac{2 \pi i x \sin \theta}{\lambda}\right) \tag{1.27}
\end{equation*}
$$

By assuming that the tilt is small, $\sin \theta \approx \theta$. In addition, by recalling Equation 1.9,

$$
\begin{align*}
\exp \left(\frac{2 \pi i x \sin \theta}{\lambda}\right) & \approx 1+\frac{i \pi \theta w_{0}}{\lambda} \frac{2 x}{w_{0}}+\mathcal{O}\left(\left(\frac{2 x \pi \theta}{\lambda}\right)^{2}\right)  \tag{1.28}\\
& \approx 1+\frac{i \theta}{\tan (\Theta)} \frac{2 x}{w_{0}} \tag{1.29}
\end{align*}
$$

therefore,

$$
\begin{equation*}
u_{0}(x, z) y_{0}(y, z) \exp \left(\frac{2 \pi i x \sin \theta}{\lambda}\right) \approx\left(u_{0}(x, z)+\frac{i \theta}{\tan (\Theta)} u_{1}(x, z)\right) y_{0}(y, z) \tag{1.30}
\end{equation*}
$$

Thus, small rotational misalignments of an incoming beam to a resonator may be described as an exci-
tation of first order mode, with $\pi / 2$ phase difference to the dominant HG00 mode. The general mode coupling between a mismatched incoming beam and a resonator is derived in Section 6.1.

### 1.5 Uses of Higher Order Modes Outside Precision Interferometry

It is well known that angular momentum carried by electromagnetic radiation has both a polarization contribution (spin) [54] and orbital angular momentum contributions that depend on the spatial mode [55]. In the case of Laguerre-Gauss modes, this is $\hbar(p-l)$ and a general study for astigmatic beams is found in [56]. Such momentum distributions have found a variety of applications, such as driving micro-machines and interacting with cold atoms, see [57], for example, and references therein.

Optical tweezers can utilize the exotic electric field structures to perform dynamic trapping of atoms (e.g. [58, 59] and references therein). Increasing higher order mode indices correspond to increasingly steep potentials [60], leading to improved trapping.

Additionally, optical higher order modes are of increasing interest to the telecommunications industry for spatial multiplexing of signals [61]. Two frequently discussed options are: few mode fibres (e.g. [62]), which use several fibre cores to allow a few higher order modes to propagate along the waveguide; and higher order modes supported by a conventional multi-mode fibre wave-guide (e.g. [63]). Both methods exploit the orthogonality of the modes.

### 1.6 Higher Order Modes, Precision Interferometry and Thesis Overview

Describing a beam as a superposition of optical higher-order modes allows a comprehensive study of how defects couple into an optical system, as indicated in Section 1.4. The work presented in this thesis discusses the effect of higher-order modes in two types of precision interferometry, optical and atom. In
optical interferometry, sensors are demonstrated which could measure these wavefront deformations and sensor limitations improved. Additionally, an experiment to produce higher order modes is discussed in the context of precision optical interferometers. For atom interferometry, fundamental limitations are discussed.

In Chapter 2, I provide an overview of advanced gravitational wave detectors. I discuss the limiting noise sources and their relationship to wavefront distortions. I find that wavefront distortions cause a number of problems and impact sensitivity.

### 1.6.1 Sensing Wavefront Distortions

There are several sensors in use at gravitational wave detectors to monitor specific defects in the interferometer and control them (I provide a brief overview in the introduction of Chapter 3). However, no sensor fully decomposes the beam into basis modes, extracting the relative phase information. Such a sensor may allow the reconstruction of the beam through the interferometer, which could enable informed guesses at the origin of otherwise difficult to diagnose mismatches.

Direct mode decomposition presents an opportunity to directly monitor the effect of defects on the laser beams used in precision interferometry. This is particularly useful for modes above first order and could result in a better quantification of effects including: point absorbers, parametric instabilities, and mode-mismatch. There are proposals to employ higher order spatial-modes as the carrier light in future gravitational-wave detectors $[64,65]$ and these interferometers would benefit particularly due to the sensors ability to distinguish modes of the same order. The primary focus of this thesis is the development of direct mode decomposition for precision interferometers.

Gravitational-wave detectors already operate with very precise mode matching, facilitated by high-quality optics and witness sensors. The effect of residual defects is the excitation of higher order modes with small modal weights. Thus, the dynamic range of the mode analysis technique must be very high. In several previous demonstrations of direct mode analysis, authors spatially multiplex many mode analysis patterns on one DOE and measure the resulting pattern with a CCD (e.g. [66, 67, 68]). However, CCD streaking and blooming limits the dynamic range of the measurement, rendering the technique unsuitable
for precision interferometry. Streaking and blooming may be eliminated by changing to a photodiode readout; however, this also eliminates witness branches used to identify the correct position of the readout.

In Chapter 3, I demonstrate the restoration of this positioning information by temporally modulating the mode basis and looking for asymmetries in the response. My investigations showed that the remaining dynamic range was limited only by the ratio of the aperture used to collect the light and the beam radius.

The aperture-size versus beam-radius limitation arises from the finite aperture of the photodiode, resulting in a measurement of some off-axis light. This off-axis light contains power scattered from modes not under investigation by the mode-analyzer DOE.

In Chapter 4, I mitigate this limitation in two ways. Firstly, the beam radius at the DOE and the beam radius at the photodiode are a Fourier pair, therefore reducing beam radius at the DOE decreases the ratio of the photodiode aperture to beam radius at the photodiode, suppressing unwanted modal cross-coupling. To achieve the smallest DOE beam radii, I use a meta-material phase-plate. Secondly, in the case of the low mode weights encountered in precision interferometry, the dominant cross-coupling is from the carrier mode. If the fluctuations in the carrier mode weight are small compared to the total mode weight, then this offset may be subtracted, which I also demonstrate.

### 1.6.2 Precision Metrology with Higher Order Spatial Modes

In Chapter 5, I describe the construction of a Hermite-Gauss mode generator to produce extremely pure higher order modes. This was initially used to verify the direct mode decomposition technique. There are several techniques to generate higher order modes, the technique presented in this work uses a ring cavity preceded by a Diffractive Optical Element (DOE) to generate arbitrary modes with reasonable efficiency and high purity. Mode matching between the resonator, DOE and application are found to limit the technique.

Several authors have discussed precision interferometry using higher-order spatial modes, for more details see Section 2.2.2. Higher order HG modes may also be used to directly measure the thermal noise in an optical cavity [69]. This provided additional motivation for the construction of the Hermite-Gauss mode
generator. While operating this mode generator, the sensitivity to mode matching appeared to increase when the carrier-light HG mode indices increased.

In Chapter 6, I confirm this hypothesis by means of an analytic calculation. The analytic results are compared against a numeric integration of the coupling coefficient integral and found to agree. This increased sensitivity would result in power losses as the fields pass through the mode cleaner cavities in a gravitational wave detector. I study the effect on the Output Mode Cleaner (OMC) with $98 \%$ waist size matching as an example. Mode matching losses were found to increase by 13 times for the HG33 and 31 times for the HG55 modes.

### 1.6.3 Atom Interferometry

Atomic interferometers have also been demonstrated for precision measurements and proposed for gravitational wave detection [70]. The technique can be improved by adding an optical resonator to enhance power and spatially filter the optical wavefronts used to probe the atoms [71]. However, the resonator also modifies the temporal profile of the pulse used to drive the atomic transitions.

In Chapter 7, I present a stable, verified, numeric simulation, capable of studying the effect of cavity induced pulse deformation on the probability of exciting an atomic transition. High-finesse long-baseline optical resonators are found to be more susceptible to losses arising from poorly characterized transition frequencies.

### 1.6.4 Validation of Numerical Models

Throughout this thesis, several numerical models of physical systems are used. The optics.fft module in PyKat, is used to simulate Fresnel diffraction from the DOE discussed in Chapters 3 and 4 . Finesse 2 is used to model the optical resonators encountered in Chapters 5 and 6. Finally, the results presented in Chapter 7 rely entirely on the atom-light interaction model, which I developed. Validation of these models was a substantial challenge and needed to be done before any of the models could be used.

In Chapter 8, I introduce software I developed to provide Continuous Validation (CV) of numerical
models. This enabled automatic validation to be completed on each change to the code base. Furthermore, the interface offered by this software allows comprehensive validation results to be shared with the scientific community. The advanced features offered by this software are being actively used to validate new numerical models.

## Chapter 2

## Sensitivity Limitations in Current

## and Future Gravitational Wave

## Detectors

There are four operational, advanced (second generation), ground based, gravitational wave detectors which form a single effective all-sky observatory, shown in Figure 2.1. These detectors are the LIGO Hanford and Livingston detectors [72, 34], Virgo [73] and GEO600 [74, 75]. In addition, a fifth advanced


Figure 2.1: Ground based gravitational wave detector network. Courtesy Caltech/MIT/LIGO Laboratory, used with permission.
detector, KAGRA [76] is nearing completion and a sixth detector, LIGO India is planned [77]. Increasing numbers of detectors, with similar sensitivity, allow for both improved estimates of sky localization and more rapid localization estimates ([78] \& references therein). This in turn improves multi-messenger astronomy prospects $([79,80] \&$ references therein) which may target Hubble constant measurements and studies on the production mechanisms for heavy elements ([81] \& references therein).

In addition, there is substantial work underway to improve the sensitivity of each detector. For compact binary coalescences, the frequency of the premerger gravitational wave emission increases as the separation between the objects decreases [82] and so improved low-frequency sensitivity corresponds to an increased number of orbital periods in the detectors frequency range. In addition, in the case of black holes, more massive holes have larger radii and in turn, merge at lower frequencies [82]. Thus, low-frequency improvements enable the detection of heavier binary systems [83]. Improvements to gravitational wave detectors in their most sensitive region are motivated by increasing the total volume of space that can be searched [83], which can inform studies on the population of binary black holes [29]. One particularly attractive science target is the direct detection, or exclusion of, primordial black holes [84]. The predominant motivation for higher frequency sensitivity improvements is to constrain the neutron star equation of state ([85] \& references therein), where a high sensitivity is required in the $2-4 \mathrm{kHz}$ band [85].

Furthermore, there are plans for additional third-generation detectors, such as Einstein Telescope [86, 87] and Cosmic Explorer [84] which will push the limits of existing technology. All of these detectors are based on power and signal recycled Michelson interferometers, however, the implementation details vary between the detectors. A detailed and recent discussion of the science case for improvements to Gravitational Wave detectors can be found in [80]. This chapter discusses the limitations of these detectors in the context of higher-order spatial modes.

### 2.1 Detector Overview

The optics in advanced detectors are split into three subsystems: input optics, main interferometer and output optics. The following section provides a brief overview of these subsystems. See Figure 2.2 for an


Figure 2.2: Typical layout of an advanced gravitational wave detector, not to scale. The mode basis defined by the cavities are indicated by the $q_{\text {Cavity }}$ labels. Extraneous optics are not shown.
illustrative diagram and the references above for a more detailed descriptions.

### 2.1.1 Input Optics

In a typical advanced detector, light is generated using a stabilized laser. The light is initially in a mode basis defined by the optical fibres and laser cavities used to produce the light. Additional frequencies (sidebands) are added to the light using an Electro-Optic-Modulator (EOM). These additional sidebands are used to control the different cavity lengths (normally via PDH [88]).

The light is then filtered through an Input Mode Cleaner (IMC) resonator to ensure temporal coherence and to filter out unwanted higher order modes. The light is then in a clean state and passes through a number of (potentially curved) steering mirrors to mode match it into the main interferometer. For more details on the laser and input optics please consult [89].

### 2.1.2 Main Interferometer

The main interferometer consists of all the optics between the Power Recycling Mirror (PRM) and the Signal Recycling Mirror (SRM). The light is coherently split at the beam-splitter into the two arms of
the Michelson interferometer.

The light then passes into two resonators in the Michelson arms (arm cavities). At low frequency these cavities are controlled to be on resonance, thus increasing the amount light in the arms. The resonator ${ }^{1}$ increases the photon lifetime in the arms, therefore increasing the accrued phase-shift [90].

Then, the resulting fields at the beam-splitter interfere. The measurement is tuned to a null fringe at the output port, thus the majority of the light is reflected back towards the input laser. Since most of this light would otherwise be wasted, the PRM recycles it back into the main interferometer.

The final optic in the main interferometer is the SRM. This optic can either be tuned to reflect the signal back into the interferometer to accrue more phase [91], or detuned to reduce the effective finesse for the GW induced sidebands [92].

For further details on power and signal recycling I recommend [90, 93].

### 2.1.3 Output Optics

The first output optic is the squeezer, this device prevents the vacuum state from entering the interferometer by replacing it with a source of entangled sidebands, referred to as the squeeze state. This is covered in more detail in Section 2.2.1. See [37], [94], and [95] for details pertinent to LIGO, Virgo and GEO600 respectively.

Lastly, is the Output Mode Cleaner (OMC), this is an optical resonator which filters control sidebands and other junk light caused by defects and imperfections, for more details please consult [96, 97]. The GW signal can then be read out with a photodiode.

### 2.1.4 Detector Design Implications for Mode Matching

As illustrated in Figure 2.2, there are several optical cavities in the detector. Each of these cavities defines its own mode basis and lenses or curved mirrors must be used to match one basis onto another.
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Figure 2.3: Advanced LIGO Sensitivity. The dominant noise sources in the LIGO reference design [12] plotted alongside the measured amplitude spectral density computed from 60 s of strain data at LIGO Livingston Observatory (LLO) starting at 12.00 UTC on 18th February 2020 [13]. Coating Brownian and Quantum Vacuum noises limit the detector in its most sensitive region. LLO data courtesy LIGO lab.

In the case of the ring cavities, the IMC and the OMC, mode mismatching is directly related to losses of power and signal, due to the reflected fields exiting the interferometer.

In the core interferometer, there are several coupled Fabry Perot cavities. There effect of mismatches within these cavities is not always straightforward and care should be taken in the analysis [98].

### 2.2 Detector Noise and Mode Mismatches

The Advanced LIGO noise budget is shown alongside an experimental noise trace in Figure 2.3.

The two noise sources limiting the detector in its most sensitive region are (Coating Brownian) Thermal Noise (CBTN) and Quantum Noise (QN) [72], their origin and relationship to mode mismatches is explained in Sections $2.2 .2 \& 2.2 .1$. Other noise sources are discussed briefly below, for more details see [72] and references therein.

At low frequencies seismic motion causes the distance between optics to fluctuate and the optical axis to become misaligned. This fluctuation is suppressed by several stages of passive isolation. Since Advanced LIGO uses optical resonators to enhance the optical power in the arms of the Michelson, active seismic isolation must also be used to maintain the resonance condition. The resulting effect of seismic fluctuations is plotted and labeled Seismic in Figure 2.3. Sensor noise in the active control may contribute to the excess noise below 20 Hz in Figure 2.3 [99, 100].

Atmospheric air pressure fluctuations, motion of ground-water and the passage of heavy objects close to the detector may have a gravitational interaction with the test masses (e.g. [101]). Since this interaction can be described by the Newtonian gravity approximation, it is not of interest to the gravitational wave detector. The effect of this noise source on the detector is labelled Newtonian Gravity in Figure 2.3.

The suspensions used in gravitational wave detectors store energy. Fluctuations in this energy, resulting from the fluctuation-dissipation theorem, can cause the test masses to move by a small amount [102]. The effect of this motion on the detector is labelled Suspension Thermal.

Seismic noise may introduce an angular motion in the mirrors used in the interferometer, which could result in an excitation of higher order modes and loss of signal. This low frequency angular modulation is monitored and controlled by mode matching sensors [103, 104] and actuators [105]. Newtonian Gravity and Suspension Thermal noises are not directly related to higher order modes.

### 2.2.1 Quantum Noise and Mode Mismatches

Interferometers using DC readout, measure the amount light at the beam-splitter port opposite the laser. However, light is quantized into packets, each containing $\hbar \omega$ energy. Due to their quantization, there is a Poissonian counting uncertainty when their number is measured at the photodiode (herein referred to as shot noise). Furthermore, when these energy packets collide with mirrors in the detector, their radiation pressure is imparted onto the mirror. This counting uncertainty then corresponds to a momentum uncertainty on the mirrors (herein referred to as Radiation Pressure Noise, RPN). The origin of this uncertainty can be understood as vacuum fluctuations entering from the photodiode port of the interferometer. If these fluctuations have the right phase and frequency, they will increase the optical
intensity in one arm and decrease it in the other. Together these two noise sources form the standard quantum limit in the interferometer [35].

## Parametric Instabilities and Optical Modes

Reaching the standard quantum limit requires operating the interferometer with a very high power, otherwise, the shot noise at the photodiode will dominate the measurement. Operating a suspended cavity with this light power, will by definition, result in RPN in the interferometer. In addition to RPN, high levels of radiation pressure can induce the Sigg-Sidles angular instability [106] and parametric instabilities [107].

Parametric instabilities occur when the radiation pressure drives mechanical modes in the mirror, these mechanical modes couple fundamental power into a higher order spatial mode which can then resonate in the opto-mechanical cavity and amplify the mechanical mode. These have been observed in gravitational wave detectors [31] and are currently being damped successfully via acoustic mode dampeners [108].

Direct measurement of the mode content of the beam would allow the direct interrogation of low power parametric instabilities via their unique mode signature. This can be used in future detectors to monitor the effectiveness of the acoustic mode dampeners or another parametric instability suppression technique.

## Overcoming the SQL and Optical Modes

Interferometers can overcome the counting uncertainty by modifying the output optics to move from the coherent state into the squeezed state [109]. The vacuum fluctuations in this state have reduced shot noise at the expense of greater radiation pressure. For interferometers operating at low power, this is desirable [109]. This technique can be extended in various ways, most notably in frequency-dependent squeezing, where shot noise is reduced at high frequencies (where shot noise is dominant), and radiation pressure noise is reduced at low frequencies (where radiation pressure noise is dominant) [110].

The squeezed state may be obtained by using the vacuum state to seed the production of correlated pairs of photons around the carrier frequency (e.g. [95]). These photons now have a defined relationship with
the carrier, by tuning this phase relationship it is possible to reduce the counting uncertainty. When a photon is lost, the correlation is destroyed, the remaining photon only serving to increase noise in the detector. In this way, the squeezed state is very sensitive to loss.

Mode mismatches present two problems for squeezing. Firstly, if there exists a mode mismatch between the squeezer and the photodiode (the squeezing path), squeezed photons will become lost, destroying the squeezing. Secondly, if several mode mismatches exist, squeezing photons may couple back into the fundamental mode, with a different phase relationship [111].

Chapters 3 and 4 demonstrate the development of a high dynamic range, high bandwidth, mode analyzer at which could be used to directly access the mode structure of the beam and prevent mismatch induced losses from occurring in advanced and future detectors, thus reducing quantum noise and potentially improving high-frequency sensitivity.

### 2.2.2 Thermal Noise Mitigation using Higher Order Modes

As shown in Figure 2.3, at 100 Hz Coating Brownian Thermal Noise limits the most sensitive advanced detectors. This noise source arises from the random Brownian motion of the particles in the mirror coating. Assuming a cylindrical mirror and cylindrically symmetric beam, where the mirror radius is much larger than the beam radius, the power spectral density of the thermal noise, at frequency, $\nu$, and temperature, $T$, is proportional to [112, 113],

$$
\begin{equation*}
S_{x}(\nu) \propto \frac{T}{\nu} \int_{0}^{\infty}\left(\int_{0}^{\infty} I(r) J_{0}(p r) r \mathrm{~d} r\right)^{2} \mathrm{~d} p \tag{2.1}
\end{equation*}
$$

The term in brackets is the Hankle transform of the normalized intensity of the readout beam, $I(r)$, as a function of radius, $r$. $J_{0}$, is the zeroth order Bessel function and $p$ is a scaling factor. This indicates that larger beams are less susceptible to thermal noise. Indeed, for the cylindrically symmetric fundamental Gaussian mode,

$$
\begin{equation*}
S_{x}(\nu) \propto \frac{T}{\nu w(z)} \tag{2.2}
\end{equation*}
$$

the power spectral density is inversely proportional to beam radius and frequency [112].

For a given cavity length the beam radius at the mirrors can be maximized, thus reducing thermal noise, by either using a near-planar or near-concentric optical resonator design. Near-planar suspended designs are more susceptible to angular instabilities [106] than near-concentric designs and so nearconcentric resonators are preferential in advanced detectors [73, 72]. In either case, as the mirrors radius of curvature increases, the cavity becomes near-unstable, resulting in hyper-sensitivity to any mirror surface imperfections [114]. This sensitivity to imperfections makes operation of the cavities much more challenging, thus setting limits on the permissible beam size at the mirrors.

One obvious way to reduce thermal noise is to reduce the test mass temperature by operating cryogenically, which has been demonstrated in KAGRA [115]. This technique has also been proposed for the low-frequency interferometers in Einstein Telescope [87] and possibly the second phase of Cosmic Explorer [84]. However, the high circulating power used in gravitational wave detectors may cause nonnegligible heating of the test masses, which must be removed through the suspension chain [87], setting a lower limit on the test mass temperature. Another approach is to reduce thermal noise by choosing coating materials with improved material properties ([116] and references therein). Since the material properties often depend on temperature, a change in coating material is required if the detectors are to operate cryogenically. The search for coating materials with good thermal noise properties and low optical loss is ongoing at both cryogenic and room temperatures. Attractive options include a-Si at a wavelength of $2.0 \mu \mathrm{~m}$ [117] and multilayer coatings [118]. The status of other technologies such as Kahili Cavities and All-Reflective Interferometers have not progressed significantly since 2011 and are discussed in Section 2.2 of [113].

Another approach is to consider changing the spatial distribution of the light. One option is switching the carrier light from a fundamental Gaussian to an equivalently stable higher order spatial mode [64, 65]. This was discussed for the high-frequency interferometers in Einstein Telescope, as they used a higher circulating power, which would have made cryogenic operation more challenging [87]. In the case of Laguerre-Gauss modes it is possible to get explicit values for Equation 2.1, as shown by Vinet [112].

Sorazu et al. studied the use of a Laguerre-Gauss 3,3 (LG33) mode in a 10 m suspended optical resonator [119] and noted that astigmatism caused the break up of the LG33 mode into component HG
modes with similar, but not equal, round trip Gouy phase. This led to a difficult control problem and a poor power coupling into the resonator. One option to mitigate this is thermal astigmatism compensation [120].

Alternatively, astigmatic LG modes are not solutions of the paraxial wave equation (Equation 1.1), but HG modes are, and generation of HG modes has been demonstrated [5]. Furthermore, matrix heaters in gravitational wave detectors [121] could be combined with recent work on high spatial order sensors such as scanning, lock-in and Spatial Light Modulator (SLM) based phase cameras [122, 123, 124] and direct mode analyzers [6] to correct residual mirror defects.

Given the renewed interest in higher order modes for thermal noise reduction, Chapter 6 considers the susceptibility of higher order spatial modes to mode mismatches, compared to the fundamental spatial mode. In addition, the mode structure resulting from mismatches with a higher spatial order may be very complex, further motivating the mode analyzer developed in Chapters $3 \& 4$.

### 2.3 Gravitational Wave Detectors and this Thesis

Around the world, a number of advanced gravitational wave detectors are operating. At high frequency, these devices are limited by quantum noise. Overcoming quantum noise requires careful control of the spatial and longitudinal modes of the optical radiation used to conduct these measurements. The high dynamic range direct mode analyzer, demonstrated in Chapters $3 \& 4$, is able to directly access mode mismatch information and may help reduce squeezing losses. Mode sensors, such as this, may become more important in current generation detectors due to increasingly strict mode matching requirements [125] and could also be considered in the design of third generation detectors.

In the mid-band, current generation detectors are limited by thermal noise. One option to reduce this in current and future detectors is the use of a higher-order spatial mode of light. HG modes are naturally suited to astigmatic beams and may offer suitable mitigation. The increased susceptibility of higher order modes to waist size mode mismatch, shown in Chapter 6 highlights the importance of improved mode matching schemes.

## Chapter 3

## High Dynamic Range Spatial Mode Decomposition

This chapter is a reformatted and edited version of my recent paper "High Dynamic Range Spatial Mode Decomposition" [6]. Section 3.1 is extended from the paper and Section 3.2 was not included in the paper. Precision metrology experiments such gravitational wave detectors and optical clocks are limited by thermal noise $[126,127]$ and quantum (projection) noise $[36,128,39]$. As discussed in Sections 2.2 .1 and 2.2.2 mitigation strategies for these noise sources in gravitational wave detectors will be very sensitive to mode mismatches.

Gravitational wave detectors use interference between reflected first order modes and RF sidebands for minimization of resonator translation and tilt mismatches [103] which is well-developed [129, 130] and references therein. Direct detection of waist position and size mismatch is less well-developed, but of increasing importance [131]. Such methods include: Bulls Eye photodetectors [132], Mode Converters [133], Hartmann Sensors [134] and the clipped photodiode array discussed in [135] could be modified to be a direct mode mismatch sensor. Sensors beyond second order include scanning, lock-in and Spatial Light Modulator (SLM) based phase cameras [122, 123, 124], as well as optical cavities [136, 137, 138].


Figure 3.1: MODAN and Optical Convolution System. The light is incident on a MODAN resulting in the field just after the DOE being, $U(x, y)=U_{\text {in }}(x, y) T(x, y)$. The light propagates a distance of $2 f$ where the on-axis intensity is proportional to the fraction of power in the mode selected by the MODAN. A lens of focal length $f$ placed halfway between the sensor and the MODAN.

In contrast, direct mode analysis sensors (MODANs) (proposed [139]) extract the phase and amplitude for each of higher order mode [66] breaking degeneracy between modes of the same order. When used with an SLM, MODANs provide an independent, adjustable reference mode basis and do not need a reference beam [67]. The resulting sensor output can be readily and intuitively compared against models, offering substantial insight into the structure of the beam and easing mode matching.

Recent proposals $[66,67,68]$ encode witness diffraction orders onto the DOE and use a CCD as a light-sensor. This allows calibration of the relative alignment of between the CCD and DOE but limits the dynamic range. CCD blooming and streaking from light scattered by the phase-pattern limits the exposure time and dark noise is typically high.

In this chapter, a high dynamic range mode analysis method is developed using commercial low noise, high dynamic range, high bandwidth photodiodes and 1064 nm wavelength light. A pinhole of $5 \mu \mathrm{~m}$ aperture radius is used as a spatial filter to extract the signal from the scattered light. The relative alignment of the DOE and pinhole-photodiode assembly (referred to as a light-sensor) is then explored by scanning the alignment of beam with respect to the phase-pattern and positioning the light-sensor to eliminate asymmetries in the response of the system. A subsequent analytic calculation confirms the validity of this approach and is further used to develop a tolerance analysis for the pinhole aperture.

This work demonstrates the feasibility of high-dynamic-range mode-decomposition, an enabling technology for quantum and thermal noise reduction strategies. It can easily be extended to multi-branch MODANs. Furthermore, the methodology is similar to mode division multiplexing with Multi-Mode Fibers (MMF) [63], which is of increasing interest for increasing communication bandwidth [61].

### 3.1 Direct Mode analyzers

A mode analyzer (MODAN) is a DOE with transmission function such that the on-axis amplitude in the Fourier plane is proportional to the amplitude of some spatial mode in the input beam ${ }^{1}$. The layout of a typical MODAN implementation is illustrated in Figure 3.1.

If an input beam, $U_{\mathrm{in}}\left(x, y, z_{0}-\delta\right)$, is considered immediately prior to the MODAN at $z_{0}$ with transmission function $T(x, y)$, then the field immediately after this the MODAN is,

$$
\begin{equation*}
U\left(x, y, z_{0}+\delta\right)=U_{\text {in }}\left(x, y, z_{0}-\delta\right) T(x, y) \tag{3.1}
\end{equation*}
$$

where $\delta$ is an infinitesimal distance. To propagate this field, consider the Rayleigh-Sommerfeld equation ${ }^{2}$

$$
\begin{equation*}
U\left(\underline{\mathbf{P}}_{1}\right)=\frac{1}{i \lambda} \iint_{\Sigma} U\left(\underline{\mathbf{P}}_{0}\right) \frac{e^{i k r_{01}}}{r_{01}} \cos \left(\underline{\mathbf{n}}, \underline{\mathbf{r}}_{01}\right) \mathrm{d} s \tag{3.2}
\end{equation*}
$$

where: $\underline{\mathbf{P}}_{1}$ is the field at the point of interest, $\Sigma$ is a surface containing all of the incident radiation, $\underline{\mathbf{P}}_{0}$ is a point on surface $\Sigma, \underline{\mathbf{n}}$ is a unit vector in the direction of the incoming radiation, $\underline{\mathbf{r}}_{01}=\underline{\mathbf{P}}_{1}-\underline{\mathbf{P}}_{0}$ and $r_{01}=\left|\underline{\mathbf{r}}_{01}\right|$. By taking the Fresnel approximation and applying the resulting expression to the spaces and lens involved in the optical layout shown in Figure 3.1, the field in the plane of the light-sensor is then,

$$
\begin{equation*}
U\left(x, y, z_{0}+2 f\right) \approx \frac{\exp \left(i\left(2 k f+\frac{\pi}{2}\right)\right)}{f \lambda} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} U_{i n}\left(\xi, \eta, z_{0}\right) T(\xi, \eta) \exp \left(\frac{-i k}{f}(\xi x+\eta y)\right) \mathrm{d} \xi \mathrm{~d} \eta, \tag{3.3}
\end{equation*}
$$

as shown in Appendix B.3. By employing the modal model by setting,

$$
\begin{align*}
T(\xi, \eta) & =\sqrt{g_{e}} b_{n, m} u_{n, m}^{*}(\xi, \eta)  \tag{3.4}\\
U_{i n}\left(\xi, \eta, z_{0}\right) & =\sum_{n^{\prime}, m^{\prime},} a_{n^{\prime}, m^{\prime}} u_{n^{\prime}, m^{\prime}}\left(\xi, \eta, z_{0}\right) e^{i\left(\omega_{0} t+k z_{0}\right)} . \tag{3.5}
\end{align*}
$$

where $a_{n^{\prime}, m^{\prime}}$ is the amplitude of the mode (dimensions square-root power), and $g_{e}$ is the grating power efficiency (dimensionless) and $b_{n, m}$ (dimensions length) normalizes $T$. Assuming that the mode basis functions, $u$, form a complete, orthonormal basis set and recognizing the inner product; and neglecting
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Figure 3.2: False colour images, showing the simulated intensity patterns in the Fourier plane, for an ideal HG11 mode analyzer with 200 mm focal length lens and 1 mm input waist size. Results are shown for four pure input beams. When the input light is HG11, it is focused to the optical axis, in other cases, it is scattered away from the optical axis.
common phase factors, then the on-axis field at the sensor is,

$$
\begin{equation*}
U\left(0,0, z_{0}+2 f\right) \approx \sqrt{g_{e}} \frac{a_{n, m} b_{n, m}}{f \lambda} e^{i \omega_{0} t} \tag{3.6}
\end{equation*}
$$

as shown in Appendix B.4. During detection the inter-modal phase information is typically lost, but, by designing the phase pattern to overlap two fields, $T^{\cos }=u_{n_{0}, m_{0}}+u_{n_{1}, m_{1}}$ and $T^{\text {sin }}=u_{n_{0}, m_{0}}+i u_{n_{1}, m_{1}}$ the inter-modal phases can be recovered [66, 140]. The phase recovery was not demonstrated, but, if implemented a single sensor could access the all the alignment degrees of freedom.

As an example, consider four input beams, corresponding to pure HG00, HG01, HG10 and HG11 modes. Consider also a phase-plate with transmission function,

$$
\begin{equation*}
T(\xi, \eta)=\exp \left(i \bmod \left[\arg \left(u_{1,1}\left(\xi, \eta, z_{0}\right)\right)\right]\right) \tag{3.7}
\end{equation*}
$$

where both beams have a 1 mm waist co-located at $z_{0}$. The diffraction pattern in the Fourier plane, produced by a 200 mm focal length lens may then be computed using the FFT toolbox in PyKat [142]. The results are shown in Figure 3.2. When the input mode indices are matched to the mode indices used to produced the phase-plate, the light appears to become focused onto the optical axis. In all other cases, light is diffracted away from the optical axis. For a general input beam, this on-axis intensity is proportional to the fraction of light in the mode used to produce the phase-plate, in the phase-plate basis.


Figure 3.3: Optical layout used for the investigation in Section 3.2.2. The components enclosed in the box contain the preparatory optics required to produce a collimated, linearly polarized 2.3 mW HG00 beam. This beam is incident on the first SLM which converts the light into a higher-order spatial mode. The specular reflection is then dumped and converted light is incident on a second SLM, displaying a mode analysis pattern. The light then propagates through a lens before being incident on a CCD.

### 3.2 Preliminary Investigations

To initially verify the mode analyzer operation, a simplified mode-generator mode-analyzer setup was constructed as shown in Figure 3.3. The first SLM (SLM1) was a liquid crystal on silicon reflective Holoeye LCR- 2500 with a resolution of $1024 \times 768$ pixels and an active area of $19.6 \mathrm{~mm} \times 14.6 \mathrm{~mm}$. The second SLM (SLM2) was a higher resolution Holoeye Pluto-2-NIR-015. This device was also a liquid crystal on silicon type, with a resolution of $1920 \times 1080$ pixels and an active area of $15.36 \mathrm{~mm} \times 8.64 \mathrm{~mm}$.

### 3.2.1 Characterization of the SLMs

Several options exist to characterize the performance of phase-only modulators. Typically, a Michelson interferometer is used with one of the mirrors replaced by the SLM under evaluation. One half of the SLM then displays a constant phase offset, while the phase of the other half is slowly varied [143]. An interference pattern is formed by vertically misaligning one arm of the interferometer. The resulting intensity measured by the CCD, has a phase shift between the left and right halves corresponding to the


Figure 3.4: Determination of the Pluto-2-NIR-015 modulation depth. The phase-pattern on the left is sent to the SLM. The SLM has a built in lookup table to convert this into a voltage applied to the liquid crystal. As the value of the right half of the phase-pattern is changed, the left and right halves of the beam receive differing phase shifts. Thus the relative height of the left and right interference patterns shift and the modulation depth may be determined.
phase difference between the two halves of the SLM-pattern, as illustrated in Figure 3.4. The technique can be expanded to determine a pixel by pixel phase shift and correct for the roughness of the SLM backplane [144]; however, this was not deemed necessary.

The SLM converts the value at each pixel into an applied voltage to the crystal by means of an internal lookup table. SLM1 had previously been characterized in Section 4.1 of Fulda [113] and was found to have a modulation depth around $0.7 \pi$. Since this SLM was to be used for the mode generator, an exact determination of the modulation depth was not warranted. SLM2 was a much newer model, designed for 1064 nm light, as such the manufacture cited $2 \pi$ phase shift. Repeating the procedure used by Fulda to characterize SLM1, the maximum phase shift was found to be $1.7 \pi$. In the interests of brevity, the reader is referred to [113] for further details on the procedure.

### 3.2.2 Pure Mode Initial Test

SLM1 was then used to produce a simplified mode generator, the phase patterns are as described in Chapter 5; however, the mode cleaner resonator had not yet been added. The beam was collimated,


Figure 3.5: Beam profile used for the results presented in Section 3.2.2 after collimation, measured using a WinCamD-UCD15. $z=0$ describes the laser aperture. SLM1 was at $z=1 m$.


Figure 3.6: False colour intensity patterns produced by the setup described in Section 3.2.2 and SLM1 set to a HG11 phase pattern. SLM2 then displayed the mode pattern indicated in the title. White crosses show the central pixel used for the analysis. Black areas inside bright spots correspond to an overflow error; since they are not close to the central pixel the measurement was not affected. The outermost pixels used for background removal are not shown for clarity.
using a pair of lenses, to ensure the beam size would be as large as possible on both SLMs without clipping and aperture effects, as shown in Figure 3.5.

The mode generation pattern consisted of the phase discontinuity overlapped with a blazed grating, the blazed grating separated specular reflections from the higher order mode, as discussed in Chapter 5. Due to the large pixels, the beam needed to be propagated a large distance to separate the first diffraction order from the specular. The phase pattern was the same for mode generation and for mode analysis; however, whereas for mode generation it was suitable to propagate into the far-field, mode analysis required the lens to create a Fourier plane in which to read out the on-axis intensity.

The mode generator was then used to create the HG00, HG01, HG10 and HG11 modes in sequence. The field in the Fourier plane of the mode analyzer was then captured using a WinCamD-UCD15 CCD. The CCD outputs a monochrome 8-bit TIFF image, as shown in Figure 3.6. The pixel location corresponding to the centre of the diffracted beam was then identified by eye. Beam drift and jitter were neglected, choosing a single pixel location for all images in the set. The CCD has two offsets: firstly, the ADC is slightly offset to prevent dark noise causing negative readings, and secondly, background light causes some optical offset. These offsets were computed from the average intensity on the outermost pixels, which were far from the diffracted spot. After the background removal, the pixel value was normalized by the value produced with the mode generator and mode analyzer on the same pattern, to obtain an estimate of mode weight.

The results, shown in Table 3.1, were initially promising with a cross-coupling at the $10 \%$ level. However, $10 \%$ cross-coupling is too high to be useful in gravitational wave detectors, where output mode mismatching losses are already at the $10 \%$ level [125]. Possible explanations for the cross-coupling include: mode impurity in the mode generator, poor alignment onto either of the SLMs and incorrect identification of the central pixel.

### 3.2.3 Pure Mode Second Test

To eliminate mode impurity as a possible cause of the cross-coupling observed in Table 3.1, the mode generator was rebuilt to include a ring mode cleaner cavity, as discussed in Chapter 5. The advanced setup is shown in Figure 3.7. A 200 mm focal length convex lens was placed 200 mm after SLM2 along the specular reflection and a WinCamD-LCM Complementary Metal-Oxide-Semiconductor (CMOS) camera was placed in the Fourier plane.

| Input Mode | Measured HG00 | Measured HG01 | Measured HG10 | Measured HG11 |
| :---: | :---: | :---: | :---: | :---: |
| HG00 | 1.00 | 0.02 | 0.06 | 0.02 |
| HG01 | 0.04 | 1.00 | 0.07 | 0.07 |
| HG10 | 0.07 | 0.04 | 1.00 | 0.06 |
| HG11 | 0.11 | 0.11 | 0.12 | 1.00 |

Table 3.1: Pure Mode Initial Test. Off axis terms indicate undesired cross-coupling.


Figure 3.7: Photo of optical setup used in Section 3.2.3. Light is generated in the TEM00 mode, before passing through the mode generator which consists of SLM1 and the mode cleaner. The beam is then collimated and incident on the mode analyzer, indicated by the blue box and consisting of SLM2, a lens and a CMOS camera. Red annotations show the path of the main laser, diagnostic beam paths are not shown.


Figure 3.8: Beam profile measured using a WinCamD-LCM prior to impinging on SLM2. SLM2 was located at $z=10.239 \mathrm{~mm} . z$ describes the distance along the optical axis from the laser aperture.

The beam was collimated to produce a 1.190 mm radius waist and SLM2 was placed at this point, shown in Figure 3.8. This beam-size was chosen to make use of the SLM active area, without clipping losses. The phase change between the centre of the beam and a distance $r$, arising from the radius of curvature, is given by,

$$
\begin{equation*}
\Delta \phi\left(r, R_{C}\right)=\frac{2 \pi}{\lambda}\left(R_{C}-\sqrt{R_{C}^{2}-r^{2}}\right) \tag{3.8}
\end{equation*}
$$

SLM2 has 256 phase states, which correspond to a discretization noise at 0.03 rad . Therefore SLM2 could be mispositioned up to 1 cm along the optical axis ( $R_{C}=1.7 \mathrm{~km}$ ), without the wavefront curvature exceeding the discretization noise at the nearest edge of the SLM ( 4 mm ).

The experiment described in Section 3.2.2 was then repeated for a HG11 input mode and the inferred mode weights were: $0.02 \%$ TEM00, $0.97 \%$ HG01, $1.68 \%$ HG10, and $100 \%$ HG11 by definition. As per Section 3.2.2, a frame consisting of the edge-most pixels was used to compute the background offset. The improved wavefront flatness at SLM2, mode generation, and possibly improved alignment appeared to suppress the mode cross-coupling by a factor of 10 . In addition, when the input mode and the phase-pattern on SLM2 are matched, the beam appeared to be down-converted to a fundamental mode, as shown in Figure 3.9. Therefore, the on-axis pixel could be easily determined, leading to additional cross-coupling suppression.


Figure 3.9: False colour intensity patterns produced by the advanced setup described in Section 3.2.3 and SLM1 set to a HG11 phase pattern. SLM2 then displayed the mode pattern indicated. White crosses show the central pixel used for the analysis. The outermost pixels used for background removal are not shown for clarity.


Figure 3.10: Simplified Experimental Layout. The light is first filtered through an optical cavity to generate a high purity HG00 mode. A pair of steering mirrors then add controlled misalignment to the beam. The light is split between the MODAN under evaluation and a witness QPD. The SLM is configured to display phase-pattern, $T(x, y)$ and works in reflection. Extraneous lens, waveplates and mirrors are not shown.

### 3.3 Main Experiment design

The main experimental layout is shown in Figure 3.10 and was based on the one photographed in Figure 3.7. The position of SLM2 did not change after the photograph was taken; however, the MODAN was enclosed in a box to suppress background light.

For small excitations of HG10 relevant to GW detectors, the beam misalignment relative to the phasepattern origin was varied, since it can be described as an aligned beam with a small excitation of first order modes [103]. This misalignment could either: be added in software, with the beam centred on the SLM (e.g. Figure 3.13); or, using a steering mirror, with the phase-pattern origin centred on the SLM (e.g. Figure 3.16). SLM1 was then no longer required and replaced with a mirror.

To separate the specular reflection from light which interacted with the MODAN a blazed grating is added to the phase-pattern. HG phase only patterns, including this grating, are then given by the transmission function,

$$
\begin{equation*}
T_{n, m}^{P O}(x, y)=\exp \left(i \bmod \left[\arg \left(u_{n, m}(x, y, z)\right)+\frac{2 \pi\left(x \cos \left(\phi_{s}\right)+y \sin \left(\phi_{s}\right)\right.}{\Lambda_{s}}, 2 \pi\right]\right) \tag{3.9}
\end{equation*}
$$



Figure 3.11: SLM Geometry to scale. The solid circle illustrates the point at which the power of the spatially fundamental beam falls to $1 / e^{2}$ of peak intensity. $\sigma_{x, y}^{S L M}$, describes the position of the beam with respect to the SLM, $O_{x, y}$ describes the offset in software between the phase-pattern centre and the SLM centre and $d$ describes the relative $x$ offset between the phase-pattern origin and the beam.
where: $\phi_{s}$, is the grating angle; $\Lambda_{s}$, is the grating period; $u_{n, m}(x, y, z) \equiv u_{n}(x, z) u_{m}(y, z)$; and,

$$
\begin{equation*}
u_{n}\left(x, z_{0}\right)=\left(\frac{2}{\pi}\right)^{\frac{1}{4}} \sqrt{\frac{\exp \left(i(2 n+1) \Psi\left(z_{0}\right)\right)}{2^{n} n!w_{0}}} \times H_{n}\left(\frac{\sqrt{2} x}{w_{0}}\right) \exp \left(-\frac{x^{2}+y^{2}}{w_{0}^{2}}\right) \tag{3.10}
\end{equation*}
$$

is the spatial mode distribution function at the waist. All other parameters are defined as per [47]. This pattern was compared in simulation to a phase-pattern produced with phase and effective amplitude encoding [145]. The phase and effective amplitude transmission function was,

$$
\begin{equation*}
T_{n, m}^{P A}(x, y)=\exp i\left(\mathcal{M}(x, y) \bmod \left[\mathcal{F}(x, y)+\frac{2 \pi\left(x \cos \left(\phi_{s}\right)+y \sin \left(\phi_{s}\right)\right.}{\Lambda_{s}}, 2 \pi\right]\right) \tag{3.11}
\end{equation*}
$$

where,

$$
\begin{align*}
\mathcal{M} & =1+\frac{\operatorname{arcsinc}\left|u_{n, m}\left(x, y, z_{0}\right)\right|}{\pi}  \tag{3.12}\\
\mathcal{F} & =\arg \left(u_{n, m}\left(x, y, z_{0}\right)\right)-\pi \mathcal{M} \tag{3.13}
\end{align*}
$$

Aside from an overall reduction in grating efficiency when using $T^{P A}$, the features in the results obtained with both phase-plates were similar. For an experimental verification, see Figure 3.16.


Figure 3.12: Phase-patterns with various software offsets. Upper patterns are $T_{10}^{P O}$ and lower patterns are $T_{01}^{P O}$. The grating period has been increased from $80 \mu \mathrm{~m}$ ( 10 pixels) which was used in the experiment, to $1536 \mu \mathrm{~m}$ and the number of pixels decreased by a factor 10 in both directions, to provide a legible figure.

### 3.4 Effect of a mispositioned light-sensor

The mode analyzer is a three component device, requiring careful relative alignment of each of these components for optimal performance. In this section, after preliminary alignment, the phase-pattern offset on the SLM is digitally scanned while looking for asymmetries in the response of the system. By adjusting the light-sensor position (using a three-axis translation stage) to eliminate the asymmetries, a high degree of alignment between the lens, phase-pattern and light-sensor is obtained, reducing TEM00 cross-coupling and increasing dynamic range.

I define the possible beam and plate misalignments: $O_{x, y}, d, \sigma_{x, y}^{\mathrm{SLM}}$ as per Figure 3.11. Additionally, I define, $\sigma_{x}^{\mathrm{QPD}}$, to be the difference between the centre of the SLM and the centre of the QPD and $S_{x}$ to be the light-sensor misalignment.

The first order, HG, phase-only plates, shown in Figure 3.12, do not depend on the beam parameter, and the HG01 and HG10 modes are orthogonal. Thus, by working with these plates and modes the horizontal and vertical alignments separate into different measurements and beam radius mismatches are mitigated, allowing a controlled study of the effect of horizontal light-sensor mispositioning on HG10 readout.

For a first order phase only grating, $T_{10}^{P O}$, and a misaligned TEM00 input beam, when $d>w_{\text {SLM }}$, little light interacts with the phase discontinuity, so the phase-pattern acts like a simple blazed grating, as shown in Figure 3.13 for $O_{x}=1600 \mu \mathrm{~m}$. When the phase discontinuity is brought nearer the centre of


Figure 3.13: Camera images for several phase-pattern offsets. $O_{x}$ is the phase-pattern offsets with respect to the SLM. The central spot is the first diffraction order, with the specular and the second diffraction orders either side.
the beam, the device works as a mode analyzer and thus the intensity is,

$$
\begin{equation*}
I \propto\left|U\left(0,0, z_{0}+2 f\right)\right|^{2} \propto\left|a_{1,0}\right|^{2} \propto d^{2} \tag{3.14}
\end{equation*}
$$

which is symmetric in $d$.

Defining the mode weight to be the ratio of mode power and input power,

$$
\begin{equation*}
\rho_{n, m}=\frac{\left|a_{n, m}\right|^{2}}{P} \tag{3.15}
\end{equation*}
$$

allows input power fluctuations to be normalized from the measurement.

Figure 3.14 shows a measurement of the mode weight, while $O_{x}$ is varied with a HG10 plate and $O_{y}$ with a HG01 plate for several light-sensor positions and constant $\sigma_{x}^{\text {SLM }}, \sigma_{y}^{\text {SLM }}$. The scan was achieved by creating a video out of several phase-patterns and displaying this on the SLM. The minima on each trace indicates the inferred beam position on the SLM.

When $S_{x}=80 \mu \mathrm{~m}$ the measured response of symmetric and shows the lowest mode weight measured $(0.17 \pm 0.02) \%$, implying a dynamic range $>300$. When the light-sensor is moved away from this position,
the dynamic range is reduced and the response becomes asymmetric, thus incorrectly determining the HG10 mode weight.


Figure 3.14: Light-Sensor Alignment Scan. The phase-pattern $x$ and $y$ offsets were varied in sequence while the beam remained incident on the centre of the SLM (as determined with a viewing card) and the mode weights were measured. The measurement was repeated for several light-sensor $x$ positions. There is a $10 \%$ calibration uncertainty and offset uncertainty $<3 \times 10^{-5}$ for all measurements. The SLM input power was nominally 4 mW , which resulted in a maximum of $17 \mu \mathrm{~W}$ on the photodiode. The left panel shows HG10 mode weights measured with $T_{10}^{P O}\left(x-O_{x}(t), y\right)$, which was displayed for $33.33 s$, followed by a blank calibration frame. The right panel shows HG01 weights measured with $T_{01}^{P O}\left(x, y-O_{y}(t)\right)$ which was also displayed 33.33 s .

The light-sensor $y$ position was optimized by eliminating the asymmetry in the response prior to collection of the data shown. For all light-sensor $x$ positions the response is symmetric and minima are within $(0.10 \pm 0.01) \%$, which is within calibration uncertainties on the beam radius and electrical gain, illustrating the orthogonality of the analysis.

The zero point is determined from the dark offset on the photodiode, measured before each trace with a statistical uncertainty $<3 \times 10^{-5}$ in units of mode weight. The maximum mode power is determined by
fitting the data to,

$$
\begin{align*}
& \rho_{1,0}=\left(\frac{O_{x}-\sigma_{x}^{\mathrm{SLM}}}{w_{\mathrm{SLM}}}\right)^{2}+P_{\sigma, 1,0}  \tag{3.16}\\
& \rho_{0,1}=\left(\frac{O_{y}-\sigma_{y}^{\mathrm{SLM}}}{w_{\mathrm{SLM}}}\right)^{2}+P_{\sigma, 0,1} \tag{3.17}
\end{align*}
$$

in the region $|d|<0.1 w_{\text {SLM }}$. The result of the fit is $\sigma_{x}^{\mathrm{SLM}}=\left(-0.12589 \pm 5 \times 10^{-5}\right) \mathrm{mm}, \sigma_{y}^{\mathrm{SLM}}=$ $\left(0.73685 \pm 7 \times 10^{-5}\right) \mathrm{mm} . P_{\sigma, n, m}$ are then the optical offsets shown above to limit the dynamic range, this is explained in Section 3.6. A $10 \%$ calibration uncertainty exits on the maximum mode power due to instrumentation tolerances.

The blazed grating was in the $x$ plane, the motion of the grating over the SLM causes small periodic shifts in the optimal light-sensor position which is not present in the HG01 scan. Additionally, the data shown was filtered with a low pass filter to reduce noise caused by the refresh of the SLM and motion of the phase-pattern.

### 3.5 Light-sensor position error signals

Given that a mispositioned light-sensor can cause systematic errors in the modal readout, it is important to develop error signals to control this degree of freedom.

The mode basis is set entirely by parameters on the phase-pattern, therefore, the light-sensor must be aligned with respect to this. In a recent demonstration of direct mode analysis, four adjustment branches were produced [66]. These adjustment branches contained the unperturbed beam and provided a coordinate reference system on the CCD. The single branch analogue of this would be to place the light-sensor at the position of maximal intensity for a mode matched ( $n=n^{\prime}, m=m^{\prime}$ ) input beam and phase-pattern, as in Section 3.2.3. However, this requires assuming that the beam and phase-pattern are already matched, which is in general not true.

In the case of a HG00 input beam and plate, the resulting power at the light-sensor has a stationary point at the point of maximal intensity, $\mathrm{d} I /\left.\mathrm{d} x\right|_{x=0}=0$. Therefore, small levels of light-sensor mispositioning
are difficult to detect and directional information is missing.

In contrast, the scanning method shown in Figure 3.14, breaks the degeneracy in light-sensor and phasepattern position by eliminating asymmetries. Thus, by continuously scanning $O_{x}$ and adjusting the light-sensor position to balance the response of the MODAN, the light-sensor can be aligned with respect to the beam and phase-pattern.

To analytically confirm this effect, consider Equation 3.3, use the transmission function for a phase and amplitude encoded HG10 plate, assume the incoming beam contains only horizontal misalignment modes, exploit the separability of the HG modes and assume the light-sensor is vertically aligned, then the field at the light-sensor is,

$$
\begin{align*}
& U\left(x, 0, z_{0}+2 f\right) \approx \frac{b_{1} \exp \left(i\left(2 k f+\frac{\pi}{2}\right)\right)}{f \lambda} \int_{-\infty}^{\infty} \mathrm{d} \xi \\
&\left(a_{0}^{H} u_{0}(\xi, z)+a_{1}^{H} u_{1}(\xi, z)\right)\left(u_{1}^{*}(\xi, z)\right) \exp \left(\frac{-i k x \xi}{f}\right) \tag{3.18}
\end{align*}
$$

where $b_{n m}=b_{n}^{H} b_{m}^{V}$ and similar for $a_{n m}$. I now construct the relevant ABCD matrix to describe the system as,

$$
\mathbf{M}_{2 f}=\left[\begin{array}{cc}
1 & f  \tag{3.19}\\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
\frac{-1}{f} & 1
\end{array}\right]\left[\begin{array}{ll}
1 & f \\
0 & 1
\end{array}\right]=\left[\begin{array}{cc}
0 & f \\
\frac{-1}{f} & 0
\end{array}\right] .
$$

The beam parameter at the light-sensor in terms of the beam parameter at the phase-plate is,

$$
\begin{equation*}
q_{2 f}=\frac{-f^{2}}{q_{\mathrm{SLM}}} \tag{3.20}
\end{equation*}
$$

By assuming the wavefront curvature at the SLM is $\infty, 1 / R_{C}=0$, the beam radius at the light-sensor is,

$$
\begin{equation*}
w_{2 f}=\frac{\lambda f}{\pi w_{S L M}}=\frac{2 f}{k w_{S L M}} . \tag{3.21}
\end{equation*}
$$

By assuming the beam has a waist at the DOE, including the Gouy phase in the complex mode amplitudes


Figure 3.15: Ideal response of alignment MODAN to a relative misalignment between the beam and the phase-pattern, for several light-sensor positions. This is computed using Equation 3.23, with $a_{0}^{H}, a_{1}^{H}$ from $3.24,3.25$ and inter-modal phase difference $\phi_{0}-\phi_{1}=\frac{\pi}{4}$.
and recognizing the $w_{2 f}$ terms, I find that,

$$
\begin{equation*}
U\left(x, 0, z_{0}+2 f\right) \approx \frac{b_{1}}{f \lambda} \exp \left(i\left(2 k f+\frac{\pi}{2}\right)-\frac{x^{2}}{2 w_{2 f}^{2}}\right)\left(-i a_{0}^{H} \frac{x}{w_{2 f}}+a_{1}^{H}\left(1-\frac{x^{2}}{w_{2 f}^{2}}\right)\right) \tag{3.22}
\end{equation*}
$$

as shown in Appendix B.6. Computing the intensity as $I=U U^{*}$,

$$
\begin{array}{r}
I\left(x, 0, z_{0}+2 f\right)=\frac{\left|b_{1}\right|^{2}}{f^{2} \lambda^{2}} e^{-x^{2} / w_{2 f}^{2}}\left(\left|a_{0}^{H}\right|^{2}\left(\frac{x}{w_{2 f}}\right)^{2}+\left|a_{1}^{H}\right|^{2}\left(1-\frac{x^{2}}{w_{2 f}^{2}}\right)^{2}\right. \\
\left.+2\left|a_{1}^{H}\right|\left|a_{0}^{H}\right|\left(1-\frac{x^{2}}{w_{2 f}^{2}}\right) \frac{x}{w_{2 f}} \sin \left(\arg \left(a_{0}^{H}\right)-\arg \left(a_{1}^{H}\right)\right)\right) . \tag{3.23}
\end{array}
$$

As one would expect, the sensitivity to misalignments is normalized by the waist size at the light-sensor, and this provides an important insight when choosing a focal length for low noise mode analyzers.

Some interesting effects may then be noted: $a_{0}^{H}$ couples into the signal, and there is a reduction in $a_{1}^{H}$, which are both proportional to the square of the waist normalized light-sensor misposition. There is also a global reduction in total intensity which is exponentially sensitive to waist normalized light-sensor misposition. Lastly and most importantly, there is interference between the zeroth and first order modes, which is proportional to the sine of the inter-modal phase difference; due to the factor $i$ acquired by the $u_{0}$ beam in Equation 3.22. This interference shifts the apparent minima by a small amount proportional to the light-sensor misposition and causes the asymmetry which observed in Figure 3.14.

The relevant mode amplitudes for an offset, $d$, between the phase-pattern origin and beam are then [15],

$$
\begin{align*}
& a_{0}^{H}=\left\langle u_{0}\left(\xi-O_{x}\right) \mid u_{0}\left(\xi-\sigma_{x}^{\mathrm{SLM}}\right)\right\rangle=\exp \left(\frac{-d^{2}}{2 w_{\mathrm{SLM}}^{2}}\right)  \tag{3.24}\\
& a_{1}^{H}=\left\langle u_{1}\left(\xi-O_{x}\right) \mid u_{0}\left(\xi-\sigma_{x}^{\mathrm{SLM}}\right)\right\rangle=-\frac{d \exp \left(\frac{-d^{2}}{2 w_{\mathrm{SLM}}^{2}}\right)}{w_{\mathrm{SLM}}}, \tag{3.25}
\end{align*}
$$

with the inter-modal phase depending on the distance from the waist. Substituting this into Equation 3.23 yields the anticipated response of the system to a beam-pattern misalignment scan at several light-sensor positions, plotted in Figure 3.15. As expected, when the light-sensor is centred, the ideal response peaks when the first order mode power is maximum, $d=w_{S L M}$. Furthermore, when the pattern-beam misalignment becomes very large, $d \rightarrow \pm \infty$, or the first order mode amplitude is very small $d \rightarrow 0$ the response goes to zero. When the light-sensor becomes mis-centred, the cross talk and interference described above lead to an offset and asymmetry in the response.

By modulating one of the mode basis and fitting the resulting data to Equation 3.23 the light-sensor offset, $S_{x}$, may be determined during operation. To demonstrate this, the light-sensor position was misaligned, the phase-pattern centred on the $\operatorname{SLM}\left(O_{x}=O_{y}=0\right)$ and the laser mode basis modulated with a steering mirror. The light was then split between the mode analyzer and a witness QPD as shown in Figure 3.10.

The response of the MODAN is then plotted against the beam misalignment measured with the QPD in Figure 3.16. A Levenberg-Marquardt least-squares regression $[146,147]$ is used to extract the results shown in Table 3.2.

Unlike Figure 3.14, the inter-modal phase is close to zero and so the effect of the asymmetry is reduced; however, due to the large light-sensor mispositioning, there is significant cross-talk of the $a_{0}^{H}$ into the $a_{1}^{H}$ readout, leading to a reduced dynamic range.

| Phase-Pattern | $T_{10}^{P O}$ | $T_{10}^{P A}$ |
| :---: | :---: | :---: |
| Light-Sensor Misposition, $S_{x}\left[w_{2 f}\right]$ | $0.539 \pm 0.007$ | $0.595 \pm 0.003$ |
| Inter-modal Phase, $\phi_{0}-\phi_{1}[\mathrm{deg}]$ | $11 \pm 1$ | $3.8 \pm 0.4$ |
| QPD Offset, $\sigma_{x}^{Q P D},\left[w_{S L M}\right]$ | $-0.027 \pm 0.015$ | $0.019 \pm 0.008$ |

Table 3.2: Positioning offsets determined from fit.


Figure 3.16: A steering mirror was used to scan the relative alignment between the incident light and a static phase-pattern on the SLM, a QPD was used as a witness sensor. Data could only be obtained in the region $|d|<1$ due to the limited range of the QPD. The photodiode offset, computed during the fit, has been added to both the data and the model. The upper and lower plots show the response for phase-pattern described by equations 3.9 and 3.11 respectively.

### 3.6 Finite aperture effects

At any point other than, $x=0, a_{0}$ couples into the signal. Thus, the finite size of the CCD pixel, or photodiode aperture, will experience this coupling, reducing the dynamic range. The effect is computed for a centred light-sensor of radius $r_{a}$. The field at the light-sensor for a vertically aligned and HG00 incoming beam and $T_{10}^{P A}$ phase-pattern is,

$$
\begin{align*}
U\left(x, y, z_{0}+2 f\right) \approx & \frac{b_{10} e^{i\left(2 k f+\frac{\pi}{2}\right)}}{f \lambda} \int_{-\infty}^{\infty} a_{0}^{V} u_{0}\left(\eta, z_{0}\right) u_{0}^{*}\left(\eta, z_{0}\right) \exp \left(\frac{-i k y \eta}{f}\right) \mathrm{d} \eta \\
& \int_{-\infty}^{\infty}\left(a_{0}^{H} u_{0}(\xi, z)+a_{1}^{H} u_{1}(\xi, z)\right)\left(u_{1}^{*}(\xi, z)\right) \exp \left(\frac{-i k x \xi}{f}\right) \mathrm{d} \xi \tag{3.26}
\end{align*}
$$

Solving, simplifying, substituting to cylindrical coordinates and integrating between $0 \leq \theta \leq 2 \pi$ and $0 \leq r \leq r_{a}$, yields,

$$
\begin{align*}
P_{T}\left(r_{a}\right)= & \frac{\left|a_{0}^{V}\right|^{2}\left|b_{10}\right|^{2}}{\lambda^{2} f^{2}}\left[\frac{\pi w_{2 f}^{2}\left|a_{0}^{H}\right|^{2}}{2}\left(1-\left(1+\frac{r_{a}^{2}}{w_{2 f}^{2}}\right) \exp \left(-\frac{r_{a}^{2}}{w_{2 f}^{2}}\right)\right)\right.  \tag{3.27}\\
& \left.+\frac{\left|a_{1}^{H}\right|^{2} \pi w_{2 f}^{2}}{4}\left(\frac{r_{a}^{2} \exp \left(-\frac{r_{a}^{2}}{w_{2 f}^{2}}\right)}{w_{2 f}^{2}}\left(1-\frac{3 r_{a}^{2}}{2 w_{2 f}^{2}}\right)+3\left(1-\exp \left(-\frac{r_{a}^{2}}{w_{2 f}^{2}}\right)\right)\right)\right]
\end{align*}
$$

as shown in Appendix B.7. Note that the interference terms in Equation 3.23 integrate away for a centred, finite size aperture, leaving terms that are either proportional to $a_{0}^{H}$ or $a_{1}^{H}$. It is useful to define the crosstalk, $P_{0}$, to be the sum of all terms proportional to $a_{0}^{H}$ (the first line in Equation 3.27) and the signal, $P_{1}$ to be the sum of all terms proportional to $a_{1}^{H}$ (the second line in Equation 3.27).

Figure 3.17 shows Equation 3.27 plotted for some reasonable experimental parameters. The lightest line has all the power in the fundamental mode and the darkest line has all the power in the HG10 mode. When the pinhole aperture is much smaller than the beam-size at the light-sensor, $r_{a} \ll w_{2 f}$, the cross talk is very low $P_{0} / P_{T} \ll 1$, but at the cost of reduced power. As $r_{a}$ increases, the fraction of cross-coupling rapidly increases. When $r_{a}=w_{2 f}$, with $50: 50$ power split between the $a_{00}^{2}$ and $a_{10}^{2}, 23.6 \%$ of the light at the light-sensor is from crosstalk.


| Power in HG10 Mode, $a_{10}^{2}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| 0.0W | 0.3W | 0.6 W | 0.9W |
| 0.1W | 0.4 W | 0.7W | 1.0 W |
| 0.2W | 0.5W | 0.8W |  |

Figure 3.17: The upper plot shows the total optical power on the light-sensor as a function of aperture radius, for 1 W total power and different amounts of HG10 power. The lower plot shows the fraction of this light which is crosstalk from the HG00 mode. The parameters used were: $\lambda=1064 \mathrm{~nm}, f=0.2 \mathrm{~m}$, $b_{10}=w_{\mathrm{SLM}}=1.2 \mathrm{~mm}, a_{00}^{2}=1-a_{10}^{2} . w_{2 f}$ is given by Equation 3.21.

Applying energy conservation by setting $\left(a_{0}^{H}\right)^{2}=1-\left|a_{1}^{H}\right|^{2}$ and solving $0=P_{0}-P_{1}$ for $\left(a_{0}^{H}\right)^{2}$, obtains the expression for the HG10 fraction with equal signal and crosstalk contributions,

$$
\begin{equation*}
\left(a_{1}^{H}\right)_{\min }^{2}=\left[\frac{4 w_{2 f}^{2}\left(r_{a}^{2}-w_{2 f}^{2} \exp \left(\frac{r_{a}^{2}}{w_{2 f}^{2}}\right)+w_{2 f}^{2}\right)}{3 r_{a}^{4}+2 r_{a}^{2} w_{2 f}^{2}-10 w_{2 f}^{4} \exp \left(\frac{r_{a}^{2}}{w_{2 f}^{2}}\right)+10 w_{2 f}^{4}}\right] . \tag{3.28}
\end{equation*}
$$

When evaluated for our experimental parameters $r_{a}=5 \mu \mathrm{~m}, w_{2 f}=54 \mu \mathrm{~m}$, then $\left(a_{1}^{H}\right)_{\text {min }}^{2}=0.002$, which, to within calibration errors, matches the minima in the HG01 response, $P_{\sigma, 0,1}$, in Figure 3.14.

### 3.7 Considerations for higher order MODANs

This chapter demonstrates the use of a pinhole and photodiode as a light-sensor for high dynamic range mode analysis. The analysis is restricted to first order modes due to the existence of good witness sensors and ability to generate controlled small amounts of HG10; however, the methods described may be used generally for higher order sensors.

Specifically, in the case of an SLM based MODAN monitoring arbitrary higher order modes, the lightsensor should be positioned using the phase-patterns and methods shown, before collecting data on other modes. The demonstrated dynamic range is high when compared to other results (e.g. [148] and references therein), suggesting that light-sensor alignment and aperture size are critical and can be fine-tuned with the method shown.

To improve the dynamic range, the experimentalist must reduce the ratio of the photodiode or pinhole aperture and beam size at the light-sensor. Increasing beam radius is attractive but necessarily reduces beam radius at the DOE. Stock pinholes exist down to $1 \mu \mathrm{~m}$, but, due to power loss, photodiodes with low dark noise and high-gain are then required. Alternatively, the beam radius at the light-sensor can be increased without changing the beam radius at the SLM, by increasing the focal length of the lens.

This chapter studies the effect of horizontal and vertical mispositioning of the light-sensor; however, mode analysis requires that the longitudinal position is also tuned. The longitudinal position of the light-sensor was not tuned in this work, which introduced additional Gouy phase. If the Rayleigh range is suitably
large at the light-sensor, then profiling the beam may suffice. If not, then a similar approach to the one presented, scanning the phase-pattern beam parameter, while varying the longitudinal position of the light-sensor, may be required.

Commercial photodiodes exist with very broad bandwidths; however, SLMs generate noise at their display refresh rates which is typically 60 Hz . For a GW detector implementation, this noise can be trivially filtered because mode mismatches and parametric instability growth typically occurs at thermal timescales and parametric instabilities oscillate at kHz .

### 3.8 Conclusions

MODAN is a promising technology for high-dynamic-range spatial-mode analysis in GW detectors. In a single branch MODAN, it is possible to increase the dynamic range by using photodiode readout instead of a camera. Further improvements are possible by reducing the aperture of the photodiode and decreasing the beam radius at the DOE.

A relative misalignment between the photodiode and phase-pattern causes a reduced dynamic range and introduces systematic errors. This can be characterized and eliminated by scanning the first-order HG mode content as shown in Section 3.5. With a suitable SLM, this scan may be done in software allowing easy calibration of the device as frequently as desired, before exploring another mode of interest.

The finite aperture of the photodiode causes an optical offset to the measurement. Equation 3.27 can be used to determine the optical offset and additional shot noise contributions for a range of design parameters prior to construction.

## Chapter 4

## Meta-Material Enhanced Spatial Mode Decomposition

In precision metrology, lasers are frequently used for readout and control. For example, as discussed in Chapter 2, gravitational wave detectors reach strain sensitivities of $h \sim 10^{-24} / \sqrt{\mathrm{Hz}}$ at 200 Hz by using suspended coupled cavity resonators with approximately 200 kW of circulating power and exploiting quantum non-demolition techniques [37]. Such techniques require exceptional control of the spatial properties of the light to mitigate losses, which degrade interferometer performance [125].

The mode decomposition technique, introduced in Chapter 3, may be used in applications requiring extremely pure beams, such as mode division multiplexing with Multi-Mode Fibres [63, 61], or, gravitational wave detection, to improve mode matching, resonator throughput and mode separation.

This chapter builds upon the results presented in Chapter 3, using a meta-material to produce a high efficiency, spatially multiplexed phase-plate. The phase-plate design is informed by a simulation study. The small beam radius at the phase-plate, small photodiode aperture and dominant HG00 mode allow the subtraction of the optical offset which previously limited the dynamic range. The limiting noise is then
determined over a 1 mHz to 10 kHz frequency range and the performance is broadly similar performance to a QPD over this range.

### 4.1 Mode Decomposition Limitations

As derived in Section 3.6, the photodiode (or CCD pixel) used to measure the on-axis intensity must have finite aperture, and will therefore also measure some off-axis intensity. For a photodiode aperture, $r_{a}$, much less than the beam radius at photodiode, $w_{S}$, the cross-coupling offset given in Equation 3.28 is,

$$
\begin{equation*}
\rho_{\min } \approx \frac{r_{a}^{2}}{4 w_{S}^{2}}+\mathcal{O}\left(\frac{r_{a}^{4}}{w_{S}^{4}}\right) \tag{4.1}
\end{equation*}
$$

The maximum mode weight is unity, therefore the practical dynamic range is limited to $D \approx 4 w_{S}^{2} / r_{a}^{2}$. The beam radius at the photodiode and the beam radius at the phase-plate, $w_{P}$, are a Fourier pair, related by Equation 3.21. The photodiode aperture must be at least several wavelengths to allow radiation onto the active area. If the aperture is too large, the dynamic range will be cross-coupling limited; too small and the dynamic range will be photo-detection limited by shot and electronic noises.

Meta-materials allow the production of phase-plates with sub-wavelength sized pixels, which has two major benefits. First, this enables a reduction in $w_{P}$, commensurately increasing $w_{S}$ and improving the cross-coupling limited dynamic range. Second, the efficiency of the Diffractive Optical Element (DOE) increases, increasing the optical power at the photodiode and improving the photo-detection limited dynamic range.

### 4.2 Phase-plate Design and Demonstrated Efficiency

Several MODANs may be combined on a single phase-plate to simultaneously interrogate multiple modes, as derived in Appendix B.5. There are several options to generate a MODAN from phase only modulation [149]. Two options were considered for this work. Firstly, phase-only modulation where the pattern


Figure 4.1: Simulated branch blazing efficiency for several multi-order phase-plates. The vertical axis shows the intensity of the on-axis field for a pure input mode HGnm at branch HGnm. The black line shows $e_{00} / N$, where $N$ is the number of branches and $e_{00}$ is the diffraction efficiency of a single branch TEM00 plate tested with a TEM00 input beam.
is given by,

$$
\begin{equation*}
T_{n, m}^{P O}(x, y)=\exp \left(i \bmod \left[\arg \left(u_{n, m}(x, y, z)\right)+\frac{2 \pi\left(x \cos \left(\phi_{s}\right)+y \sin \left(\phi_{s}\right)\right.}{\Lambda_{s}}, 2 \pi\right]\right) \tag{3.9repeated}
\end{equation*}
$$

and depend only on the argument of the amplitude structure of the mode. Secondly, Phase-Amplitude modulation where the pattern is given by,

$$
\begin{equation*}
T_{n, m}^{P A}(x, y)=\exp i\left(\mathcal{M}(x, y) \bmod \left[\mathcal{F}(x, y)+\frac{2 \pi\left(x \cos \left(\phi_{s}\right)+y \sin \left(\phi_{s}\right)\right.}{\Lambda_{s}}, 2 \pi\right]\right) \tag{3.11repeated}
\end{equation*}
$$

and depends on both the phase and amplitude of the mode distribution. In contrast to the mathematical derivation shown in Appendix B, neither of these transmission functions are exactly $u_{n, m}^{*}$. In both cases the final multiplexed phase map is given by,

$$
\begin{equation*}
\phi(x, y)=\arg \left[\sum_{n, m} T_{n, m}(x, y)\right] . \tag{4.2}
\end{equation*}
$$


(a) Phase Map used to fabricate the phase-plate. The pattern in each quadrant is repeated to fill the full $1000 \times 1000$ pixel area. A different number of pixels were used in the simulation.

(b) Photograph of the mounted phase-plates. (1) shows the orientation marker, (2) shows 4 phase-plates, arranged on a two by two grid mounted onto a single substrate.

Figure 4.2: Phase-plate Design and Photograph

To study the effect of phase-plate imperfections-introduced in encoding a complex amplitude distribution onto a phase-only surface, and subsequent spatial multiplexing - a simulation study was conducted. The linearity and power efficiency were evaluated using the optics.fft module in PyKat [142]. The simulation used $N=2048 \times 2048$ pixels on a $25 \mathrm{~mm}^{2}$ grid. The incoming beam had a 1 mm radius waist co-located with the phase-pattern. The diffraction angle was chosen such that the beam remained on the simulation grid for all $z$, while maximizing the spot separation.

The on-axis intensity for each branch is plotted as a function of the number of branches, $N$, in Figure 4.1. In each case a pure mode is incident on the phase-plate, so for a plate with 6 branches, 6 simulations are required (one per branch). For simple gratings, the power in a branch is approximately proportional to $1 / N$. The amplitude mask causes a substantial reduction in grating efficiency, even for a single mode plate. In the case of several branches, the power in each branch is severely affected by the number of branches.

The simulated linearity and crosstalk were also computed. For input mode $n, m$, the on-axis intensity in the branch corresponding to the input mode, $I_{n, m}$, should vary linearly with varying input mode power, $P_{n, m}$. The on-axis intensity in the other branches should be 0 . The nonlinearity was estimated by computing $\Delta I=c P_{n, m}-I$, where $c$ is a fit parameter. The relative error in $\Delta I$ was at the $10^{-16}$ level,


Figure 4.3: Optical Layout. Photodiode TP measures the total power in the beam. The light is then filtered through a cavity and mirror M1 applies the angular modulation. The phase-plate produces three branches: A, B and C, in addition to a specular reflection. Extraneous optics are not shown.
which is consistent with floating-point noise for the datatypes used. This indicates that the phase-plate encoding method does not introduce non-linearity. The on-axis intensity in the other branches also varied in a linear fashion with input mode power, suggesting some fraction of power is diffracted into them.

The higher diffraction efficiency given by the phase-only grating was desirable to overcome electronic noises. As such, a phase-only phase-pattern MODAN, interrogating the TEM00, HG10 and HG01 modes, was produced. The pattern was converted into a meta-material phase-plate with $N=1000 \times 1000$, $0.5 \mu \mathrm{~m} \times 0.5 \mu \mathrm{~m}$ pixels, designed for $1.064 \mu \mathrm{~m}$ light and $w_{P}=55.2 \mu \mathrm{~m}$. The line-spacing for the blazed grating was chosen as $5 \mu \mathrm{~m}$ to balance the need for several pixels in each line against the number of orders produced. Each encoded branch then results in 14 branches, of which 13 are extraneous, in addition to the specular reflection. The phase-map and phase-plate are shown in Figure 4.2.

The grating power efficiency is defined to be the sum of all power in each of the 1st diffraction orders for each multiplexed branch. The meta-material plate exhibited a total efficiency of $43.8 \%$ with (16.0 $\pm 0.3$ ) \%, $(13.7 \pm 0.2) \%,(14.1 \pm 0.2) \%$ in branches A, B and C respectively. The on-axis intensity of A, B and C correspond to power in the TEM00, HG01 and HG10 input modes.

### 4.3 Experiment Design

The device performance was probed by applying an approximately 20 Hz angular modulation to a very pure TEM00 beam for 85 minutes, equivalent to a 40 Hz excitation of HG10 mode power. The pure beam
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Figure 4.4: Photograph of experimental setup. The mode cleaner cavity, QPD and modulation are not visible in this photograph. A, B and C photodiodes correspond to the power in the TEM00, HG01 and HG10 modes.

| Beam Radius at Phase-plate | $w_{P}$ | $55.2 \mu \mathrm{~m}$ |
| :--- | :---: | ---: |
| Focal Length | $f$ | 200 mm |
| Wavelength | $\lambda$ | $1.064 \mu \mathrm{~m}$ |
| Total Input Power | $P_{\text {in }}$ | 40 mW |
| Divergence Angle (at modulator) | $\Theta_{M}$ | 7.4 mrad |
| Gouy Phase at QPD | $\Psi_{\mathrm{QPD}}$ | 40.6 deg |
| Photodiode Aperture Radius | $r_{a}$ | $250 \mu \mathrm{~m}$ |

Table 4.1: Optical Design Parameters
was generated by spatially, polarization and spectrally filtering the light through the mode cleaner cavity (see Chapter 5 for details). A mirror shortly after this cavity was then mounted on a 3 -axis piezoelectric transducer, which applied an angular modulation $\theta(t)$. The beam was then expanded and collimated to produce a 1.2 mm waist and some of the light was picked off to be incident on a QPD. The remaining light was then elliptically polarized and focused to a waist on the phase-plate. An optical layout is shown in Figure 4.3 followed by a photograph in Figure 4.4. Key design parameters are shown in Table 4.1.

### 4.3.1 MODAN Calibration

The power on the photodiode, given by Equation 3.27, may be rewritten as,

$$
\begin{equation*}
P_{M}(t)=G_{e} \frac{b^{2} w_{S}^{2}}{\lambda^{2} f^{2}}\left(G_{00} P_{00}(t)+G_{10} P_{10}(t)\right), \tag{4.3}
\end{equation*}
$$

where: $P_{10} \equiv P a_{10} a_{10}^{*}$ and $P_{00} \equiv P a_{00} a_{00}^{*}$ are the real mode input powers to the phase-plate, $G_{e}$ is the grating power efficiency, $b$ is the complex mode amplitude of the MODAN, $w_{S}$ is the beam radius at the photodiode, and,

$$
\begin{align*}
& G_{00}=\frac{\pi}{2}\left(1-e^{-\frac{r_{2}^{2}}{w_{S}^{2}}}\left(1+\frac{r_{a}^{2}}{w_{S}^{2}}\right)\right)  \tag{4.4}\\
& G_{10}=\frac{\pi}{4}\left(\frac{r_{a}^{2} e^{-\frac{r_{a}^{2}}{w_{S}^{2}}}}{w_{S}^{2}}\left(1-\frac{3 r_{a}^{2}}{2 w_{S}^{2}}\right)+3\left(1-e^{-\frac{r_{a}^{2}}{w_{S}^{2}}}\right)\right) . \tag{4.5}
\end{align*}
$$

In this case, $b=w_{p}$, therefore applying Equation 3.21, Equation 4.3 becomes,

$$
\begin{equation*}
P_{M}(t)=\frac{G_{e}}{\pi^{2}}\left(G_{00} P_{00}(t)+G_{10} P_{10}(t)\right) \tag{4.6}
\end{equation*}
$$

The voltage produced by this signal is,

$$
\begin{equation*}
V_{M}(t)=G_{T I} \mathcal{R}_{P D} P_{M}(t)+V_{P D} \tag{4.7}
\end{equation*}
$$

where $G_{T I}$ is the trans-impedance gain of the mode analyzer photodiode and $V_{P D}$ is the photodiode offset.

Assuming that $r_{a} / w_{S} \ll 1$, then $G_{00} \ll G_{10} . \quad P_{10} / P_{00} \ll 1$ due to the method of exciting $P_{10}$ by an angular misalignment. Thus, fluctuations in $G_{00} P_{00}(t)$ caused by the conversion of fundamental power into a higher order mode are small compared to the total signal being measured. Finally, we can assume $G_{00} P_{00}(t) \approx G_{00} \overline{P_{00}}$.

Substitution of Equation 4.6 into 4.7 and solving for $P_{10}$ yields the mode power,

$$
P_{10}(t)=(\underbrace{\frac{V_{M}(t)-V_{P D}}{G_{T I} \mathcal{R}_{P D}}}_{\begin{array}{c}
\text { Voltage to }  \tag{4.8}\\
\text { Optical Power }
\end{array}} \overbrace{\overline{\pi^{2}}}^{\begin{array}{c}
G_{e}
\end{array}}-\underbrace{G_{00} \overline{P_{00}}}_{\begin{array}{c}
\text { Offset } \\
\text { removal }
\end{array}} \overbrace{\overbrace{\overline{1}}^{\text {MODAAN }} \text { Effiency }}^{\overbrace{10}}
$$

Usually one is interested in the fraction of power in a specific mode, referred to as the mode weight $\rho_{10}$. In this case, a calibrated witness photodiode, $P_{W}(t)$, may be used to normalize the results,

$$
\begin{equation*}
\rho_{10}(t)=\frac{P_{10}(t)}{P_{W}(t)} \tag{4.9}
\end{equation*}
$$

In this experiment the peak signal was 47 mV ; the optical offset added about 30 mV to this. To maximize the dynamic range of the Analogue to Digital Converter (ADC), the total signal was amplified by a factor 20 , then $V_{\text {Ref }}=1.05 \mathrm{~V}$ was subtracted to centre the signal on 0 V . The voltage reference was a power supply, which had been filtered through a low pass filter with 1 Hz corner frequency. The analogue signal


Figure 4.5: Analogue signal processing. The ADC accepted signals between $\pm 1 \mathrm{~V}$ to maximize the dynamic range. The optical offset was removed in signal processing. Other signals were amplified to best make use of the ADCs bit depth. $f_{\mathrm{AA}}=10 \mathrm{kHz}, f_{s}=1 \mathrm{~Hz}$.
processing is illustrated in Figure 4.5. The use of a voltage reference instead of a bandpass filter allowed the estimation of both of the optical offset and its low-frequency fluctuations.

### 4.3.2 Mode Power From QPD

The mode analyzer was calibrated against a reference QPD to allow evaluation of the temporal coherence between the sensors. To establish the mode weight from the QPD signal, consider an offset TEM00 incident on the QPD,

$$
\begin{equation*}
\frac{\Delta P_{x}(t)}{P_{0}}=\frac{2 \sqrt{2}}{\sqrt{\pi}} \frac{\Delta x}{w_{x}}, \tag{4.10}
\end{equation*}
$$

where $\Delta P_{x}(t)$ is the difference in power between the left and right sides of the QPD and $P_{0}$ is the total power on the QPD. If we now consider this offset Gaussian in the mode picture, we find,

$$
\begin{equation*}
u_{00}(x-\Delta x, y, z) \approx u_{00}(x, y, z)+\frac{\Delta x}{w_{0}} u_{10}\left(x, y, z_{0}\right), \tag{4.11}
\end{equation*}
$$

therefore the real part of $a_{10}$ describes the offset of the beam, which is measured by the QPD. Combining these equations,

$$
\begin{equation*}
\mathcal{R}_{e}\left(a_{10}(t)\right)=\frac{\sqrt{\pi} \Delta P_{x}(t)}{2 \sqrt{2} P_{0}(t)} . \tag{4.12}
\end{equation*}
$$



Figure 4.6: Amplitude spectral density of the QPD and mode analyzer response to HG10 modulation. Residual shows the spectral residual of the MODAN channel after subtraction of coherent alignment information in the QPD channel. PD Noise shows the (Optical) Noise Equivalent Power estimate quoted by the manufacturer [14]. QPD Dark and MODAN Dark are measurements with the laser off. Signal shot noise and offset shot noise are not shown but estimated to be $10^{-8} / \sqrt{\mathrm{Hz}}$ and $10^{-9} / \sqrt{\mathrm{Hz}}$ respectively. $A D C$ Noise shows acquisition noise measured without the photodiodes.

The modulated mirror was separated from the QPD by $\Delta \Psi_{Q P D} \equiv \Psi\left(z_{Q P D}\right)-\Psi\left(z_{m}\right)=40.6 \mathrm{deg}$ of Gouy phase. Thus assuming the only misalignment was induced at $z_{m}$, and converting into mode power,

$$
\begin{equation*}
\rho_{10}^{\prime}(t)=\left(\frac{\sqrt{\pi}}{2 \sqrt{2} \cos \left(\Delta \Psi_{Q P D}\right)} \frac{\Delta P_{x}(t)}{P_{0}(t)}\right)^{2} . \tag{4.13}
\end{equation*}
$$

$\rho_{10}^{\prime}$ then describes the HG10 mode power in the mode basis of the QPD. This optical axis does not necessarily coincide with the MODAN optical axis, thus adapting Equation 4.13 to allow for this offset yields,

$$
\begin{equation*}
\rho_{10}^{\prime \prime}\left(t, \Delta x_{Q P D}\right)=\left(\frac{\sqrt{\pi}}{2 \sqrt{2} \cos \left(\Delta \Psi_{Q P D}\right)} \frac{\Delta P_{x}(t)}{P_{0}(t)}-\Delta x_{Q P D}\right)^{2} \tag{4.14}
\end{equation*}
$$

where $\Delta x_{Q P D}$ is an offset determined by comparing the QPD and MODAN outputs. This QPD measured the peak mode weight to be $0.14 \pm 0.04$, where the uncertainty is dominated by both uncertainty on the Gouy phase and the non-linearity of the QPD.

### 4.3.3 Comparison of Design Calibration to QPD Based Calibration

The MODAN calibration given in Equation 4.8 and 4.9 may be re-expressed as,

$$
\begin{equation*}
\rho_{10}(t)=\frac{G_{M}}{P_{W}(t)}\left(V_{M}(t)-P_{\mathrm{off}}\right), \tag{4.15}
\end{equation*}
$$

where,

$$
\begin{align*}
G_{M} & =\frac{\pi^{2}}{G_{T I} \mathcal{R}_{P D} G_{e} G_{10}},  \tag{4.16}\\
P_{\text {off }} & =G_{M} V_{P D}+\frac{G_{00} \bar{P}_{00}}{G_{10}} . \tag{4.17}
\end{align*}
$$

To calibrate the response of the mode analyzer, Equation 4.15 was used to convert the mode weight, as measured by the QPD, into an expected MODAN signal,

$$
\begin{equation*}
V_{\text {exp. }}\left(t, \Delta x_{Q P D}, P_{\mathrm{Off}}, G_{M}\right)=\frac{P_{W}}{G_{M}} \rho_{10}^{\prime \prime}\left(t, \Delta x_{Q P D}\right)+P_{\mathrm{Off}} \tag{4.18}
\end{equation*}
$$

The data received from the ADC is not continuous and is sampled at $20 \mathrm{kHz},\left\{t_{i}\right\}$ then describes the set of these sample times. $G_{M}, P_{\text {Off }}$ and $\Delta x_{Q P D}$ were then obtained by minimizing the least-squared residuals,

$$
\begin{equation*}
S\left(\Delta x_{Q P D}, P_{\mathrm{Off}}, G_{M}\right)=\sum_{\{i\}}\left[V_{M}\left(t_{i}\right)-V_{\exp .}\left(t_{i}, \Delta x_{Q P D}, P_{\mathrm{Off}}, G_{M}\right)\right]^{2} \tag{4.19}
\end{equation*}
$$

The gain, $G_{M}$, was measured to be $0.08 \mathrm{~W} / V$; the design value is $20 \%$ larger, which is consistent with the Gouy phase uncertainty. $P_{\text {Off }}$ was measured to be 1.9 mW ; the design value is $33 \%$ smaller, consistent with either a $250 \mu \mathrm{~m}$ photodiode positioning uncertainty, or an 8 mV uncertainty in one of the offset voltages. $\Delta x_{Q P D}$ was 0.018 in units of HG10 mode amplitude.

### 4.4 Limiting Noise Sources

The mode weights measured by the MODAN and the QPD were assumed to be the sum of the true HG10 weight, $\bar{\rho}_{10}$, and random noises in the MODAN sensor, $\sigma(t)$, and QPD sensor, $\sigma^{\prime \prime}(t)$, respectively,

$$
\begin{equation*}
\rho_{10}(t)=\bar{\rho}_{10}(t)+\sigma(t), \quad \text { and } \quad \rho_{10}^{\prime \prime}(t)=\bar{\rho}_{10}(t)+\sigma^{\prime \prime}(t) \tag{4.20}
\end{equation*}
$$

The true HG10 mode weight can then be estimated using the method of Allen et al. [150] (implementation [151]). First, all signals are converted into the frequency domain using a Fast Fourier Transform. Then, coherent information in both channels is assumed to be result from actual beam jitter and is removed from the output. Since both sensors used independent power supplies, this is a reasonable assumption. The resulting estimate of $\bar{\rho}_{10}(\omega)$ is then subtracted from $\rho_{10}(t)$ to obtain an estimate of the noise of the MODAN sensor. Figure 4.6 shows the Amplitude Spectral Density (ASD) of these residuals.

The QPD dark noise and MODAN dark noise follow the ADC noise at low frequency and are limited by photodiode noise at high frequency. The ADC is a custom design with USB interface developed for the EUCLID project $[152,153]$, with excellent noise performance at low frequencies.

Across the spectrum, the QPD and MODAN have similar limiting noise sources and the signal is coherent
between the two devices. One difference occurs at 25 mHz , where the apparent MODAN signal is 7 x larger than the apparent QPD signal. These signals are incoherent, suggesting a larger noise floor in MODAN. The dark noise is not limiting at this frequency, which suggests an optical effect, such as phase-plate mount stability or temperature.

As the modulation angle becomes comparable to the divergence angle of the beam, the modulation nonlinearly generates HG10 mode, which causes up-conversion of the injected 40 Hz modulation. Additionally, the response of the QPD to misalignment is non-linear, which causes additional QPD up-conversion.

At acoustic frequencies, there is excess coherent signal between the sensors, suggesting acoustic beam jitter in the beam preparation. The 20 Hz down-conversion is caused by a DC alignment offset. At high frequency, the measurement is near limited by photodiode noise. Design levels for signal shot noise and offset shot noise are a factor 10 and 100 respectively below photodiode noise. The average residual noise was,

$$
\sigma_{\rho}=\left\{\begin{array}{lll}
7 \times 10^{-6} / \sqrt{\mathrm{Hz}} & \text { for } & 10 \mathrm{~Hz}-100 \mathrm{~Hz}  \tag{4.21}\\
7 \times 10^{-7} / \sqrt{\mathrm{Hz}} & \text { for } & 100 \mathrm{~Hz}-1 \mathrm{kHz} \\
3 \times 10^{-7} / \sqrt{\mathrm{Hz}} & \text { for } & 1 \mathrm{kHz}-10 \mathrm{kHz}
\end{array} .\right.
$$

### 4.5 Conclusions

The low noise floor demonstrated by meta-material enhancement and offset removal allow the investigation of small mode weights amongst a larger carrier mode, in this case, TEM00. This is particularly useful in precision metrology, where high levels of mode matching are required. Furthermore, sub-micron pixels enable a reduction in unused diffraction orders, improving power efficiency and spatial multiplexing. Thus, increasing the signal to dark-noise ratio.

Applications requiring high-frequency mode decomposition, such as mode division multiplexing, may reduce cross-talk using the meta-material enhancement. These systems are likely to be limited by electronic noises in the photodiode. An improved electronic readout system may permit shot noise limited sensitivity. Gravitational wave detectors may implement this technique to monitor parametric instabilities with
mode weights less than one part per million.

Applications requiring low-frequency mode analysis, such as correction of thermally induced mode mismatches in high power systems, will need to carefully consider the low-frequency stability of the phaseplate, lens, photodiode and electronics to achieve the very highest dynamic ranges possible with direct mode analysis.

Future work may wish to consider adaptive sub-micron phase-pattern imaging techniques (e.g. Takagi et al. [154]) which could combine the benefits of meta-material enhancement with adaptive phase-pattern imaging.

## Chapter 5

## Birmingham Arbitrary Higher Order

## Mode Generator

Preliminary verification of mode analyzer technique reported in Chapters $3 \& 4$ required the production of pure arbitrary higher-order HG modes. Low power HG modes may be produced directly, by the addition of absorbers to the lasing cavity, to force lasing into a higher order spatial mode (for example Section 5 of [155]). However, changing the laser mode then requires custom modification of the laser which would not have been suitable for the mode analyzer investigations in later chapters.

Production of Laguerre-Gauss (LG) modes is well-developed. LG modes may also be directly produced by modification of the laser [156], or from a TEM00 beam using either a spiral phase retardation plates (e.g. [157, 158]) or diffractive techniques such as computer-generated holograms (e.g. [159, 160, 161] and references therein). See [162] for a comparison.

Diffractive techniques demonstrably produce LG modes suitable for Coating Brownian Thermal Noise reduction in precision interferometry [33, 163], thus were ideal for investigating mode analysis techniques suitable for gravitational wave detectors. This work was carried out independently of [5].


Figure 5.1: Schematic of Higher Order Mode Generator. The laser power at each point is indicated by the line thickness. The Spatial Light Modulator (SLM) appeared to cause some polarization modulation and so was placed after the EOM. Some additional low power diffraction orders are shown, indicated by the $-1,0$ and 2 labels. Extraneous polarization, diagnostic, mode matching and steering optics are not shown.


Figure 5.2: Photograph of Higher Order Mode Generator. See Figure 5.1 for diagram and explanation.


Figure 5.3: Beam profile in the vicinity of the SLM, as measured using a WinCamD. The SLM was placed at $z=3.6 \mathrm{~m}$. Exact determination of the waist position and size is difficult without profiling over a larger range due to the statistical uncertainty. However, the Rayleigh range for this beam is 7.6 m , so the wavefronts in the vicinity of the SLM may be considered flat.

### 5.1 Mode Generation with a Spatial Light Modulator

The experimental setup is shown in Figure 5.1 and a photograph in Figure 5.2. Light is first generated with a laser in the fundamental spatial mode. 12 MHz frequency sidebands are added by the EOM for locking the resonator by the Pound-Drever-Hall technique [164, 88], which had also been demonstrated for higher order Gaussian modes [65, 33]. The beam was converging as it passed through the EOM, reaching a $183 \mu \mathrm{~m}$ waist 10 cm after exiting the EOM. It was important to add these sidebands prior to the Spatial Light Modulator (SLM) as the SLM appeared to cause some polarization modulation ${ }^{1}$.

A Liquid-Crystal on Silicon (LCoS) Holoeye LC-R 2500 SLM $^{2}$ was then used. This is a reflective device with $1024 \times 768$ pixels, each with 256 phase states. This device had previously been characterized and found to modulate between 0 and 143 deg of phase [113]. This resulted in a reduced power efficiency producing higher-order modes [113], but was sufficient for the later experiments. The beam profile in the vicinity of the SLM is shown in Figure 5.3.

The SLM displayed the phase-patterns shown in Figure 5.4 which consisted of a blazed grating overlapped with the phase discontinuities. These patterns could be produced by manually flipping the phase at these

[^5]

Figure 5.4: Phase-patterns imaged by the SLM for the conversion of TEM00 into another mode. Upper left blazing only $(n=m=0)$. The top row shows the conversion into: HG01 (center) and HG02 (right); middle row: HG10 (left), HG11 (center) and HG12 (right); bottom row: HG20 (left), HG21 (center) and HG22 (right). The line-spacing of the blazing has been increased from $d=191 \mu \mathrm{~m}$ (used in the experiment) to 1.53 mm to increase the clarity of the image. The characteristic 180 deg phase flips in the HG modes are generated by offsetting the parts of the grating by $d / 2$. The beam radius was $2.2 \pm 0.1 \mathrm{~mm}$ at this point and the wavefront curvature was assumed to be negligible.
points, or produced using PyKat [142]. In general, the functional form of the phase-pattern is,

$$
\begin{equation*}
T_{n, m}^{P O}(x, y)=\exp \left(i \bmod \left[\arg \left(u_{n, m}(x, y, z)\right)+\frac{2 \pi\left(x \cos \left(\phi_{s}\right)+y \sin \left(\phi_{s}\right)\right.}{\Lambda_{s}}, 2 \pi\right]\right) \tag{5.1}
\end{equation*}
$$

where $\phi_{s}$, is the grating angle and $\Lambda_{s}$, is the grating period.

The diffraction orders were spatially separated over 3.0 m , all diffraction orders were dumped except the first which contained the cleanest higher order mode. The static polarization changes introduced by the SLM were then corrected as far as possible, the remainder was filtered by the PBS and this was not investigated further.

### 5.2 Mode Structure and Characterization

The light was then mode matched and filtered through a triangular resonator, based on a Pre-ModeCleaner design [166, 167], to purify the mode content of the beam. This resonator was chosen due to its natural HG basis, good mode separation and $\pi$ radians Gouy phase difference between HG01 and HG10 modes.

The length of the resonator was locked to the frequency of the laser using the Pound-Drever-Hall technique $[164,88]$ as illustrated in Figure 5.5. A signal generator was used to produce a 12 MHz sine wave, this was amplified further to drive an EOM (New Focus 4004) which added a pair of 12 MHz sidebands to the laser. The modulated sidebands and non-resonant carrier were reflected from the resonator and measured using a photodiode. A 100 mV error signal was identified while scanning the length of the cavity. The gain of the piezoelectric transducer was inferred to be $3 \times 10^{-9} \mathrm{~m} / \mathrm{V}$ from the voltage required to drive one free spectral range. The gain of the system, which included: the cavity, photodiode, mixer and 1 MHz low pass (shown in the blue box) was determined from the error signal and the full-width at half-maximum of the resonance peak. This system gain was $8 \times 10^{8} \mathrm{~V} / \mathrm{m}$. The DC loop gain was then 42 dB . The frequency dependence was dominated by the 10 Hz low pass filter and was given by,

$$
\begin{equation*}
G_{\text {loop }}(\nu)=\frac{10 \mathrm{~Hz}}{\nu} 42 \mathrm{~dB} \tag{5.2}
\end{equation*}
$$



Figure 5.5: Electronics required to lock mode cleaner. A sine wave with 16.5 dBm power at 12 MHz was generated. This was split and passed through a 6 dB attenuator to produce 7 dB input to the mixer. A 1 dB attenuator and 16 dB amplifier were used to produce the 28 dBm required to drive the EOM. The optical symbols are as used in Figure 5.1 and the layout is simplified.
which has a unity gain frequency of 1.2 kHz .

The mode composition of the input beam was then measured in the basis of the cavity for several target modes. The length of the resonator was slowly varied, this allowed modes with differing round trip Gouy phases to resonate in the cavity in sequence.

Due to the symmetry of the resonator, HGnm modes with odd horizontal index, $n=2 k+1$ for $k \in \mathbb{N}$, gain an extra 90 deg of Gouy phase with respect to modes that have an even horizontal index, $n=2 k$. The modes that gain this phase are referred to as antisymmetric modes (AS), the modes that do not gain this phase are referred to as symmetric modes (S). This information can succinctly be displayed as O1S, O1AS, O2S for Order 1 Symmetric Modes, Order 1 Anti-Symmetric Modes, Order 2 Symmetric modes, etc. For example, O4AS is the total power in the HG31 and HG13 modes; O4S is the total power in the HG40, HG22 and HG20 modes.

To tune the resonator length, the end mirror was mounted on a piezoelectric transducer. The length of this device depended on the applied voltage. However, the response of the device was not linear and


Figure 5.6: Piezoelectric transducer hysteresis fit for TEM00 input. The HG10, HG01 and HG02 resonances were compared to a model of the resonance positions to produce errors for this polynomial. The shaded areas show the $68 \%$ confidence interval. The HG10, HG01 and HG02 resonances were verified using a CCD on transmission and comparing to the linear time-series data.
exhibited hysteresis. To correct for this, a two-stage fitting process was used, first, the two resonances for the target mode (i.e. the mode which was displayed on the SLM) and the 12 MHz sidebands were used to generate an estimate of the mirror tuning. Then the resonance positions were compared to a Finesse [168] model of the resonator and a cubic least squares algorithm was used to fit for the piezoelectric transducer hysteresis. The result of the fit can be seen in Figure 5.6 for a TEM00 target mode.

Additionally, the mirrors used to fabricate the resonator had a different transmissivity for p-polarized and s-polarized light. The low finesse polarization was used for the cavity length scans to increase the number of data points taken around the maxima of each resonance. When the cavity was used as a mode cleaner, the high finesse polarization was used to increase the suppression of unwanted modes.

To cross-check the piezoelectric transducer hysteresis correction method, the resonator was locked on each of the significant resonances and the shape of the transmitted beam and approximate time was noted and then compared to the Finesse simulation. This was important as the mode order increased due to the increasing number of unintentionally excited resonator modes.


Figure 5.7: Cavity scans using low finesse polarization for several target modes. Tuning shows the end mirror tuning with respect to the HG00 resonance at the lower voltage. The dotted lines show the expected resonance positions for modes symmetric about the y axis (O1S, O2S, etc) and antisymmetric about the y axis (O1AS,O2AS, etc). The y-axis is normalized to the peak resonance at the lower voltage. Note the increased scattering into higher order modes as the input mode order increases.

(a) Mode contents of 1 st diffracted order, as measured by the cavity scans (e.g. Figure 5.7) for 5 target modes. The mode composition is normalized to the power of the target mode. The data is clipped at 0.01 to account for the electronic noise floor.

(b) Finesse calculated mode contents on cavity transmission in high finesse polarization, for input beams composed as shown in 5.8a. The calculation accounts for the different levels of suppressions encountered by the different modes due to the proximity of the resonance to the lock point.

Figure 5.8: Mode contents of the resonator beams. Each row shows the mode composition for a specific target.

As illustrated in Figure 5.7, the TEM00 beam was reasonably well mode matched, with less than $5 \%$ scattering into the next most powerful cavity resonance. However, when the pattern on the SLM was changed to a HG01 or HG02, the amount of scattering into additional resonator modes increased substantially.

To quickly check if this was due to mode mismatching or reduced conversion efficiency at the SLM, the mode matching and alignment was intentionally degraded. Whilst the change was only slight for the TEM00, the HG02 quickly became unlockable. It was then difficult to complete the resonator scans to evaluate the mode content. This suggests that increased coupling into resonator modes with injected mode order is at least partly due to an increased sensitivity to mode mismatch. An analytic analysis explores this topic further in Chapter 6 and confirms this hypothesis.

From the cavity scan data in Figure 5.7 the power in each of the higher order modes could then be established for each of the input modes. It was not possible to determine each higher order mode independently due to round trip Gouy phase degeneracy in modes with the same order and symmetry. Instead, the sum of power in each of the mode orders with the specified symmetry was determined. The results are shown for HG00, 01, 10, 02 and 11 target modes in Figure 5.8a.

Since the behaviour of the cavity was well parameterized, the mode purity on transmission of the high finesse mode could then be obtained by multiplying each mode by a suppression factor which depended on the Gouy phase difference between the lock point and the suppressed mode. These were easily calculated using the Finesse software and the calculated mode purity on transmission of the resonator is shown in Figure 5.8 b . In the case of all target modes the maximum mode weight in unwanted modes was less than $6 \times 10^{-7}$.

### 5.3 Conclusions

The use of a spatial light modulator to increase the spatial order of Gaussian beams is well-developed. This procedure is demonstrated here to generate HG01, HG10, HG02, HG11 and HG20 modes. The addition of a blazed grating to the phase-pattern produced clean modes when displayed on a viewing card, but reduced the power efficiency of the process.

To further increase the mode purity, and characterize the transmitted beam, the use of a triangular resonator is demonstrated. The triangular resonator is preferred as it partially breaks mode order degeneracy. The use of such a cavity produced a very clean beam with unwanted modes less than $6 \times 10^{-7}$ of target mode power.

Mode matching to the resonator became increasingly difficult as the mode order was increased. Possible explanations include an increased sensitivity to mode-mismatch, or an increase in the power of unwanted modes produced at the SLM. Chapter 6 confirms the former explanation is potentially limiting. Recent results use a similar setup and find a limitation at HG25,25 due to the finite spatial frequency of the SLM [5]. This suggests that the observed limitation was in the increased sensitivity to mode mismatch, rather than the production of unwanted modes at the SLM.

## Chapter 6

## Effect of Mismatches with Respect

## to Mode Order

As discussed in Chapter 2.2.2, Coating Brownian Thermal Noise limits advanced gravitational wave detectors at their most sensitive frequencies. One option to mitigate this noise is to increase the spatial frequency of the carrier light, which reduces the thermal noise.

The subject of higher order mode to resonator matching is revisited, in the context of HG modes. The subject was comprehensively studied in the general case [15], then used to describe optical scattering [169]. The coupling coefficient between the same mode in two mismatched bases is studied as a function of carrier mode order and implications for third-generation gravitational wave detectors are discussed.

### 6.1 Theoretical Model

Any paraxial coherent electromagnetic radiation can be described as a sum of orthonormal spatial modes and frequency components [47], where $u_{n m}(x, y, z)$ is drawn from a basis set of functions satisfying the paraxial wave equation (Equation 1.1), which describe the spatial distribution of the field. I consider the HG mode basis (see Equation 1.1) and note that it is possible to convert to other basis sets [170].


Figure 6.1: Geometry of the Problem. Yellow dashed lines show the incoming beam, rotated by $\gamma=7 \mathrm{deg}$ clockwise from the cavity eigenmode which is depicted by the blue solid lines. Dotted lines show the wavefront curvature. The $y$ axes point out of the page and $x=y=z=0$ at the origins of the coordinate systems. For the resonator, this coincides with the centre of the right-hand mirror. Diagram recreated and adapted from [15].

Consider the coupling from a free space mode basis, described by $w_{0}$ and $z \underline{\mathbf{e}}_{z}$ into a resonator mode basis (see Section 1.3), described by $\overline{w_{0}}$ and $\overline{z_{\mathbf{e}}^{z}} \boldsymbol{}$. Parameters with an over-line refer to the resonator. Without loss of generality, the geometry of the problem is defined such that all rotation is described by $\gamma$ and exists around the $y$ axis. The translational misalignment is then described by $\Delta x$ and $\Delta y$ as shown in Figure 6.1. In addition, the waist sizes and locations differ. Thus, the free space parameters in terms of the resonator parameters are [15],

$$
\begin{align*}
& x=\Delta x+\bar{x} \cos (\gamma)+\bar{z} \sin (\gamma)  \tag{6.1a}\\
& y=\bar{y}+\Delta y  \tag{6.1b}\\
& z=\bar{z} \cos (\gamma)-\bar{x} \sin (\gamma) \tag{6.1c}
\end{align*}
$$

and inverting these,

$$
\begin{align*}
& \bar{x}=(x-\Delta x) \cos (\gamma)-z \sin (\gamma)  \tag{6.2a}\\
& \bar{y}=y-\Delta y  \tag{6.2b}\\
& \bar{z}=(x-\Delta x) \sin (\gamma)-z \cos (\gamma) \tag{6.2c}
\end{align*}
$$

Now consider the HG mode basis. The basis is complete and orthonormal, therefore,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_{a, b} u_{a^{\prime}, b^{\prime}}^{*} \mathrm{~d} x \mathrm{~d} y=\delta_{a, a^{\prime}} \delta_{b, b^{\prime}}, \tag{6.3}
\end{equation*}
$$

and it is possible to write,

$$
\begin{equation*}
u_{n, m}(x, y, z) \exp \left(-i\left(k z-\omega_{0} t\right)\right)=\sum_{\bar{n}} \sum_{\bar{m}} k_{n m \overline{n m}} \bar{u}_{\bar{n}, \bar{m}}(\bar{x}, \bar{y}, \bar{z}) \exp \left(-i\left(k \bar{z}-\omega_{0} t\right)\right) . \tag{6.4}
\end{equation*}
$$

By multiplying both sides by $\exp \left(i\left(k \bar{z}-\omega_{0} t\right)\right)$ we obtain,

$$
\begin{equation*}
u_{n, m}(x, y, z) \exp (i k(\bar{z}-z))=\sum_{\bar{n}}^{\infty} \sum_{\bar{m}}^{\infty} k_{n, m, \bar{n}, \bar{m}} \bar{u}_{\bar{n}, \bar{m}}(\bar{x}, \bar{y}, \bar{z}), \tag{6.5}
\end{equation*}
$$

and complex conjugate,

$$
\begin{equation*}
u_{n^{\prime}, m^{\prime}}^{*}(x, y, z) \exp (i k(\bar{z}-z))=\sum_{\bar{n}}^{\infty} \sum_{\bar{m}}^{\infty} k_{n^{\prime}, m^{\prime}, \bar{n}, \bar{m}}^{*} \bar{u}_{\bar{n}, \bar{m}}(\bar{x}, \bar{y}, \bar{z}) . \tag{6.6}
\end{equation*}
$$

Now multiplying both sides by their complex conjugate, integrating over the $x-y$ plane and recalling Equation 6.3 yields,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_{n, m}(x, y, z) u_{n^{\prime}, m^{\prime}}^{*}(x, y, z) \mathrm{d} x \mathrm{~d} y=\sum_{\bar{n}}^{\infty} \sum_{\bar{m}}^{\infty} k_{n, m, \bar{n}, \bar{m}} k_{n^{\prime}, m^{\prime}, \bar{n}, \bar{m}}^{*} . \tag{6.7}
\end{equation*}
$$

One important result of this equation is that,

$$
\begin{gather*}
\sum_{\bar{n}}^{\infty} \sum_{\bar{m}}^{\infty} k_{n, m, \bar{n}, \bar{m}} k_{n^{\prime}, m^{\prime}, \bar{n}, \bar{m}}^{*}=\delta_{\bar{n}, n^{\prime}} \delta_{\bar{m}, m^{\prime}} \\
\sum_{\bar{n}}^{\infty} \sum_{\bar{m}}^{\infty}\left|k_{n, m, \bar{n}, \bar{m}}\right|^{2}=1 \tag{6.8}
\end{gather*}
$$

which implies power conservation. Instead, if both sides of Equation 6.5 are multiplied by $\bar{u}_{\bar{n}^{\prime}, \bar{m}^{\prime}}^{*}(\bar{x}, \bar{y}, \bar{z})$, then integrated over the $x-y$ plane and Equation 6.3 is recalled, then,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_{n, m}(x, y, z) \exp (i k(\bar{z}-z)) \bar{u}_{\bar{n}, \bar{m}}^{*}(\bar{x}, \bar{y}, \bar{z}) \mathrm{d} \bar{x} \mathrm{~d} \bar{y}=k_{n, m, \bar{n}, \bar{m}} \tag{6.9}
\end{equation*}
$$

Rewriting this expression in the resonator basis co-ordinates and recalling $1-\cos (\theta)=2 \sin ^{2}(\theta)$ yields,

$$
\begin{align*}
k_{n, m, \bar{n}, \bar{m}}= & \exp \left(2 i k \bar{z} \sin ^{2}(\gamma / 2)\right) \\
& \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_{n, m}(\Delta x+\bar{x} \cos (\gamma)+\bar{z} \sin (\gamma), \bar{y}+\Delta y, \bar{z} \cos (\gamma)-\bar{x} \sin (\gamma)) \\
& \exp (i k \bar{x} \sin (\gamma)) \bar{u}_{\bar{n}, \bar{m}}^{*}(\bar{x}, \bar{y}, \bar{z}) \mathrm{d} \bar{x} \mathrm{~d} \bar{y} \tag{6.10}
\end{align*}
$$

as shown first by [15]. The $u$ functions can be separated using Equation 1.3, which means the integral in $\bar{x}$ and $\bar{y}$ can be separated and,

$$
\begin{equation*}
k_{n, m, \bar{n}, \bar{m}}=k_{n, \bar{n}} k_{m, \bar{m}} \tag{6.11}
\end{equation*}
$$

This integral is in general difficult to solve, however after a number of substitutions, the Hermite polynomials can be expanded and many terms cancel as shown in [15]. One particularly relevant result is that purely waist size or waist position mismatches cause scattering into only even $\bar{n}$ for even $n$ and odd $\bar{n}$ for odd $n^{1}$.

### 6.2 Higher Order Mode Sensitivity to Mode Mismatching

Considering Equation 6.10 in a purely waist radius mismatch case ( $\gamma=\Delta x=\Delta y=0$ ) and solving for the resonator modal transmission efficiency $(n=\bar{n})$,

$$
\begin{equation*}
k_{n, n}=\int_{-\infty}^{\infty} u_{n}(x, y, z) \bar{u}_{n}^{*}(x, y, z) \mathrm{d} x . \tag{6.12}
\end{equation*}
$$

Without loss of generality, all distances are rescaled by the resonator waist size, $\bar{w}_{0}$, the distance along the beam axis is set to the waist position $z=z_{0}, w(z)=w_{0}, R_{C}=\infty$ and the Gouy phase of the resonator modes is zero, $\bar{\Psi}(z)=0$. The spatial properties of the resonator eigenmodes are therefore,

$$
\begin{equation*}
\bar{u}_{n}\left(x, z_{0}\right)=\left(\frac{2}{\pi}\right)^{\frac{1}{4}} \sqrt{\frac{1}{2^{n} n!}} H_{n}(\sqrt{2} x) \exp \left(-x^{2}\right) \tag{6.13}
\end{equation*}
$$
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Figure 6.2: 1D mode mismatch parameter, $k_{n, \bar{n}}$ for a waist size only mismatch between the incoming beam and the 1 mm resonator waist size. Solid lines show a numerical solution to Equation 6.10 and dotted line shows the approximate analytic solution in Equation 6.15.

Defining the fractional waist size mismatch, $w \equiv w_{0} / \overline{w_{0}}$, the distribution of the incoming light is,

$$
\begin{equation*}
u_{n}\left(x, z_{0}\right)=\left(\frac{2}{\pi}\right)^{\frac{1}{4}} \sqrt{\frac{1}{2^{n} n!w}} \exp \left(\frac{i(2 n+1) \Psi(z)}{2}\right) H_{n}\left(\frac{\sqrt{2} x}{w}\right) \exp \left(\frac{-x^{2}}{w^{2}}\right) \tag{6.14}
\end{equation*}
$$

The Gouy phase can then be brought outside the integral, and the Equation 6.12 can be solved with a symbolic mathematics library. For the first 10 orders one finds that,

$$
\begin{equation*}
k_{n, n} \approx \exp \left(\frac{i(2 n+1) \Psi(z)}{2}\right)\left(1-\frac{C_{n}}{4}\left((w-1)^{2}+(w-1)^{3}\right)+\mathcal{O}\left((w-1)^{4}\right)\right) \tag{6.15}
\end{equation*}
$$

where,

$$
\begin{gather*}
C_{0}=1, \quad C_{1}=3, \quad C_{2}=7, \quad C_{3}=13, \quad C_{4}=21, \quad C_{5}=31, \\
C_{6}=43, \quad C_{7}=57, \quad C_{8}=73, \quad C_{9}=91, \quad C_{10}=111 . \tag{6.16}
\end{gather*}
$$

Figure 6.2 shows a numerical solution to Equation 6.12 using PyKat [142] against the $C_{n}$ parameters. For a waist size mismatch less than $5 \%$ there is good agreement between the analytic solution and the numerical ones.

When considering a resonator, it is sometimes preferable to think about the power coupling efficiency, $k_{n, \bar{n}, m, \bar{m}} k_{n, \bar{n}, m, \bar{m}}^{*}$ with reference to the TEM00 losses. Defining the horizontal losses to be,

$$
\begin{equation*}
W_{x}=\frac{(w-1)^{2}+(w-1)^{3}}{4} \tag{6.17}
\end{equation*}
$$

and likewise for the vertical losses, $W_{y}$, the full 2D coupling coefficient is,

$$
\begin{equation*}
k_{n, \bar{n}, m, \bar{m}} \approx e^{i(n+m+1) \Psi(z)}\left(1-C_{n} W_{x}-C_{m} W_{y}+C_{n} C_{m} W_{x} W_{y}\right) \tag{6.18}
\end{equation*}
$$

For an almost matched beam in $x$ and $y$, the last term may be safely ignored. The power coupling coefficient is then,

$$
\begin{equation*}
k_{n, \bar{n}, m, \bar{m}} k_{n, \bar{n}, m, \bar{m}}^{*} \approx 1-2 C_{n} W_{x}-2 C_{m} W_{y} \tag{6.19}
\end{equation*}
$$

where terms of order $W_{x}^{2}, W_{y}^{2}$ and $W_{x} W_{y}$ have been neglected.
$C_{n}$ is monotonically increasing, which supports the experimental observation in Chapter 5 that for given waist size mismatch, the power coupling into the resonator decreases as mode order increases.

### 6.3 Power Throughput of the Advanced LIGO OMC

Advanced LIGO operates with a high degree of mode matching to ensure power couples efficiently between the resonators; however, some degree of mismatch is always present. The HG55 mode has been proposed as a possible option for revisiting a higher order mode carrier, to reduce thermal noise [5].

Within the core interferometer, an increased sensitivity to mode mismatch will likely cause an increased contrast defect. In addition, since the core interferometer is dual recycled and has focusing elements within the recycling cavities, an increased sensitivity to mode mismatch may lead to challenges in defining an operating point for the resonators.

The IMC and OMC are uncoupled ring resonators. Therefore, the effect of the mode mismatch is a reduced


Figure 6.3: Power transmitted by the aLIGO OMC for an astigmatic input beam with $w_{0 x}=0.98 \bar{w}_{0 x}$ and $w_{0 y}=0.96 \bar{w}_{0 y}$. The input power is scaled so that a mode matched TEM00 input beam transmits 1 W of power. The $x$ axis shows tuning from expected resonance position, the $y$ axis shows the transmitted power. The right hand plot shows a zoom of the peak resonance on a linear scale, dashed lines show efficiency determined with Equation 6.21.
power efficiency through the resonator. In the case of the IMC, small mismatches can be compensated for by increasing laser power. In the case of the OMC, the input power is bounded by the standard quantum limit in the core interferometer, therefore, mode mismatch directly causes a loss of signal and increased quantum noise.

A Finesse model of the Advanced LIGO OMC was produced using PyKat [142] and the transmission efficiency was studied for a range of input modes, results are shown in Figure 6.3. The input power was scaled such that a mode-matched beam produced 1 W of power on transmission when the resonator was tuned. This power scaling means that the power on transmission is equal to the OMC power coupling efficiency. The input beam was astigmatic with $w_{0 x}=0.98 \bar{w}_{0 x}$ and $w_{0 y}=0.96 \bar{w}_{0 y}$. Finesse has several options for phase rescaling [171], which were disabled. The tuning range was measured from the expected resonance position. Modes up to $n+m+4$ were enabled in the simulation.

The parameter $2 W_{x}$ was determined by running an additional simulation with TEM00 input and $w_{0 y}=$ $\bar{w}_{0 y}$ and $w_{0 x}=0.98 \bar{w}_{0 x}$, then

$$
\begin{equation*}
2 W_{x}=1-\frac{P_{T x}}{P_{T}}, \tag{6.20}
\end{equation*}
$$

| Input Mode | Analytic $(x)$ | Analytic $(y)$ | Analytic (Total) | Simulation | Difference |
| :---: | :---: | :---: | :---: | :---: | :---: |
| HG00 | 204.0 ppm | 832.6 ppm | 1036.7 ppm | 1036.5 ppm | 0.2 ppm |
| HG30 | 2652.5 ppm | 832.6 ppm | 3485.1 ppm | 3472.8 ppm | 12.3 ppm |
| HG50 | 6325.1 ppm | 832.6 ppm | 7157.8 ppm | 7131.6 ppm | 26.1 ppm |
| HG33 | 2652.5 ppm | 10824.1 ppm | 13476.6 ppm | 13389.8 ppm | 86.8 ppm |

Table 6.1: Mode mismatch induced power losses through the OMC for an astigmatic input beam with $w_{0 x}=0.98 \bar{w}_{0 x}$ and $w_{0 y}=0.96 \bar{w}_{0 y}$. The analytic response is determined from Equation 6.21 and the simulated response is determined from the Finesse cavity scan in Figure 6.3.
where $P_{T x}$ is the power measured on transmission and $P_{T}$ is the transmitted power for no mismatch $\left(w_{0 x}=\bar{w}_{0 x}, w_{0 y}=\bar{w}_{0 y}\right)$. In this work, the input power scaling meant $P_{T}=1$. The parameter $2 W_{y}$ was obtained similarly. The analytically determined OMC power coupling efficiency for mode HGnm is then,

$$
\begin{equation*}
k_{n, \bar{n}, m \bar{m}} k_{n, \bar{n}, m \bar{m}}^{*}=1-C_{n}\left(1-\frac{P_{T x}}{P_{T}}\right)-C_{m}\left(1-\frac{P_{T y}}{P_{T}}\right), \tag{6.21}
\end{equation*}
$$

which is shown by the dotted lines in Figure 6.3. This general method also works as an experimental procedure and can be used to estimate losses in switching to a HOM. $k_{n, \bar{n}, m \bar{m}} k_{n, \bar{n}, m \bar{m}}^{*}$ was also obtained directly from the simulation by measuring the peak transmitted power, a comparison is shown in Table 6.1. As an example, when the $n$ index is increased from 0 to 3 , the $x$ related power losses increase by 13 times. When the $m$ index is increased as well, both $x$ and $y$ power losses increase, so the total mode mismatch induced power loss increases by 13 times.

Mode mismatch induced power losses in the OMC correspond directly to a loss of signal and increased quantum noise. Changing to an equivalently stable higher order spatial mode will reduce thermal noise, however, unless the higher-order mode-matching is improved compared to the TEM00 mode-matching, the signal degradation will be 13 times worse for a HG33 and 31 times worse for a HG55 carrier mode.

### 6.4 Conclusions

The two fundamentally limiting noise sources in the most sensitive region of advanced detectors are thermal noise and quantum noise. Recent developments in adaptive astigmatism control may be combined with improved modal readout methods to permit increasing the spatial carrier mode frequency in the HG
basis.

However, mitigation of quantum noise requires extremely high levels of mode matching [125]. This work shows that as the spatial carrier frequency is increased, the sensitivity to a fractional waist size mode mismatch is also increased. The results are analytically derived for a small mismatch and shown to be valid against numerical solutions. These results are consistent with the experimental observations in Chapter 5, anecdotal evidence discussed in [119] and also the decreased mode purity and power observed in [5].

The increased sensitivity to mode mismatch would cause reduced power passing through the pre-modecleaner, IMC and OMC in advanced and third-generation detectors. In the case of the proposed HG55 mode, the mismatch induced losses would increase by a factor 31 . Specifically, the case of the OMC is studied as an example where the increased losses would cause an increased squeezing and signal loss.

Additionally, the squeezer spatial frequency may also need to be increased, thus increasing mode-mismatch induced squeezing losses. Generation of high levels of audio-band squeezing in a higher order mode is therefore of interest to the community.

The core interferometer is a highly coupled system. The effect of mode mismatches depends strongly on the Gouy phase accumulated in the possible paths of reflected modes. Detailed studies specific to detectors are therefore also of interest to the community.

## Chapter 7

## Development of a Stable Integration

 Routine for Optical Cavity AtomOptics

Throughout this thesis, I have discussed the impact and mitigation of wavefront distortions in conventional, ground-based gravitational wave detectors. However, the test masses need to be suspended, thus they are only free-falling above their resonance frequency. As discussed in Section 2.2, seismic noise limits the detector at low frequencies. Using a sophisticated arrangement of mass-spring systems and multistage pendula, the Einstein Telescope aims to achieve a strain sensitivity in excess of $10^{-22} / \sqrt{\mathrm{Hz}}$ at $4 \mathrm{~Hz}[87]$, when it is realized in the next decade (2030+).

An alternative approach is to use ensembles of atoms launched onto freely falling geodesics as the test masses, mitigating seismic noise and permitting lower frequency terrestrial gravitational wave detection [172]. One suggestion is to use a pair of atomic interferometers to read the laser phase directly, at two points separated by some kilometre-scale distance $[173,172]$. The technique can be expanded to use an array of atomic interferometers, reading out the laser phase at several points, which provides an


Figure 7.1: Simplified Mach-Zehnder atom interferometry sequence in the reference frame of the initial cloud. The atomic cloud initially has no upward momentum, then a Rabi $\pi / 2$-pulse splits the atoms coherently into two equal probability states. The excited state now has upward momentum imparted by the photons, while the ground state travels unchanged. The following $\pi$ pulse inverts the states, so the initially excited path, is now in the ground state and has no momentum and vice versa for the initially ground state. The final Rabi $\pi / 2$-pulse interferes the atoms. This is equivalent to an optical Mach-Zehnder.
estimate of the Newtonian noise, which could then be subtracted [174] (c.f. Section 2.2). Efforts are underway to construct such a demonstrator, which will have a peak strain sensitivity of $10^{-13} / \sqrt{\mathrm{Hz}}$ at 2 Hz [70]. Additionally, studies of the Newtonian noise provided by such an array of atom interferometers could be used to inform design requirements on third-generation conventional detectors [175].

This chapter introduces the topic of atom interferometry and discusses the addition of optical resonators to provide an optical mode basis in which to manipulate the atomic interferometer. In the interests of brevity, this chapter includes only, the previously unpublished, two-level intra-resonator atom-optics model, for which I led development. We expanded upon the two-level model to create an $n$ level model which is presented by myself, Dovale-Álvarez, et al. [2].

### 7.1 Introduction to Atom Interferometry

Light pulse atom interferometry was first demonstrated by Kasevich et al. in 1991 to measure the acceleration due to gravity with a resolution of $3 \times 10^{-6} \mathrm{~g}(3 \mathrm{mGal})$ [176]. The technology is well established and atom interferometry has made possible a number of new measurements, such as new tests of the gravitational constant (e.g. [177]), and new tests of the weak equivalence principle (e.g. [178]).


Figure 7.2: Overview of Raman and Bragg techniques. In both cases it is typical to detune the lasers in order to adiabatically eliminate single photon transitions to and from the intermediate state.

In light pulse atom interferometry ${ }^{1}$, clouds of atoms are excited into two, physically distinct, equal probability paths using a pulse of coherent electromagnetic radiation (normally laser light). The usual format is analogous to a Mach-Zender optical interferometer, where a mirror pulse is used to invert the states and a final beam-splitter pulse is used to interfere the atoms with each other. The phase may then be inferred by collapsing the wave-function and counting the number of atoms at each output port. The process is illustrated in Figure 7.1.

Two common schemes for exciting the atom are Raman ${ }^{2}$ and Bragg interactions, the difference between these schemes is outlined in Figure 7.2. In both cases, the atom is excited via an intermediate state by two phase-locked counter-propagating lasers. The difference between these frequencies should be equal to any frequency difference between the states, plus Doppler detuning arising from the motion of the atom with respect to the laser frame. In both cases, the atom absorbs a photon from the first beam and emits it into the second, resulting in a total momentum,

$$
\begin{equation*}
\Delta p \equiv \hbar k_{\mathrm{eff}}=\hbar k_{1}+\hbar k_{2} \tag{7.1}
\end{equation*}
$$

being imparted on the atom. This momentum kick causes the atom to follow a different path to an atom

[^7]which did not absorb the momentum. In Raman transitions the electronic state of the atom changes as well as the momentum state, whereas for Bragg transitions the atom returns to the same electronic state. A large single-photon detuning, $\Delta$, adiabatically eliminates the intermediate state. Under this condition, the system may be approximated as a two-level system. The lasers are normally operated on resonance for the two-photon transition; however, calibration errors and imperfections may result in a residual two-photon detuning, $\delta$. For example, a poorly characterized Doppler shift, which would blue detune one laser and red detune the other, would affect both Raman and Bragg techniques.

Under the two-level approximation, if the atom is illuminated by radiation with a frequency equal to the transition frequency, the area of the pulse of light dictates the probability that the atom will have transitioned to the excited state [16]. Thus, by tuning this area it is possible to put the atoms in a superposition of two quantum states, one which underwent the atomic transition to a higher energy level and one which did not. In the case of continuous coherent resonant illumination, the atoms flop between the two states. This is known as Rabi flopping or Rabi oscillation.

Considering only Hamiltonian contributions from the gravitational acceleration, the atom interferometer phase shift is given by [181],

$$
\begin{equation*}
\phi_{\text {Total }}=k_{\mathrm{eff}} g T^{2}+\left(\phi_{1}-2 \phi_{2}+\phi_{3}\right), \tag{7.2}
\end{equation*}
$$

where $T$ is the free evolution time between the pulses of radiation and $\phi_{\{1,2,3\}}$ are the phases of the respective radiation pulses in a $\frac{\pi}{2}, \pi, \frac{\pi}{2}$ Mach-Zehnder Atom Interferometer sequence.

This sensitivity scales with the square of the free evolution time, $T$, and the recoil momentum $k_{\text {eff }}$. State-of-the-art atom interferometers are limited by several engineering boundaries, $T$ is limited by the length of the atom interferometry chamber and this can be as long as $10 \mathrm{~m}[182,183]$. Additionally, long laser pulses lead to an increased momentum uncertainty of the atom, an effect referred to as velocity selectivity [184]. High laser powers lead to increased, Rabi frequencies and thus shorter pulse lengths [185]. $k_{\text {eff }}$ may be increased by using multi-photon Bragg transitions [186]. Multi-photon Bragg transitions also require high laser power and this is limiting development of the technique with powers as high as 43 W [187] having already been demonstrated. Lastly, wavefront distortions around the atom cloud spread the local wavevector around the mean, reducing contrast and lowering sensitivity, for Bragg transitions the significance of this effect also scales with the order of the multi-photon Bragg scattering process [188].


Figure 7.3: The behaviour of pulsed light in an optical cavity depends strongly on the relation between the cavity photon lifetime $\tau$ and the pulse duration $T$. The black curve shows the original pulse. Reproduced from [2].

### 7.2 Cavity Assisted Atom Interferometry

Optical resonators, such as Fabry-Perot interferometers, offer resonant power enhancement, frequency noise rejection and spatial mode cleaning. These are attractive qualities for atom interferometers and intra-cavity atom interferometry was first demonstrated in 2015 [71]. However, optical cavities also modify the temporal profile of the pulse, as illustrated in Figure 7.3. Input pulses that are well described analytically can be deformed inside the cavity, such that they are hard to solve analytically.

In some situations, the temporal profile of the pulse is known to affect the excitation probability. For example, square Bragg pulses in the channelling regime populate many diffraction orders [189]. Furthermore, in 1998 Berman showed that for a two-level atom illuminated by a pulse of electromagnetic radiation and with a significant detuning between the optical field frequency and the atomic transition frequency, the temporal profile of the pulse had a substantial effect on the final transition probability between the states [16]. In the context of two-photon transitions, such as Raman and Bragg, the relevant detuning would be the two-photon detuning, $\delta$.

Therefore, to be a net benefit to the sensitivity, the optical resonator must meet the following require-
ments:

- Atomic flux is maximized.
- Laser input power is minimized.
- Cavity provides spatial filtering of the first and second higher order mode.
- Cavity is geometrically stable.


### 7.3 Atom Optics Model

The time dependent wave-function of the two-level atom may be described by

$$
\begin{equation*}
|\psi\rangle=c_{g}(t) \exp \left(\frac{-i \omega_{t} t}{2}\right)|g\rangle+c_{e}(t) \exp \left(\frac{i \omega_{t} t}{2}\right)|e\rangle, \tag{7.3}
\end{equation*}
$$

where $|g\rangle$ and $|e\rangle$ are solutions of the time-independent Schrödinger equation in the atomic potential, and $\hbar \omega_{t}$ is the energy difference between these states. Considering the time dependent potential created by an electric field, $E(t)$, aligned to the $\underline{\mathbf{z}}$ axis, with complex and slowly varying amplitude $E_{0}(t)$,

$$
\begin{equation*}
E(t)=\frac{E_{0}(t)}{2} \exp \left(i \omega_{0} t\right)+\frac{E_{0}^{*}(t)}{2} \exp \left(-i \omega_{0} t\right) \tag{7.4}
\end{equation*}
$$

Then applying the Rotating Wave Approximation, working in the Interaction Representation, and considering the time dependent Schrödinger equation, the state amplitudes obey [185],

$$
i \hbar\binom{\dot{c}_{g}(t)}{\dot{c}_{e}(t)}=\frac{\hbar}{2}\left(\begin{array}{cc}
0 & \Omega_{0}^{*}(t) \exp (i \delta t)  \tag{7.5}\\
\Omega_{0}(t) \exp (-i \delta t) & 0
\end{array}\right)\binom{c_{g}(t)}{c_{e}(t)}
$$

as shown in Appendix A. Where, $\delta=\omega_{t}-\omega_{0}$ is the detuning of the laser frequency from the transition frequency and $\Omega_{0}(t)$ is the complex Rabi frequency, given by,

$$
\begin{equation*}
\Omega_{0}(t)=\frac{\mu_{t} E_{0}(t)}{\hbar} \tag{7.6}
\end{equation*}
$$

and $\mu_{t}$, is the magnetic dipole moment of the transition. If this system of equations is used to model an effective two-level system, driven by a two-photon transition, then $\delta$ is the two-photon detuning. Equation 7.5 consists of two coupled, first order, complex, ordinary differential equations. This may then be numerically solved for intra-cavity field envelope $E_{0}(t)$ to determine populations in the ground and excited states. The intra-cavity field may be determined by a time-domain complex phasor propagation simulation derived from Torsion [190, 191], for further details please see Section 5.5.1 of [192].

### 7.4 Integration Routines

There exist many numerical routines to solve coupled ordinary differential equations. A popular library for this is $S c i P y$ which contains two routine wrappers, ODE and ODEINT that can couple to a number of ODE solvers [146]. However, these routines evaluate $\dot{c}_{g}, \dot{c}_{e}$ at several $t$ values for each estimate of $c_{g}, c_{e}$ produced. For example, in each step $\mathrm{d} t$, a fourth-order Runge-Kutta (RK4) routine evaluates the derivatives at $t_{0}, t_{0}+\mathrm{d} t / 2$ and $t_{0}+\mathrm{d} t[193]$.

The integration step size in the phasor method is fixed at $\mathrm{d} t=L / c$, for cavity of length $L$, which makes use of these routines impossible without interpolation of the electric field. Several interpolation methods were trialled; however, for all cases other than linear, the results appeared unreliable. In many cases this interpolation added high-frequency noise to the simulation, changing the final probability states in an unreliable way.

Since the RK4 routine always requires $2 N+1$ electric field values for $N$ integrated probabilities, it could be implemented in such a way that the interpolation was eliminated.

The routines in use were:

1. VODE: A sophisticated solver in FORTRAN using information from several previous steps [194]. Python interface via scipy.integrate. complex_ode.
2. LSODA: FORTRAN solver, the precursor to VODE [195]. Python interface via scipy.integrate.complex_ode.
3. ODEINT: Accesses LSODA with a simplified Python interface, supporting complex numbers [196].
4. DORPI5: An sophisticated FORTRAN implementation of a fourth-order Runge-Kutta routine [197]. Python interface via scipy.integrate.complex_ode.
5. MYRK4: Python implementation of a fourth-order Runge-Kutta routine, produces $N / 2$ steps for $N$ electric field values.

SciPy version 1.2 was used for the simulations shown, however, the scripts were developed for an earlier version. In all cases, the simulations used 128 -bit complex numbers, consisting of 64 -bit real and imaginary components.

### 7.4.1 Comparison Against Analytic Solutions

It is possible to solve Equation 7.5 in the case of a Gaussian envelope with zero detuning and in the case of $E_{0}(t)=$ constant [185]. Considering the latter case, defining the generalised Rabi frequency as,

$$
\begin{equation*}
\Omega=\sqrt{\delta^{2}+\left|\Omega_{0}\right|^{2}} \tag{7.7}
\end{equation*}
$$

and assuming the population starts in the ground state, the population in the excited state is,

$$
\begin{equation*}
\left|c_{e}(t)\right|^{2}=\frac{\left|\Omega_{0}\right|^{2}}{\Omega^{2}} \sin ^{2}\left(\frac{\Omega t}{2}\right) \tag{7.8}
\end{equation*}
$$

This result could then be used to verify the stability of the routine for a range of detuning and Rabi frequencies.

The MYRK4 numerical integration routine reproduced the analytic expressions with absolute errors at the $10^{-14}$ level after 30s of integration $\left(\delta=0, \Omega_{0}(t)=1\right)$ as shown in Figure 7.4. The $10^{-14}$ noise floor is consistent with floating-point error. Euler based solvers are not ideal for periodic functions because the local derivative is continuously changing; however, for sufficiently small steps the routine provides sensible results. This causes a periodic error with monotonically increasing amplitude, as shown. In the case of modelling Rabi pulses, rarely more than a few Rabi cycles needed to be modelled, as such the MYRK4 routine was suitable for this task.


Figure 7.4: Analytical Comparison Example. Top Plot: shows the $\sin ^{2}$ Rabi oscillations generated with $\delta=0$ and $\Omega_{0}(t)=1$. As expected an oscillation occurs every $\pi \mathrm{s} .5 \times 10^{4}$ steps were used by the MYRK4 solver. Middle Plot: Difference between analytic and simulated results. Error is sinusoidal with increasing amplitude, as would be expected for a Euler based solver. Bottom Plot: Error inferred from probability conservation and analytic comparison. Both methods agree.


Figure 7.5: Analytical Solution. A simulation of atoms undergoing Rabi flopping from continuous monochromatic illumination. This is analytically solvable, thus the quoted error is the maximum difference between the analytical solution and the simulation. The Rabi frequency is set to $1 s$ and the simulation runs for $30 s$.

The total probability of all possible states is always unity, therefore, an alternative estimate of the error is given by,

$$
\begin{equation*}
\sigma(t)=\left|1-\left|c_{g}(t)\right|^{2}-\left|c_{e}(t)\right|^{2}\right| \tag{7.9}
\end{equation*}
$$

referred to as total probability error. When the error is dominated by floating-point noise, this total probability error is a good proxy for the error on the simulation. However, in a two-level system, the overestimation of the solver on $c_{g}$ coincides with the underestimation of $c_{e}$ and vice versa, illustrated in the middle section of Figure 7.4. Thus, after many Rabi cycles, the total probability error may be an underestimate of the simulation error.

The MYRK4 routine was compared against the $S c i P y$ solvers for the same parameters as used in Figure 7.4, the maximum error encountered is plotted against the number of steps used for a range of
integration points, shown in Figure 7.5. As expected, the error on the MYRK4 routine decreases linearly with increasing step numbers, until $10^{-15}$, where it begins to increase with step numbers. The increase here appears consistent with additional accrued floating-point error.

The DOPRI5 routine shows similar behaviour to the MYRK4, but for given number of steps, shows a reduced error. DOPRI5 also takes longer to run, for $10^{6}$ points the routine took nearly 100 s , whereas the python MYRK4 routine took just over 25 s on a 2012 MacBook Pro ${ }^{3}$. This suggests that the DOPRI5 routine is evaluating many more points. The other routines outperformed the MYRK4 routine for small numbers of steps; however, the error did not reliably decrease with increasing step numbers, making them unsuitable for convergence testing. LSODA and VODE both took around 15 s and ODEINT showed the best performance at 6 s for $10^{6}$ points.

### 7.4.2 Comparison Against Non-Analytic Solutions

Equation 7.5 may be transformed to [16],

$$
\begin{align*}
\dot{c}_{g}(t) & =-i \beta f(t) \exp (i \alpha t) \dot{c}_{e}(t)  \tag{7.10}\\
\dot{c}_{e}(t) & =-i \beta f(t) \exp (i \alpha t) \dot{c}_{g}(t) \tag{7.11}
\end{align*}
$$

where, $f(t)$ describes the temporal profile of the pulse and is normalized such that $\int_{-\infty}^{\infty} f(t) \mathrm{d} t=1$. In addition,

$$
\begin{equation*}
\alpha=\delta T \quad \text { and } \quad \beta=\frac{-\max \left(\left|\Omega_{0}(t)\right|\right) T}{2} \tag{7.12}
\end{equation*}
$$

are the normalized detuning and normalized peak Rabi frequency. Both $\alpha$ and $\beta$ are dimensionless. $2 \beta$ is also referred to as the pulse area. Formulating Equation 7.6 allows the study of different pulse profiles in the detuning-pulse area parameter space.

The solution of the state probabilities to a detuned Gaussian pulse is shown in Figure 7.6. None of the LSODA based routines reach a total probability error below $10^{-7}$, whereas both RK4 based routines
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(a) State probability, during a Gaussian Pulse with $\alpha=0.1$ and half-pulse area $\beta=1$. This was solved with the MYRK4 routine and $10^{5}$ steps.

(b) Non Analytical Solution. The probability error is shown for several solvers and number of steps. The pulse used is shown in Figure 7.6a.

Figure 7.6: ODE Solver Performance. The error is determined from the conservation of probability.










$\times$ Digitized Data - MYRK4 - ODEINT — VODE - DOPRI5

Figure 7.7: Solver performance for 5 pulse profiles against [16] in a highly detuned system $(\alpha=5)$. The left hand plots show the probability of the atom being in the excited state at $t \rightarrow \infty$ after a pulse of light, with pulse area $\beta$ and temporal-amplitude profile as stated. The crosses are data taken from a plot digitization of Figure 1 in [16]. On the right the difference between the digitization and numerical solution is shown. The residuals from each solver agree well, indicating that the error is dominated by the plot digitization, rather than numerical error.
perform as expected, being limited by floating-point error after $10^{4}$ steps. All routines take less than 10 s to compute $10^{4}$ steps.

When the detuning is very high, the temporal shape of the pulse profile causes a substantial change in the excited state probability [16]. For example, pulses with a Lorentzian profile reach a maximum probability of the excited state at $10^{-4}$; after this peak, increasing pulse area leads to a decreased probability of excitation. As shown in Figure 7.7, all simulation routines reproduced the results in [16] to within the plot digitization errors.

### 7.4.3 Summary

To summarize, several ODE solvers were tested against analytic results and published literature relevant to pulse deformation in optical cavities. When a sufficient number of steps are used, both MYRK4 and DOPRI5 from SciPy are suitable solvers producing correct results.

### 7.5 Effect of a Resonator on One and Two-Photon Transitions

Interferometers using single-photon [173, 198], two-photon (Raman \& Bragg) [172] and multi-photon Bragg transitions [70] have been previously been proposed as gravitational wave detectors. At the time of writing [70] is proposing the use of a optical resonator, to enhance sensitivity; whereas the other proposals ([173, 198, 172]) do not.

It may be possible to enhance single photon transitions using an optical cavity which is aligned vertically, such as $[173,198]$. In this case, a single photon detuning may arise due to poorly characterized atomic velocity along the cavity axis. Only light traveling in one direction would be on resonance with the transition, due to velocity selectivity. It would be technically challenging to operate a two-photon transition in a vertical cavity, as this would require light of two frequencies resonating the the cavity. However, using two-photon Bragg transitions is possible in a cavity which is horizontal [70], provided the atom is launched with no horizontal velocity, as the laser will be on resonance in both directions. Indeed this is one proposed operating mode for MIGA [70]. In this case, unintended horizontal velocity will add


Figure 7.8: Effect of cavity pulse deformation on transition probability. Coloured solid lines indicate the probability of being in the excited state for different detunings and pulse profiles. Black dashed lines indicate pulse profile, in units of Rabi frequency. Square and Gaussian, indicate the probability without the cavity effect. The lower four plots show the effect of a Gaussian input pulse resonating in a Fabry-Perot resonator with indicated finesse, $\mathcal{F}$, and length, $L$. All pulses are normalised to have pulse area $\beta=3 \pi$. For intra-cavity pulses, this is equivalent to reducing the input power to compensate for the resonator power enhancement.
a two-photon detuning, which is the relevant detuning when a two-level system is used to model this transition.

In this section, I consider the effect of cavity-pulse deformation, during a $3 \pi$ pulse, in four different cavities alongside two non-cavity examples, to highlight an example usage of the simulation. The cavity lengths are chosen to match those of the Stanford and Wuhan 10 m towers $[182,183]$ and the proposed 300 m MIGA design [70], but does not take into account other technical aspects of these designs, such as the orientation of the cavity with respect to the gravitational acceleration and only considers a two-level system.

Figure 7.8 shows the probability of the atom being in the excited state during the pulse for several points in the length-detuning-finesse parameter space. Square pulses, without resonator enhancement, result in the atom always being found in the excited state after the pulse has passed. In addition, in all cases, if the detuning is zero the atom fully transitions to the excited state. However, Gaussian pulses are sensitive to detunings which suppresses the maximum probability achievable with the pulse, reducing atomic flux.

In the case of intra-cavity pulses, a Gaussian input pulse is considered with $1 \mu$ s pulse width. The input power to this resonator is scaled such that the pulse area remains $3 \pi$. As a result, with no detuning, all four points in the length-finesse parameter space result in the atom being found in the excited state. However, like the Gaussian pulses, detunings suppresses the maximum probability achievable with the pulse.

For 10 m resonators with finesse 15 and 78 , the cavity photon lifetime ${ }^{4}$ is $\tau_{c} \approx 0.35 \mu \mathrm{~s}$ and $\tau_{c} \approx 1.6 \mu \mathrm{~s}$ respectively. For 300 m resonators, $\tau_{c} \approx 10 \mu \mathrm{~s}$ and $\tau_{c} \approx 50 \mu \mathrm{~s}$ respectively. If this cavity photon lifetime is comparable to or lower than the duration of the input pulse, the effect of cavity pulse deformation is not significantly different to that of the Gaussian input. However, once the cavity photon lifetime rises above

[^9]where $N(t)$ is the number of photons in the cavity. The probability of remaining in the cavity after a round trip is $R_{1} R_{2}$, where these are the power reflectivity of the mirrors. Thus, $N\left(1-R_{1} R_{2}\right)$ photons are lost each round trip. These interactions occur $\frac{c}{2 L}$ times per second. Thus,
\[

$$
\begin{equation*}
\frac{\mathrm{d} N(t)}{\mathrm{d} t}=\frac{c N(t)\left(1-R_{1} R_{2}\right)}{2 L} \quad \therefore \quad \tau_{c}=\frac{2 L}{c\left(1-R_{1} R_{2}\right)} . \tag{7.14}
\end{equation*}
$$

\]

the input pulse duration the transition is more sensitivity to these unwanted detunings. Reducing the cavity photon lifetime requires either reducing lenght or finesse. Low finesse cavities will have reduced spatial cleaning of wavefronts. For short cavities, the stability requirement ${ }^{5}$ will place limits on maximum optical beam size, thus limiting the size of the atomic cloud [2]. For long cavities such as those proposed for MIGA, even mild finesse resonators have significant cavity photon lifetimes.

### 7.6 Conclusions

Atom interferometry is a possible technology for decihertz gravitational wave detection. The MIGA project is a technology demonstrator using several atom interferometers to read the laser phase in a suspended 300 m optical cavity.

A numerical model was constructed to model the effect of cavity pulse deformation on the mirror pulses in this atomic sequence. Optical cavities were found to be compatible with single-photon and two-photon atom-interferometry. However, pulses in an optical cavity have an enhanced velocity selectivity when the cavity photon lifetime is larger than the input pulse duration. This may present issues for long baseline detectors, which naturally have a high cavity photon lifetime.

MIGA and other sensitive instruments will likely use $n$ level LMT Bragg transitions to increase $k_{\text {eff }}$. The intra-resonator atom-optics numerical model, verified in this chapter, was expanded to model these transitions and in this case, fundamental limitations arise, which do not depend on the detuning. Results are presented in Dovale-Álvarez, Brown, Jones, et al. [2] ${ }^{6}$.
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## Chapter 8

## Continuous Validation of Numerical

## Models

Numerical models are frequently used in modern physics, both to make predictions and to compare with experimental data. For example, in the case of gravitational wave astronomy, several bespoke pieces of software were required to: develop the instrument science and commission the detector (e.g. [142, 199]); model the source (e.g. [200]); and parameterize the source population (e.g. [201]). In each case, a high degree of confidence is required in the validity of the model.

The topics of Continuous Integration (CI) and Test Driven Development (TDD) have become commonplace in the software industry (e.g. [202]). CI and TDD may be used to build confidence in new software and prevent bugs from being introduced into existing code [203]. unit testing provides confidence in individual functions and methods, while integration and system testing builds confidence that the software works as a whole [203]. A number of standardised tools and frameworks exist to develop unit and integration testing, for example the Python library PyTest [204].

In addition to these requirements, scientific numerical models may need Continuous Validation (CV), to ensure that the numerical model continues to make reliable, physically correct, predictions - often within
some approximation or limit. Validation of a scientific model in this context is often a subset of the required software acceptance testing. Validation of a scientific model may involve several steps. The following steps were used to validate the atom-optics model presented in Chapter 7:

1. Checking the numerical stability of any integrators and solvers used.
2. Checking the value of conserved quantities, such as: probability, charge and angular momentum.
3. Testing against analytic models in suitable limit cases.
4. Testing against similar published results.
5. Testing against previous results.

Continuous validation provides an overview of how simulation results may change through development. Items that would not ordinarily be caught by unit and integration testing, such as a sign error in an underlying algorithm, or, an incorrectly defined constant are caught by validation testing. Continuous testing means that if a bug is later found and fixed, or a convention changed, it is possible to quantify how that has affected the simulation results.

There are many reasons why a numerical model may not match a known result exactly, such as accrued floating-point errors, or, a limitation in the approximations used to construct the model. Quantifying these limits and errors is often required to build trust in the model. In these cases, a simple pass/fail would not a suitable indicator of validation and a numeric result, plot or animation would better convey this information.

A range of tools exist for CI, such as GitLab CI, Travis CI and Atlassian Bamboo [205]; however, none provide a suitable database to capture this detailed validation information aside from STDOUT. This chapter introduces, The Birmingham Environment for Software Testing (BEST), a tool developed for CV, designed to be used in conjunction with unit and integration testing frameworks.

### 8.1 BEST description

BEST was developed to provide CV for several scientific models: Finesse-An interferometer simulation program [168]; PyKat - a Gaussian Optics toolkit [142]; and mwTools-a cavity atom-optics simulation used to calculate limitations in long baseline atom interferometry [2]. Each of these tools includes specific expertise from contemporary research and pose a difficult validation problem.

BEST is developed to meet the following requirements: language agnostic-to allow comparative tests between models written in different programming languages; support for Jupyter notebooks-to allow nicely formatted scientific discussions of the software; capture floating-point and graphical results for each test-to quantify software limitations; and GitLab integration-to expand on top of the powerful GitLab CI environment.

Much of the novelty in BEST arises from enabling automated execution of notebooks and capturing the detailed validation information. This allows independent and impartial scientists, unfamiliar with the model, to fully understand the limitations of the software without needing to leave the web-browser. This includes discussion on key approximations and floating-point errors arising from development choices. This is of increased importance as models become larger and installations more time-consuming. Furthermore, each validation test is also a worked example, tested on each commit, reducing the barrier to entry for collaboration.

The interface is a Flask web application, which provides a number of views and data hosting. Several views are shown in Figure 8.1. This Flask application interacts with a PostgreSQL database which is used to store test information. The main display is the test session information page (Figure 8.1f), which provides detailed information each on the result of each test file during a test session, in tabular format. Several columns are displayed by default including: a status code, a link to the file in GitLab, the duration of the test, and links to STDOUT, STDERR and any data. Additional columns can be configured on a per-project basis which parse the STDOUT for key phrases, e.g. the maximum difference, the number of sub-tests with difference above $10^{-14}$ or some other indicator of performance. Lastly, it is possible to link specific files, such as plots or animations generated by the test, directly from the table.

(a) Log-in page, implemented with modern security protocols.

(c) Project configuration page with privacy controls implemented.

(e) Test submission page. One or more commits can be specified.

(b) Home page, displaying an overview of the status of each project.

(d) Test history page with searching capability.

(f) Test session information page providing an overview of the test session and results.

Figure 8.1: A variety of screen-shots showing the Flask web-app used to control and configure the automatic testing.

| Status $\wedge$ | Test File Path | Max Rel. diff | Data Files? $\frac{\square}{}$ | Output |
| :---: | :---: | :---: | :---: | :---: |
| 15 | modulator_mode_mismatch.kat | $2.4 \mathrm{e}-03$ | *.out, *.ref | STDOUT, Data, STDERR |
| 15 | optical_spring_shorter_cav.kat | $1.2 \mathrm{e}-08$ | *.out, *.ref | STDOUT, Data, STDERR |
| Passed | rp_sideband1.kat | $1.2 \mathrm{e}-12$ | *.out, *.ref | STDOUT, Data, STDERR |
| Passed | space_mod_sag.kat | $1.2 \mathrm{e}-12$ | *.out, *.ref | STDOUT, Data, STDERR |

Figure 8.2: BEST output for comparative tests between Finesse 2 and Finesse 3, the reference file (produced with Finesse 2) and the output (produced with Finesse 3) are both available along with the maximum difference between the two programs.

### 8.2 Illustrative Example - Finesse 3

Finesse 3 is a Python rewrite and improvement of the widely used Finesse 2 interferometer simulation program [168], originally written in C. Testing is conducted in 3 strands: unit, integration and validation. unit and integration are handled by PyTest and CI is implemented via GitLab CI. BEST has been implemented for Finesse 3 for two key reasons. Firstly, since a large number of tests already exist for Finesse 2, the advanced testing framework offered by BEST allows quantification of how the simulation outputs have changed between the two software versions. Secondly, Finesse 3 contains a large quantity of domain-specific contemporary expertise, the advanced validation testing interface allows this expertise to be encoded and the simulation checked against it on each commit.

### 8.2.1 Comparative Testing with Finesse 2

An important step in Finesse 3 development is quantifying differences in the simulation outputs between Finesse 2 and Finesse 3. Previously, 97 validation tests and 210 integration tests were written to evaluate the performance of Finesse 2, which were committed to version control. Due to the large size of the reference files, this repository is kept separate from the Finesse 2 and Finesse 3 main repositories. The following workflow then allows comparative testing on each Finesse 3 commit:

1. Checkout, download and install Finesse 3 repository.
2. Checkout the reference file repository.
3. Run Finesse 3 against each Finesse 2 simulation configuration file.
4. Compare the Finesse 3 output against the reference Finesse 2 output.

To automate this workflow within BEST, the FInESSE 3 repository uses a special configuration file .best_install.sh. If BEST finds .best_install.sh, it is executed during the install procedure. The FInESSE 3 .best_install.sh then downloads the reference repository and writes a special bash script, called mytest which is placed on the path. mytest then accepts the signature,
\$ mytest simulation_configuration_file.kat
and handles running Finesse and comparing the outputs. In this way, BEST maintains a general syntax while being able to achieve very complex validation tests.

The output is shown in Figure 8.2. The output file produced by Finesse 3 is uploaded and available next to the reference file produced by Finesse 2. The maximum difference between the two programs is shown clearly in the table. Two tests are shown to successfully run, but with unacceptably large errors, indicated by error code 15 . The other two tests pass to within the specified tolerance. These results are publicly available, allowing users to see how their simulation results may change between the two programs.

### 8.2.2 Testing Against Analytic Results

Testing against analytics is an integral part of model validation. Finesse has a large amount of specific expertise from contemporary research encoded into the simulation. Validation of Finesse in this regime is a unique challenge.

Jupyter notebooks offer a solution, detailed analytics and comparative logic can all be encapsulated into the notebook, this can be hosted on a publicly available git server and validated by independent scientists. For Finesse 3, BEST seamlessly executes Jupyter notebooks headlessly on the server, alongside other

| Status ${ }^{*}$ | Test File Path | Duration $\stackrel{\text { - }}{ }$ | Max Rel. diff | Data Files? $\wedge$ | Output |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Passed | test_mirror.py | 10.6s | 9.0 |  | STDOUT, Data, STDERR |
| Passed | test_mode_matching.py | 6.0s | $4.3 \mathrm{e}-08$ |  | STDOUT, Data, STDERR |
| Passed | cavity_scan.ipynb | 27.4s | $3.4 \mathrm{e}-13$ | *.png | STDOUT, Data, STDERR |
| Passed | test_phase_modulator_bessel.py | 6.0s | 3.0e-16 |  | STDOUT, Data, STDERR |
| Passed | simple_michelson.ipynb | 7.6s | $1.1 \mathrm{e}-16$ | *.png | STDOUT, Data, STDERR |

Figure 8.3: BEST Test session output for Finesse 3 testing against analytics. STDOUT, STDERR and plots are all captured, additional columns can be used to display information such as the maximum difference encountered in each test file or provide links to key plots generated by the test.
scripts and programs. Figure 8.3 shows the output of such a test session. The scientific arguments used to validate the results are laid out in the notebook and the maximum difference between the analytic and numerical model is displayed clearly in the table.

Not all tests need the notebook interface and so test_mirror.py, test_mode_matching.py and test_ phase_modulator_bessel.py are simple tests using the PyTest framework and inline comments to describe the scientific arguments. These simple tests are executed alongside more complex tests such as cavity_scan.ipynb and simple_michelson.ipynb, which validate key aspects of FINESSE 3-interference and optical resonator behaviour. In each case, clicking the file name takes the user to a GitLab instance hosting the code, mathematics and plots of expected behaviour. These can be compared against relative difference and commit specific plots provided by BEST. This interface allows easier independent validation, building trust in the numerical model. Figure 8.4, shows an example of the output of cavity_scan.ipynb uploaded to BEST.

Whilst these tests appear simple, there are many subtleties in the comparison such as the definition of minus signs, odd and even Hermite Gauss mode indices, re-scaling of the Gouy phase on propagation along a space and positioning optics at integer multiples of the incoming wavelength, which need discussion. The use of the notebook allows each of these subtleties to be explicitly discussed. If in the future there is doubt or uncertainty about the validity of Finesse, then these tests can be used as a reference for the implementation.


Figure 8.4: Finesse 3 validation output displayed in Safari. The file is obtained by clicking the *.png link shown in Figure 8.3.

As an example, Finesse stores distances as a macroscopic length and a microscopic tuning to mitigate floating-point errors. This is an important point and needs to be accounted for when comparing against analytics. Such a discussion occurs in simple_michelson.ipynb and a reformatted and edited copy of this test is available in Appendix C.1. As a second example, by default Finesse rescales the Gouy phase so that cavities are resonant for the fundamental mode without additional tuning. This needs to be taken care of in an analytic comparison and is discussed in cavity_scan.ipynb, a reformatted and edited copy of this test is also available in Appendix C.2.

### 8.3 Testing Architecture

An overview of the testing procedure is shown in Figure 8.5. Tests are initiated by a web request, this can be done through the web interface, or, via HTTP request from another server, such as GitLab. The web server handles authentication, creates a database entry, spawns a new process to manage the testing


Figure 8.5: Example of BEST testing flow when integrated with GitLab. Code is pushed to a GitLab instance, which sends a HTTP request to BEST. BEST replies with a tracking link and initiates the testing. GitLab then polls the tracking link. When the outcome is submitted to the database, the tracking link displays the status and GitLab can exit with appropriate status.
session, then returns the session ID and HTTP code 200. The session ID can then be used to build a URL and poll test session progress-which allows reporting the test status back to GitLab. The number of allocated CPU cores are tracked using a shared variable. The session manager attempts to obtain the lock on the CPU allocation every 250 ms , once successful, if the required number of cores are available, the process begins setting up the test session.

Each test session is conducted in a Docker image, which provides a repeatable environment for testing. The maximum number of cores available to the Docker image is then specified at run-time. The base Docker image provides a clean environment with common tools preinstalled, such as Git, Conda and Python. Prior to each command, a special worker Conda environment is activated; however, use of Conda to manage dependencies is not required. Due to the prevalence of scientific computing with Python and SciPy [146], several Docker images are available, each with a different default Python version. To save re-downloading the SciPy stack for each test session, it is locally cached in a second Conda environment.

Several options are available for software installation, if either environment.yml or setup.py are found,
they are installed. More complex installations can be handled by a .best_install.sh and environmental variables may be set in .best_env_var.sh. Either an explicit list of test files, or, a folder may be provided, tests are then executed in parallel. The syntax,
\$ program test
is used to run tests. For flexibility, a user-defined program mytest may be used, or, the program may be set to a shell. Docker images are permitted to up and download outputs such as compiled binaries or graphs to the web-server for human inspection. The programs' status code is read on completion and indicates the success of the test, 0 means pass, 1 typically means an unexpected error and higher numbers are used for numeric differences. The STDOUT and STDERR are both caught and logged into the database. STDOUT is parsed for user-configurable phases such as Maximum Relative Difference, which are then used to populate columns in the display.

### 8.3.1 Security Considerations

Defence in depth was a key consideration when developing BEST due to the users' ability to execute arbitrary code. The BEST software is managed by a service user with restricted permissions. This service user is only permitted to administer pre-built images and explicitly banned from creating new images, exposing ports and mounting volumes, which present threat vectors. Within each Docker container, the service user may only execute commands as an unprivileged user. In addition, usual security precautions are taken such as: hashing passwords, disabling certain file uploads and restricting access.

### 8.4 Impact

BEST has provided validation tests to PyKat [142] and Finesse [206] for over 3 years, enabling developers to focus on implementing new features and improving trust in the tool. The trust offered by BEST to Finesse and PyKat has enabled a number of recent publications based on simulation results, such as: a study on gravitational wave detector mode matching requirements [125], a study on parametric
instabilities in dual recycled interferometers [207], a study on quantum noise in the proposed Einstein Telescope [208] and many others.

The advanced features offered by BEST are being fully exploited during FinEsSE 3 development, alongside conventional unit and integration testing. The high degree of confidence offered by explicit quantitative validation is enabling remote open source development spanning three countries and two continents. Even though Finesse 3 is in its infancy, scientists around the world are able to watch the development progress through the validation tests. As Finesse 3 becomes feature complete, more of the comparative validation tests against Finesse 2 pass and users are able to upgrade.

Whilst BEST is predominantly used by Finesse 3 developers, the interface is language and implementation agnostic. The flexible interface allows highly configurable tests, such as testing IPython notebooks mixing analytics, graphics and code and can provide CV for almost any computational model.

### 8.5 Conclusions

Numerical models are widely used in science. Open-source applications allow scientists to reuse and share code; however, validation of software is an ongoing challenge. BEST offers a new web-application which provides comprehensive software validation in an easy-to-use web interface. BEST supports Jupyter notebooks, parses STDOUT for important output and captures per-commit verification plots. The detailed validation information offered by BEST builds trust in open source models and improves the potential for collaboration.

## Chapter 9

## Summary and Outlook

The direct detection of gravitational waves is an exemplary case of precision measurement. High-power ultra-stable lasers are used to make the highest resolution length measurements over a long baseline. Many of the limiting noise sources within these interferometers have a deep connection with the spatial-mode content of the laser beams within the interferometer.

At high frequency, the interferometers are limited by quantum noise. Quantum noise is mitigated by the replacement of the dark state with the squeezed state, at the output port. However, this technique is extremely sensitive to mode-mismatch induced loss. Direct mode analysis offers an opportunity to obtain unprecedented levels of diagnostic information on the residual mode mismatch. When combined with actuators, these direct mode analysis sensors may enable a substantial reduction in mode mismatching and commensurately improve the high-frequency sensitivity.

Gravitational wave detectors already have high levels of mode matching. To detect the low mode weights excited in the interferometer, a direct mode analysis technique must have a large dynamic range. Chapter 3 describes the use of a pinhole and photodiode to realize direct mode analysis with high dynamic range. The use of a photodiode introduces an alignment degeneracy between the incoming beam, DOE, and photodiode position. A novel scanning method is used, to explore the two-dimensional parameter space and break degeneracies, resulting in a dynamic range of 500. An analytic calculation confirms
the result and provides a tolerance analysis of the photodiode position. Further studies could include conducting a tolerance analysis for the longitudinal degree of freedom and investigations on backscatter before implementation at a gravitational wave detector is considered.

The work in Chapter 3 also found that the ratio of the photodiode aperture and beam-size is related to the amount of cross-coupling from unwanted modes, which again limits the dynamic range. This motivated the work in Chapter 4, where a meta-material phase-plate was used to achieve a large beam-spot at the photodiode and efficient power transfer through the system. At high frequency, the device is limited by electronic noise. Across the band, the device performance is similar to a QPD. The severely reduced crosscoupling allows the subtraction of the cross-coupling induced offset when the dominant mode is large and has small fluctuations, such as in gravitational wave detectors. Offsets and low-frequency misalignments induced by thermal, seismic and control noise in gravitational wave detectors excite higher order modes and reduce the coupling efficiency between optical resonators. The good low-frequency performance of the meta-material mode analyzer allows the direct investigation of the effect of these noise sources on the beam shape. Future work may wish to consider adaptive sub-micron phase-pattern imaging techniques which could combine the benefits of meta-material enhancement with adaptive phase-pattern imaging.

In the mid-band, current generation detectors are limited by thermal noise. Higher-order laser spatial modes are less affected by thermal noise, and it has been proposed that such a mode be used as the carrier field within a gravitational-wave detector. HG modes are naturally suited to astigmatic beams and may offer a suitable mitigation. The higher order HG mode generator demonstrated in Chapter 5 is an example of a system which could be modified for use in the input optics.

Chapter 6 quantitatively demonstrates that higher order modes are increasingly susceptible to mode mismatches. Since gravitational wave detectors currently suffer from increased noise due to mode-mismatch, exploiting a higher-order-mode carrier will require improved mode-matching to benefit from any thermal noise enhancement. The sensors described in Chapters $3 \& 4$ have the potential to improve interferometer mode-matching. Future work could include a trade-off analysis considering the thermal noise reductions and mode-matching implications in the core interferometer

Intra-cavity atom interferometry has been proposed as a suitable technology for observing decihertz frequency gravitational waves. A numerical model was constructed to study the effect of cavity-pulse
deformation on the mirror pulses in such an atom interferometer. Systems with an unwanted detuning have a reduced probability of being found in the excited state when smooth pulse envelopes are used. Long cavities will be particularly affected, due to the longer cavity photon lifetimes.

The numerical models used throughout this thesis required validation. In Chapter 8, I developed software to provide Continuous Validation (CV) of numerical models. This has enabled automatic validation to be completed on each change to the code base and comprehensive validation results to be shared with the scientific community

This thesis studied new sensors and the relationship between higher order modes and limiting noise sources in two types of proposed gravitational wave detectors: optical interferometers and atom interferometers. For atom interferometry, fundamental limitations are explored. In optical interferometry, a proposed thermal noise reduction technique is shown to be very sensitive to mode mismatches. High dynamic range, direct mode decomposition is demonstrated, and the results have potential impact across a broad range of applications, including in gravitational-wave detectors.

## Appendix A

## Detailed Description of Atom Optics

## Model

The following is a brief overview of the relevant atomic physics and assumptions for this work, for a more complete discussion please consult [185, 192] or another introductory text. First, assuming each atom is an ideal two level system, at rest, in the absence of any external potential,

$$
\begin{equation*}
|\psi(t)\rangle=a_{g}(t)|g\rangle+a_{e}(t)|e\rangle . \tag{A.1}
\end{equation*}
$$

where $|g\rangle$ and $|e\rangle$ are solutions of the time-independent Schrödinger equation,

$$
\begin{equation*}
\hat{H}|g\rangle=E_{g}|g\rangle \quad \text { and } \quad \hat{H}|e\rangle=E_{e}|e\rangle, \tag{A.2}
\end{equation*}
$$

and describe the electronic states of an atom with energies $E_{g}$ and $E_{e}$. The time-dependent state amplitudes,

$$
\begin{equation*}
a_{g}(t)=\exp \left(\frac{-i E_{g} t}{\hbar}\right) a_{g}(0), \quad \text { and } \quad a_{e}(t)=\exp \left(\frac{-i E_{e} t}{\hbar}\right) a_{e}(0) \tag{A.3}
\end{equation*}
$$

then satisfy the time-dependent Schrödinger equation,

$$
\begin{equation*}
i \hbar \frac{\mathrm{~d}}{\mathrm{~d} t}|\psi\rangle=\hat{H}|\psi\rangle . \tag{A.4}
\end{equation*}
$$

Now we consider an external potential consisting of three optical light pulses of an arbitrary time-intensity distribution. We consider the electric field, $E(t)$, aligned to the $\underline{\mathbf{z}}$ axis, with complex and slowly varying amplitude $E_{0}(t)$,

$$
\begin{equation*}
E(t)=\frac{E_{0}(t)}{2} \exp \left(i \omega_{0} t\right)+\frac{E_{0}^{*}(t)}{2} \exp \left(-i \omega_{0} t\right) \tag{7.4repeated}
\end{equation*}
$$

Since the radiation is optical, its wavelength is much larger than a typical atom. Thus making the dipole approximation, the Hamiltonian is ${ }^{1}$,

$$
\underline{\mathbf{H}}(t)=\frac{\hbar}{2}\left(\begin{array}{cc}
-\omega_{t} & \Omega_{0}(t) \exp \left(i \omega_{0} t\right)+\Omega_{0}^{*}(t) \exp \left(-i \omega_{0} t\right)  \tag{A.5}\\
\Omega_{0}(t) \exp \left(i \omega_{0} t\right)+\Omega_{0}^{*}(t) \exp \left(-i \omega_{0} t\right) & \omega_{t}
\end{array}\right)
$$

where, $E_{g}=-\hbar \omega_{t} / 2, E_{e}=\hbar \omega_{t} / 2$, and $\Omega_{0}(t)$ is the complex Rabi frequency, given by,

$$
\begin{equation*}
\Omega_{0}(t)=\frac{\mu_{t} E_{0}(t)}{\hbar} \tag{7.6repeated}
\end{equation*}
$$

where, $\mu_{t}$, is the magnetic dipole moment of the transition. Applying the time dependent Schrödinger equation, yields the differential equations obeyed by the state amplitudes,

$$
i \hbar\binom{\dot{a}_{g}(t)}{\dot{a}_{e}(t)}=\frac{\hbar}{2}\left(\begin{array}{cc}
-\omega_{t} & \Omega_{0}(t) \exp \left(i \omega_{0} t\right)+\Omega_{0}^{*}(t) \exp \left(-i \omega_{0} t\right)  \tag{A.6}\\
\Omega_{0}(t) \exp \left(i \omega_{0} t\right)+\Omega_{0}^{*}(t) \exp \left(-i \omega_{0} t\right) & \omega_{t}
\end{array}\right)\binom{a_{g}(t)}{a_{e}(t)} .
$$

Whilst these equations can be solved numerically, the step size on the integration routine would need to be much smaller than the oscillation period, which is many hundreds of terahertz for an optically induced transition. By assuming that the optical potential is small compared to the atomic potential,

[^11]the Hamiltonian may be split into two terms,
\[

$$
\begin{equation*}
\underline{\mathbf{H}}(t)=\underline{\mathbf{H}}_{0}+\underline{\mathbf{V}}(t), \tag{A.7}
\end{equation*}
$$

\]

where $\underline{\mathbf{H}}_{0}$ described the system without any potential and $\underline{\mathbf{V}}(t)$ is the interaction potential, containing the time dependent terms. The interaction potential is then,

$$
\underline{\mathbf{V}}(t)=\frac{\hbar}{2}\left(\begin{array}{cc}
0 & \Omega_{0}(t) \exp \left(i \omega_{0} t\right)+\Omega_{0}^{*}(t) \exp \left(-i \omega_{0} t\right)  \tag{A.8}\\
\Omega_{0}(t) \exp \left(i \omega_{0} t\right)+\Omega_{0}^{*}(t) \exp \left(-i \omega_{0} t\right) & 0
\end{array}\right)
$$

$c_{g}(t), c_{e}(t)$ are the interaction representation amplitudes [185] and solve this Hamiltonian. They are related to $a_{g}(t), a_{e}(t)$ by,

$$
\begin{equation*}
a_{g}(t)=c_{g}(t) \exp \left(\frac{-i \omega_{t} t}{2}\right) \quad \text { and } \quad a_{e}(t)=c_{e}(t) \exp \left(\frac{i \omega_{t} t}{2}\right) \tag{A.9}
\end{equation*}
$$

Separation of the Hamiltonian and substitution of these terms into the Schrödinger equation yields the equations obeyed by the interaction amplitudes,

$$
\binom{\dot{c}_{g}}{\dot{c}_{e}}=\frac{-i}{2}\left(\begin{array}{cc}
0 & \Omega_{0} \exp \left(2 i\left(\omega_{0}+\delta\right) t\right)+\Omega_{0}^{*} \exp (i \delta t)  \tag{A.10}\\
\Omega_{0} \exp (-i \delta t)+\Omega_{0}^{*} \exp \left(-2 i\left(\omega_{0}+\delta\right) t\right) & 0
\end{array}\right)\binom{c_{g}}{c_{e}}
$$

where time dependency is implied for compactness and $\delta=\omega_{t}-\omega_{0}$ is the detuning of the laser frequency from the transition frequency. In the absence of an applied potential, $\Omega_{0}(t)$ these amplitudes are static, reducing the computational complexity. Provided the Rabi frequency is slow compared to the transition frequency and the detuning is much less than the laser frequency,

$$
\begin{equation*}
\left|\frac{\Omega_{0}(t)}{\omega_{t}+\omega_{0}}\right| \ll 1 \quad \text { and } \quad\left|\frac{\delta}{\omega_{t}+\omega_{0}}\right| \ll 1, \tag{A.11}
\end{equation*}
$$

the rotating wave approximation (RWA) may be taken and the terms $\propto 2 \omega_{0}$ may be neglected. The resulting expression is,

$$
i \hbar\binom{\dot{c}_{g}(t)}{\dot{c}_{e}(t)}=\frac{\hbar}{2}\left(\begin{array}{cc}
0 & \Omega_{0}^{*}(t) \exp (i \delta t)  \tag{7.5repeated}\\
\Omega_{0}(t) \exp (-i \delta t) & 0
\end{array}\right)\binom{c_{g}(t)}{c_{e}(t)} .
$$

This expression may then be solved numerically.

## Appendix B

## Optical Convolution Processor Derivations

This collection of mathematics works from the Rayleigh-Sommerfeld diffraction formula through to the results presented in Chapter 3.

(a) Definition of Terms for a Lens. Front and side representations of a spherical lens with aperture radius $R_{A}$. The radius of curvature for the first face is denoted $R_{1}$, for the second face $R_{2} . \Delta_{0}$ is the maximum thickness of the lens and $\Delta(x, y)$ describes the thickness of the lens as a function of position on the lens surface. $S_{2}, S_{3}$ describe tangential planes to the lens surface at its maximal thickness.

(b) Lens Geometry. $\delta z$ is the distance between the maximal thickness of the lens, $\Delta_{0}$, and the thickness at a point, $\Delta(x, y)$. $R_{C}$ is the radius of curvature of this side of the lens.

## B. 1 Propagating an Electromagnetic Field Through a Lens

Central to the optical convolution processor is the phase shift acquired going through a lens. Consider an electromagnetic field with distribution function $U\left(S_{2}\right)$, where $S_{2}$ is a plane tangential to a lens at its maximal thickness, the field must be propagated to plane $S_{3}$, which is tangential to the lens at its rear side. The geometry is illustrated in Figure B.1a.

For a given spherical lens, knowledge of the maximum thickness, $\Delta_{0}$ and the radius of curvature of each surface $\left\{R_{1}, R_{2}\right\}$ is assumed. $R_{C}$ then refers to any generic radius of curvature. The difference between the thickness at a point and the maximum thickness is,

$$
\begin{equation*}
\Delta(x, y)=\Delta_{0}-\delta z_{1}-\delta z_{2} \tag{B.1}
\end{equation*}
$$

From Figure B.1b and application of Pythagoras theorem,

$$
\begin{equation*}
z^{\prime}=\sqrt{R_{C}^{2}-r^{\prime 2}} \tag{B.2}
\end{equation*}
$$

From Figure B.1b,

$$
\begin{align*}
& \delta z=R_{C}-\sqrt{R_{C}^{2}-r^{\prime 2}}  \tag{B.3}\\
& \delta z=R_{C}\left(1-\sqrt{1-\frac{r^{\prime 2}}{R_{C}^{2}}}\right) . \tag{B.4}
\end{align*}
$$

$r^{\prime}$ can then be determined from $(x, y)$ by a second application of Pythagoras theorem,

$$
\begin{equation*}
\delta z=R_{C}\left(1-\sqrt{1-\frac{x^{2}+y^{2}}{R_{C}^{2}}}\right), \tag{B.5}
\end{equation*}
$$

thus, substitution into B. 1 yields,

$$
\begin{equation*}
\Delta(x, y)=\Delta_{0}-R_{1}\left(1-\sqrt{1-\frac{x^{2}+y^{2}}{R_{1}^{2}}}\right)-R_{2}\left(1-\sqrt{1-\frac{x^{2}+y^{2}}{R_{2}^{2}}}\right) \tag{B.6}
\end{equation*}
$$

A thin lens is defined as one where a ray entering the lens at point $(x, y)$ on the front surface exits at approximately the same $(x, y)$ position on the rear surface. Furthermore, the field at surface $S_{2}$ is defined as $U_{2}$ and similar for surface $S_{3}$. Under such conditions and neglecting off axis components and forward propagate each part of the beam $U_{2}(x, y)$ to $U_{3}(x, y)$ using the phase propagator $e^{i \phi(x, y)}$, where $\phi(x, y)$ is the phase gained in passing through the lens as at point $(x, y)$.

The thin lens assumption will be valid for a physically thin lens, clean of surface distortion and with a beam traveling perpendicular to surface $S_{2}$. The total phase accrued will be the sum of the phase accrued in the lens and in free space, thus,

$$
\begin{equation*}
U_{2}(x, y)=U_{1} e^{i k n \Delta(x, y)+i k\left(\Delta_{0}-\Delta(x, y)\right)} . \tag{B.7}
\end{equation*}
$$

Substitution of Equation B. 6 and cancellation of the $\Delta_{0}-\Delta_{0}$ yields,

$$
\begin{align*}
U_{3}(x, y)=U_{2}(x, y) \exp & {\left[i k n\left(\Delta_{0}-R_{1}\left(1-\sqrt{1-\frac{x^{2}+y^{2}}{R_{1}^{2}}}\right)-R_{2}\left(1-\sqrt{1-\frac{x^{2}+y^{2}}{R_{2}^{2}}}\right)\right)\right.} \\
& \left.+i k\left(+R_{1}\left(1-\sqrt{1-\frac{x^{2}+y^{2}}{R_{1}^{2}}}\right)+R_{2}\left(1-\sqrt{1-\frac{x^{2}+y^{2}}{R_{2}^{2}}}\right)\right)\right] \tag{B.8}
\end{align*}
$$

It is then possible to pull the constant phase factor outside the expression and simplify

$$
\begin{equation*}
U_{3}(x, y)=U_{2}(x, y) e^{i k n \Delta_{0}} e^{i k(1-n)\left(+R_{1}\left(1-\sqrt{1-\frac{x^{2}+y^{2}}{R_{1}^{2}}}\right)+R_{2}\left(1-\sqrt{1-\frac{x^{2}+y^{2}}{R_{2}^{2}}}\right)\right)} \tag{B.9}
\end{equation*}
$$

The first term describes the phase gained through the center of the lens and the second term subtracts an amount which scales linearly with the refractive index of the medium and inversely proportionally to the radius of curvature.

Assuming our beam is small compared to the radius of curvature of the lens, therefore $(x, y)<R_{C}$ and application of the binomial theorem ${ }^{1}$ yields,

$$
\begin{equation*}
\sqrt{1-\frac{x^{2}+y^{2}}{R_{C}^{2}}} \approx 1-\frac{x^{2}+y^{2}}{2 R_{C}^{2}} \tag{B.10}
\end{equation*}
$$

Application of this to equation B. 9 and taking care of minus signs yields,

$$
\begin{equation*}
U_{3}(x, y) \approx U_{2}(x, y) e^{i k n \Delta_{0}} e^{i k(1-n)\left(\frac{x^{2}+y^{2}}{2 R_{1}}+\frac{x^{2}+y^{2}}{2 R_{2}}\right)} \tag{B.11}
\end{equation*}
$$

This can readily be simplified by noting that the focal length is defined as for scalar $R_{1}$ and $R_{2}$,

$$
\begin{equation*}
\frac{1}{f}=(n-1)\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right) \tag{B.12}
\end{equation*}
$$

Thus by rewriting equation B.11, it is clear,

$$
\begin{align*}
U_{3}(x, y) & \approx U_{2}(x, y) e^{i k n \Delta_{0}} e^{-i k\left(x^{2}+y^{2}\right)(n-1)\left(\frac{1}{2 R_{1}}+\frac{1}{2 R_{2}}\right)}  \tag{B.13}\\
& \approx U_{2}(x, y) e^{i k n \Delta_{0}} e^{\frac{-i k}{2 f}\left(x^{2}+y^{2}\right)} \tag{B.14}
\end{align*}
$$

[^12]
## B. 2 Rayleigh-Sommerfeld Equation

The following formulation is based on the Rayleigh-Sommerfeld Diffraction formula. This is a reasonably accurate mathematical statement describing diffraction provided that the Sommerfeld Radiation Condition is satisfied and the scalar wave equation is valid. This equation can be derived from Green's Theorem by choosing suitable functions $U$ and $G$ which satisfy the scalar wave equation. An example of such a derivation can be found on pages 31-50 of Goodman's text Fourier Optics [141] ${ }^{2}$.

In its most general form, assuming that the distance between the diffracting aperture, $\Sigma$, and the point of observation, $P_{1}$, is much larger than the wavelength of the wavelength of the radiation $r_{01} \gg \lambda$ the Rayleigh-Sommerfeld Diffraction formula may be stated as,

$$
\begin{equation*}
U\left(\underline{\mathbf{P}}_{1}\right)=\frac{1}{i \lambda} \iint_{\Sigma} U\left(\underline{\mathbf{P}}_{0}\right) \frac{e^{i k r_{01}}}{r_{01}} \cos \left(\underline{\mathbf{n}}, \underline{\mathbf{r}}_{01}\right) \mathrm{d} s \tag{3.2repeated}
\end{equation*}
$$

Where $\Sigma$ is a diffracting aperture, $\underline{\mathbf{n}}$ is a vector of unit length normal to $\Sigma, U\left(P_{0}\right)$ the field at a point lying in the plane of $\Sigma, U\left(P_{1}\right)$ is the field at the observation point, $k$ is the wavenumber of the radiation and $\underline{\mathbf{r}}_{01}$ maps $P_{0}$ to $P_{1}$ with length $r_{01}$. Assuming that the diffracting aperture is illuminated with rays passing from through the aperture and towards the observation point and geometry and terms as defined in Figure B. 2 the Rayleigh-Sommerfeld equation may be generally stated for rectangular co-ordinates as,

$$
\begin{equation*}
U\left(P_{1}\right)=\frac{1}{i \lambda} \iint_{\Sigma} U\left(P_{0}\right) \frac{e^{i k r_{01}}}{r_{01}} \cos (\theta) \mathrm{d} s \tag{B.15}
\end{equation*}
$$

Since $\cos (\theta)=z / r_{01}$ it is possible to write,

$$
\begin{equation*}
U(x, y)=\frac{z}{i \lambda} \iint_{\Sigma} U(\xi, \eta) \frac{e^{i k r_{01}}}{r_{01}^{2}} \mathrm{~d} \xi \mathrm{~d} \eta \tag{B.16}
\end{equation*}
$$

[^13]

Figure B.2: Terms in the Rayleigh Somerfeld Equation. The surface $\Sigma$ is entirely in the $(\xi, \eta)$ plane and forms the diffraction surface. The surface $S$ is entirely in the $(x, y)$ plane and forms the surface at which the field information is to be calculated. The surfaces $\Sigma$ and $S$ are parallel to each other and separated by a scalar distance $z_{p} . \mathbf{r}_{01}$ maps point $P_{0}$ in surface $\Sigma$ to point $P_{1}$ in surface $S, r_{01}$ is the scalar describing the length of this vector. $\theta$ describes the angle between $r_{01}$ and a vector normal to surface $\Sigma$ at point $P_{0}$.

## B.2.1 Fresnel Approximation

The Fresnel approximation states that $x, y<z_{p}$ and corresponds to the near field regime of the diffraction element. By expressing $r_{01}$ as,

$$
\begin{equation*}
r_{01}=z_{p} \sqrt{1+\left(\frac{x-\xi}{z_{p}}\right)^{2}+\left(\frac{y-\eta}{z_{p}}\right)^{2}} \tag{B.17}
\end{equation*}
$$

it is clear that a binomial expansion of $r_{01}$ could simplify equation B.15. The binomial expansion is,

$$
\begin{equation*}
\sqrt{1+b}=1+\frac{1}{2} b+\mathcal{O}\left(b^{2}\right) \tag{B.18}
\end{equation*}
$$

When $r_{01}$ appears in the denominator, it is of sufficient accuracy to state $1 / r_{01} \approx 1 / z$, however, in the exponent $r_{01}$ is multiplied by a $k$ which will be very large for optical systems. As such we say $e^{i k r_{01}} \approx$


Figure B.3: Modal Decomposition System. The laser beam passes through a transmission filter which applies a amplitude and phase encoding $T(x, y)$. The beam then propagates a distance $f$ to a convex lens of focal length $+f$. The beam then propagates a further distance $f$ before interacting with a small area light-sensor, such as a photodiode or CCD.
$\exp \left(i k z_{p}\left(1+\frac{1}{2} \frac{x-\xi}{z_{p}}{ }^{2}+\frac{1}{2} \frac{y-\eta^{2}}{z}\right)\right)$. This leads to an approximate Rayleigh-Sommerfeld Equation,

$$
\begin{align*}
U(x, y) & \approx \frac{1}{i \lambda} \iint_{\Sigma} U(x, y) \frac{e^{i k z_{p}\left(1+\frac{1}{2} \frac{x-\xi^{2}}{z_{p}}+\frac{1}{2} \frac{y-\eta^{2}}{z_{p}}\right)}}{z_{p}} \cos (\theta) \mathrm{d} \xi \mathrm{~d} \eta \\
& \approx \frac{1}{i \lambda} \iint_{\Sigma} U(x, y) \frac{e^{i k z_{p}\left(1+\frac{(x-\xi)^{2}+(y-\eta)^{2}}{2 z_{p}^{2}}\right)}}{z_{p}} \cos (\theta) \mathrm{d} \xi \mathrm{~d} \eta \\
& \approx \frac{e^{i k z_{p}}}{i \lambda z_{p}} \iint_{\Sigma} U(x, y) e^{\frac{i k}{2 z_{p}}\left((x-\xi)^{2}+(y-\eta)^{2}\right)} \mathrm{d} \xi \mathrm{~d} \eta \tag{B.19}
\end{align*}
$$

## B. 3 Response of an Optical Convolution Processor

An optical convolution processor is used to take the inner product between the MODAN phase-pattern and the beam as shown illustrated in Figure B.3. For ease of notation, $\xi, \eta$ will refer to the $x, y$ co-ordinates on surface $S_{1}$, on surface $S_{2}, \xi^{\prime}, \eta^{\prime}$ will be used.

The field is described by $U(x, y, z)$ and a transmissive phase and amplitude device by,

$$
\begin{equation*}
T(x, y) \equiv A(x, y) e^{i \Phi(x, y)} \tag{B.20}
\end{equation*}
$$

where, $\Phi(x, y)$ is the phase-pattern encoded onto the beam and $A(x, y)$ is the amplitude mask. Consider an initial input field $\left.U_{i} \equiv U(\xi, \eta)\right|_{S_{i}}$, imparting on $T(\xi, \eta)$ and assuming that the distance between $S_{i}$
and $S_{1}$ is negligible, then,

$$
\begin{equation*}
\left.U_{1} \equiv U(\xi, \eta)\right|_{S_{1}}=U_{i}(\xi, \eta) \times T(\xi, \eta) \tag{B.21}
\end{equation*}
$$

The field at $S_{2}$ may then be found by application Equation B.19,

$$
\begin{equation*}
U_{2}\left(\xi^{\prime}, \eta^{\prime}\right) \approx \frac{e^{i k f}}{i \lambda f} \iint_{S_{1}} U_{1}(\xi, \eta) e^{\frac{i k}{2 f}\left(\left(\xi^{\prime}-\xi\right)^{2}+\left(\eta^{\prime}-\eta\right)^{2}\right)} \mathrm{d} \xi \mathrm{~d} \eta \tag{B.22}
\end{equation*}
$$

Equation B. 14 may then be used to determine the field at $S_{3}$, neglecting the common $n \Delta_{0}$ phase factor this is,

$$
\begin{equation*}
U_{3}\left(\xi^{\prime}, \eta^{\prime}\right) \approx e^{\frac{-i k}{2 f}\left(\xi^{\prime 2}+\eta^{\prime 2}\right)} \frac{e^{i k f}}{i \lambda f} \iint_{S_{1}} U_{1}(\xi, \eta) e^{\frac{i k}{2 f}\left(\left(\xi^{\prime}-\xi\right)^{2}+\left(\eta^{\prime}-\eta\right)^{2}\right)} \mathrm{d} \xi \mathrm{~d} \eta \tag{B.23}
\end{equation*}
$$

The field at the CCD can then be obtained by a final application of Equation B.19, which yields,

$$
\begin{align*}
&\left.U(x, y)\right|_{S_{\mathrm{CCD}}} \approx \frac{-e^{2 i k f}}{\lambda^{2} f^{2}} \iint_{S_{2}}\left(\iint_{S_{1}} U_{1}(\xi, \eta) e^{\frac{i k}{2 f}\left(\left(\xi^{\prime}-\xi\right)^{2}+\left(\eta^{\prime}-\eta\right)^{2}\right)} \mathrm{d} \xi \mathrm{~d} \eta\right) \\
& e^{\frac{-i k}{2 f}\left(\xi^{\prime 2}+\eta^{\prime 2}\right)} e^{\frac{i k}{2 f}\left(\left(x-\xi^{\prime}\right)^{2}+\left(y-\eta^{\prime}\right)^{2}\right)} \mathrm{d} \xi^{\prime} \mathrm{d} \eta^{\prime} \tag{B.24}
\end{align*}
$$

Moving the $\left(\xi^{\prime 2}+\eta^{\prime 2}\right)$ term into the bracketed integral and expanding the squared terms causes these terms to cancel,

$$
\begin{align*}
&\left.U(x, y)\right|_{S_{\mathrm{CCD}}} \approx \frac{-e^{2 i k f}}{\lambda^{2} f^{2}} \iint_{S_{2}}\left(\iint_{S_{1}} U_{1}(\xi, \eta) e^{\frac{i k}{2 f}\left(\xi^{2}+\eta^{2}-2\left(\xi \xi^{\prime}+\eta \eta^{\prime}\right)\right)} \mathrm{d} \xi \mathrm{~d} \eta\right) \\
& e^{\frac{i k}{2 f}\left(x^{2}+\xi^{\prime 2}-2 x \xi^{\prime}+y^{2}+\eta^{\prime 2}-2 y \eta^{\prime}\right)} \mathrm{d} \xi^{\prime} \mathrm{d} \eta^{\prime} . \tag{B.25}
\end{align*}
$$

Reversing the order of integration and grouping all terms relating to the $S_{2}$ integral in the brackets yields,

$$
\begin{gather*}
\left.U(x, y)\right|_{S_{\mathrm{CCD}}} \approx \frac{-e^{2 i k f}}{\lambda^{2} f^{2}} \iint_{S_{1}}\left(\iint_{S_{2}} e^{\frac{i k}{2 f}\left(\left(\xi^{\prime 2}-2 \xi \xi^{\prime}-2 x \xi^{\prime}\right)+\left(\eta^{\prime 2}-\eta \eta^{\prime}-y \eta^{\prime}\right)\right)} \mathrm{d} \xi^{\prime} \mathrm{d} \eta^{\prime}\right) \\
U_{1}(\xi, \eta) e^{\frac{i k}{2 f}\left(x^{2}+\xi^{2}+y^{2}+\eta^{2}\right)} \mathrm{d} \xi \mathrm{~d} \eta \tag{B.26}
\end{gather*}
$$

Completing the square $\left([a-(b+c)]^{2}-(b+c)^{2}=a^{2}-2 a b-2 a c\right)$ for the $x$ and $y$ components respectively
yields,

$$
\begin{gather*}
\left.U(x, y)\right|_{S_{\mathrm{CCD}}} \approx \frac{-e^{2 i k f}}{\lambda^{2} f^{2}} \iint_{S_{1}}\left(\iint_{S_{2}} e^{\frac{i k}{2 f}\left(\left(\xi^{\prime}-(\xi+x)\right)^{2}-(\xi+x)^{2}+\left(\eta^{\prime}-(\eta+y)\right)^{2}-(\eta+y)^{2}\right)} \mathrm{d} \xi^{\prime} \mathrm{d} \eta^{\prime}\right) \\
U_{1}(\xi, \eta) e^{\frac{i k}{2 f}\left(x^{2}+\xi^{2}+y^{2}+\eta^{2}\right)} \mathrm{d} \xi \mathrm{~d} \eta \tag{B.27}
\end{gather*}
$$

Now grouping terms relating to $S_{1}$ and $S_{\mathrm{CCD}}$ in the outer integral and expanding $(\xi+x)^{2}$ and $(\eta+y)^{2}$ causes a cancellation of all squared terms in the outer integral,

$$
\begin{gather*}
\left.U(x, y)\right|_{S_{\mathrm{CCD}}} \approx \frac{-e^{2 i k f}}{\lambda^{2} f^{2}} \iint_{S_{1}}\left(\iint_{S_{2}} e^{\frac{i k}{2 f}\left(\left(\xi^{\prime}-(\xi+x)\right)^{2}+\left(\eta^{\prime}-(\eta+y)\right)^{2}\right)} \mathrm{d} \xi^{\prime} \mathrm{d} \eta^{\prime}\right) \\
U_{1}(\xi, \eta) e^{\frac{-i k}{f}(\xi x+\eta y)} \mathrm{d} \xi \mathrm{~d} \eta \tag{B.28}
\end{gather*}
$$

Since the beamsize is much smaller than the extent of surface $S_{2}$, the inner integral is the Gaussian integral with an imaginary coefficient as shown below, the solution is then ${ }^{3}$,

$$
\begin{align*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i a\left(\left(s-s^{\prime}\right)^{2}+\left(q-q^{\prime}\right)^{2}\right)} \mathrm{d} s \mathrm{~d} q & =\int_{-\infty}^{\infty} e^{i a\left(s-s^{\prime}\right)^{2}} \mathrm{~d} s \int_{-\infty}^{\infty} e^{i a\left(q-q^{\prime}\right)^{2}} \mathrm{~d} q  \tag{B.29}\\
& =\left(\int_{-\infty}^{\infty} e^{i a\left(s-s^{\prime}\right)^{2}} \mathrm{~d} s\right)^{2}  \tag{B.30}\\
& =\left(\int_{-\infty}^{\infty} e^{i a(p)^{2}} \mathrm{~d} p\right)^{2}  \tag{B.31}\\
& =\frac{\pi}{i a} \tag{B.32}
\end{align*}
$$

Equation B. 28 may then be written as,

$$
\begin{align*}
\left.U(x, y)\right|_{S_{\mathrm{CCD}}} & \approx \frac{\pi 2 f}{i k} \frac{-e^{2 i k f}}{\lambda^{2} f^{2}} \iint_{S_{1}} U_{1}(\xi, \eta) e^{\frac{-i k}{f}(\xi x+\eta y)} \mathrm{d} \xi \mathrm{~d} \eta  \tag{B.33}\\
& \approx \frac{e^{i\left(2 k f+\frac{\pi}{2}\right)}}{f \lambda} \iint_{S_{1}} U_{1}(\xi, \eta) e^{\frac{-i k}{f}(\xi x+\eta y)} \mathrm{d} \xi \mathrm{~d} \eta \tag{B.34}
\end{align*}
$$

[^14]Finally, substitution for $U_{1}$ yields,

$$
\begin{align*}
\left.U(x, y)\right|_{S_{\mathrm{CCD}}} \approx & \frac{\exp \left(i\left(2 k f+\frac{\pi}{2}\right)\right)}{f \lambda} \\
& \iint_{S_{1}} U_{i n}\left(\xi, \eta, z_{0}\right) T(\xi, \eta) \exp \left(\frac{-i k}{f}(\xi x+\eta y)\right) \mathrm{d} \xi \mathrm{~d} \eta, \tag{3.3repeated}
\end{align*}
$$

## B. 4 Direct Mode Analyzer Response

Consider an arbitrary beam $\left.U_{i}(\xi, \eta, z)\right|_{S_{1}}$ and define surface $S_{1}$ such that it is perpendicular to the $z$ axis at $z=z_{0}$. Adapting Equation 1.2 yields,

$$
U_{i}\left(\xi, \eta, z_{0}\right)=e^{i\left(k z_{0}+\omega_{0} t\right)} \sum_{n, m} a_{n, m} u_{n, m}\left(x, y, z_{0}\right)
$$

(3.5 repeated)

If the surface $S_{1}$ is much larger than the beam, then the limits can be changed to $\pm \infty$. Substituting the above expression into Equation 3.3 and changing limits yields,

$$
\begin{equation*}
\left.U(0,0)\right|_{S_{\mathrm{CCD}}} \approx \frac{e^{i\left(2 k f+\frac{\pi}{2}+k z_{0}+\omega_{0} t\right)}}{f \lambda} \sum_{n, m} a_{n, m} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_{n, m}\left(\xi, \eta, z_{0}\right) T(\xi, \eta) \mathrm{d} \xi \mathrm{~d} \eta \tag{B.35}
\end{equation*}
$$

Setting,

$$
\begin{equation*}
T(\xi, \eta)=\sqrt{g_{e}} b_{n^{\prime}, m^{\prime}} u_{n^{\prime}, m^{\prime}}^{*}(\xi, \eta) \tag{3.4repeated}
\end{equation*}
$$

where $b_{n^{\prime}, m^{\prime}}$ is the modal amplitude required to normalize $u_{n^{\prime}, m^{\prime}}^{*}$ (dimensions length) and $g_{e}$ is the power efficiency of the DOE, then yields,

$$
\begin{equation*}
\left.U(0,0)\right|_{S_{\mathrm{CCD}}} \approx \frac{\sqrt{g_{e}} e^{i\left(2 k f+\frac{\pi}{2}+k z_{0}+\omega_{0} t\right)}}{f \lambda} \sum_{n, m} a_{n, m} b_{n^{\prime}, m^{\prime}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_{n^{\prime}, m^{\prime}}^{*}\left(\xi, \eta, z_{0}\right) u_{n, m}\left(\xi, \eta, z_{0}\right) \mathrm{d} \xi \mathrm{~d} \eta \tag{B.36}
\end{equation*}
$$

If $u_{n, m}$ forms an orthonormal basis set, then,

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_{n^{\prime}, m^{\prime}}^{*}\left(\xi, \eta, z_{0}\right) u_{n, m}\left(\xi, \eta, z_{0}\right) \mathrm{d} \xi \mathrm{~d} \eta= \begin{cases}1 & \text { if } n=n^{\prime}, m=m^{\prime}  \tag{B.37}\\ 0 & \text { otherwise }\end{cases}
$$

Therefore neglecting constant phase factors the result is,

$$
\begin{equation*}
U\left(0,0, z_{0}+2 f\right) \approx \sqrt{g_{e}} \frac{a_{n, m} b_{n, m}}{f \lambda} e^{i \omega_{0} t} \tag{3.6repeated}
\end{equation*}
$$

## B. 5 Multi-branch Mode Analyzer

The transmitted field from the modulation device contains light which has not interacted with the modulator, this can pollute the signal. To avoid this effect it is possible to add a blazing pattern which offsets the modulated light, the proof is shown below. This also allows simultaneous modal decomposition. Consider a transmission function of the form,

$$
\begin{equation*}
T(\xi, \eta)=\sum_{i, j}^{i_{\max }, j_{\max }} u_{i, j}^{*}\left(\xi, \eta, z_{0}\right) e^{i\left(\kappa_{i, j}^{\xi} \xi+\kappa_{i, j}^{\eta} \eta\right)} \tag{B.38}
\end{equation*}
$$

where $\kappa^{\xi}$ and $\kappa^{\eta}$ refer to the $\xi$ and $\eta$ components of transverse wave vectors imparted onto the beam by use of a blazing pattern. Substituting for $U_{1}$ with this filter into Equation 3.3 and assuming the extent of $S_{1}$ is much larger than the beam yields,

$$
\begin{align*}
\left.U(x, y)\right|_{S_{\mathrm{CCD}}} & \approx \sum_{i, j}^{i_{\max }, j_{\max }} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_{i, j}^{*}\left(\xi, \eta, z_{0}\right) e^{i\left(\kappa_{i, j}^{\xi} \xi+\kappa_{i, j}^{\eta} \eta\right)} U_{i}(\xi, \eta) e^{\frac{-i k}{f}(\xi x+\eta y)} \mathrm{d} \xi \mathrm{~d} \eta  \tag{B.39}\\
& \approx \sum_{i, j}^{i_{\max }, j_{\max }} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_{i, j}^{*}\left(\xi, \eta, z_{0}\right) U_{i}(\xi, \eta) e^{i\left(\left(\kappa_{i, j}^{\xi}-\frac{k x}{f}\right) \xi+\left(\kappa_{i, j}^{\eta}-\frac{k y}{f}\right) \eta\right)} \mathrm{d} \xi \mathrm{~d} \eta . \tag{B.40}
\end{align*}
$$

Thus, provided the beam spots from each branch are distinct and do not overlap at the CCD,

$$
\begin{equation*}
\left.U\left(\frac{f \kappa_{i, j}^{\xi}}{k}, \frac{f \kappa_{i, j}^{\eta}}{k}\right)\right|_{S_{\mathrm{CCD}}} \approx \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_{i, j}^{*}\left(\xi, \eta, z_{0}\right) U_{i}(\xi, \eta) \mathrm{d} \xi \mathrm{~d} \eta \tag{B.41}
\end{equation*}
$$

Substitution of Equation 3.5 repeated for $U_{i}$ into the modal regime as shown in B.4, yields,

$$
\begin{equation*}
\left.U\left(\frac{f \kappa_{i, j}^{\xi}}{k}, \frac{f \kappa_{i, j}^{\eta}}{k}\right)\right|_{S_{\mathrm{CCD}}} \approx \frac{a_{i j} b_{i j}}{f \lambda} e^{i \omega_{0} t} \tag{B.42}
\end{equation*}
$$

## B. 6 Off Axis Sensor Field for HG10 Mode Sensor

To determine the off axis properties of the field in the Fourier plane of the optical convolution processor, consider Equation 3.3, for an input beam containing only the HG00 and HG10 modes. Since the $x$ and $y$ integrals are separable, consider only the $x$ integral,

$$
\begin{align*}
& U\left(x, 0, z_{0}+2 f\right) \approx \frac{b_{1} \exp \left(i\left(2 k f+\frac{\pi}{2}\right)\right)}{f \lambda} \int_{-\infty}^{\infty} \mathrm{d} \xi \\
&\left(a_{0}^{H} u_{0}(\xi, z)+a_{1}^{H} u_{1}(\xi, z)\right)\left(u_{1}^{*}(\xi, z)\right) \exp \left(\frac{-i k x \xi}{f}\right) \tag{3.18repeated}
\end{align*}
$$

where $b_{n m}=b_{n}^{H} b_{m}^{V}$ and similar for $a_{n m}$. Substituting in for $u_{0}$ and $u_{1}$ yields and assuming that there is a waist at the $\operatorname{DOE}\left(R_{C} \rightarrow \infty\right)$,

$$
\begin{equation*}
U\left(x, 0, z_{0}+2 f\right)=\frac{\exp (2 i f k+i \pi / 2)}{\lambda f} \frac{2 \sqrt{2} b_{1}}{\sqrt{\pi} w_{\mathrm{SLM}}}\left(a_{0}^{H} I_{0}+2 a_{1}^{H} I_{1}\right) \tag{B.43}
\end{equation*}
$$

where,

$$
\begin{align*}
& I_{0}=\int_{-\infty}^{\infty} \frac{\xi}{w_{\text {SLM }}} \exp \left(-\frac{2 \xi^{2}}{w_{\text {SLM }}^{2}}-\frac{i \xi k x}{f}\right) \mathrm{d} \xi  \tag{B.44}\\
& I_{1}=\int_{-\infty}^{\infty} \frac{\xi^{2}}{w_{\text {SLM }}^{2}} \exp \left(-\frac{2 \xi^{2}}{w_{\text {SLM }}^{2}}-\frac{i \xi k x}{f}\right) \mathrm{d} \xi \tag{B.45}
\end{align*}
$$

Letting $X=\xi / w_{\text {SLM }}, C=k x w_{\text {SLM }} / f$ reduces the integrals to a standard format. These are not trivial integrals, but may be solved with a computer algebra system. Solving the integral yields,

$$
\begin{align*}
I_{0} & =w_{\text {SLM }} \int_{-\infty}^{\infty} X \exp \left(-2 X^{2}-i C X\right) \mathrm{d} X  \tag{B.46}\\
& =-\frac{i \sqrt{\pi} C w_{\text {SLM }}}{4 \sqrt{2}} \exp \left(\frac{C^{2}}{8}\right) \tag{B.47}
\end{align*}
$$

and,

$$
\begin{align*}
I_{1} & =w_{\mathrm{SLM}} \int_{-\infty}^{\infty} X^{2} \exp \left(-2 X^{2}-i C X\right) \mathrm{d} X  \tag{B.48}\\
& =\frac{\sqrt{\pi}\left(4-C^{2}\right) w_{\mathrm{SLM}}}{16 \sqrt{2}} \exp \left(\frac{C^{2}}{8}\right) \tag{B.49}
\end{align*}
$$

The original integral in Equation 3.18 is then,

$$
\begin{equation*}
\frac{2 \sqrt{2}\left(a_{0}^{H} I_{0}+2 a_{1}^{H} I_{1}\right)}{\sqrt{\pi} w_{\mathrm{SLM}}}=-\frac{\left(2.0 i C a_{0}^{H}+a_{1}^{H}(C-4)\right) e^{-\frac{C^{2}}{8}}}{4} . \tag{B.50}
\end{equation*}
$$

Recalling Equation 3.21, $C=2 x / w_{2 f}$, therefore,

$$
\begin{equation*}
\frac{2 \sqrt{2}\left(a_{0}^{H} I_{0}+2 a_{1}^{H} I_{1}\right)}{\sqrt{\pi} w_{\mathrm{SLM}}}=\left[-i a_{0}^{H}\left(\frac{x}{w_{2 f}}\right)+a_{1}^{H}\left(1-\frac{x^{2}}{w_{2 f}^{2}}\right)\right] e^{-\frac{x^{2}}{2 w_{2 f}^{2}}} \tag{B.51}
\end{equation*}
$$

and substitution into Equation B. 43 then yields Equation 3.22.

## B. 7 Computation of Optical Cross-Coupling

In 2D the field in the Fourier plane is given by,

$$
\begin{align*}
U\left(x, y, z_{0}+2 f\right) \approx & \frac{b_{10} e^{i\left(2 k f+\frac{\pi}{2}\right)}}{f \lambda} \int_{-\infty}^{\infty} a_{0}^{V} u_{0}\left(\eta, z_{0}\right) u_{0}^{*}\left(\eta, z_{0}\right) \exp \left(\frac{-i k y \eta}{f}\right) \mathrm{d} \eta \\
& \int_{-\infty}^{\infty}\left(a_{0}^{H} u_{0}(\xi, z)+a_{1}^{H} u_{1}(\xi, z)\right)\left(u_{1}^{*}(\xi, z)\right) \exp \left(\frac{-i k x \xi}{f}\right) \mathrm{d} \xi \tag{3.26repeated}
\end{align*}
$$

The $\eta$ integral is,

$$
\begin{equation*}
\int_{-\infty}^{\infty} u_{0}\left(\eta, z_{0}\right) u_{0}^{*}\left(\eta, z_{0}\right) \exp \left(\frac{-i k y \eta}{f}\right) \mathrm{d} \eta=\frac{\sqrt{2}}{\sqrt{\pi} w_{\mathrm{SLM}}} \int_{-\infty}^{\infty} \exp \left(\frac{-\eta^{2}}{w_{\mathrm{SLM}}^{2}}-\frac{i k \eta y}{f}\right) \mathrm{d} \eta \tag{B.52}
\end{equation*}
$$

As in the preceding section, substituting $Y=\eta / w_{\text {SLM }}, D=k y w_{\text {SLM }} / f$ reduces the integral to a standard format, which may be solved with a computer algebra system,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \exp \left(\frac{-\eta^{2}}{w_{\text {SLM }}^{2}}-\frac{i k \eta y}{f}\right) \mathrm{d} \eta=w_{\text {SLM }} \int_{-\infty}^{\infty} \exp \left(Y^{2}-i D \eta\right) \mathrm{d} Y=w_{\text {SLM }} \sqrt{\frac{\pi}{2}} \exp \left(\frac{-D^{2}}{8}\right) \tag{B.53}
\end{equation*}
$$

Therefore, recalling Equation 3.21,

$$
\begin{equation*}
\int_{-\infty}^{\infty} u_{0}\left(\eta, z_{0}\right) u_{0}^{*}\left(\eta, z_{0}\right) \exp \left(\frac{-i k y \eta}{f}\right) \mathrm{d} \eta=\exp \left(-\frac{y^{2}}{w_{2 f}^{2}}\right) \tag{B.54}
\end{equation*}
$$

Combining Equations B. 54 and B. 51 yields the solutions to Equation 3.26,

$$
\begin{equation*}
U\left(x, y, z_{0}+2 f\right) \approx \frac{b_{10} a_{0}^{V} e^{i\left(2 k f+\frac{\pi}{2}\right)}}{f \lambda} \exp \left(-\frac{y^{2}}{w_{2 f}^{2}}\right)\left[-i a_{0}^{H}\left(\frac{x}{w_{2 f}}\right)+a_{1}^{H}\left(1-\frac{x^{2}}{w_{2 f}^{2}}\right)\right] e^{-\frac{x^{2}}{2 w_{2 f}^{2}}} \tag{B.55}
\end{equation*}
$$

The intensity, may then be computed, by simple manipulation or using a computer algebra system,

$$
\begin{align*}
I\left(x, y, z_{0}+2 f\right)=\frac{\left|b_{10}\right|^{2}}{f^{2} \lambda^{2}} & \exp \left(\frac{-x^{2}+y^{2}}{w_{2 f}^{2}}\right)\left(\left|a_{00}\right|^{2}\left(\frac{x}{w_{2 f}}\right)^{2}+\left|a_{10}\right|^{2}\left(1-\frac{x^{2}}{w_{2 f}^{2}}\right)^{2}\right. \\
& \left.+2\left|a_{10}\right|\left|a_{00}\right|\left(1-\frac{x^{2}}{w_{2 f}^{2}}\right) \frac{x}{w_{2 f}} \sin \left(\arg \left(a_{00}\right)-\arg \left(a_{10}\right)\right)\right) \tag{B.56}
\end{align*}
$$

Converting into polar co-ordinates allows straightforward integration of the $\cos (\theta)$ and $\cos ^{2}(\theta)$ angular dependencies, leaving an annular intensity,

$$
\begin{align*}
I(r) & \equiv \int_{0}^{2 \pi} I\left(r, \theta, z_{0}+2 f\right) \mathrm{d} \theta \\
& =\frac{\left|b_{10}\right|^{2}}{f^{2} \lambda^{2}} \exp \left(\frac{r^{2}}{w_{2 f}^{2}}\right)\left[\frac{\left|a_{00}\right|^{2} \pi r^{2}}{w_{2 f}^{2}}+\left|a_{10}\right|^{2}\left(2 \pi\left[1-\frac{r^{2}}{w_{2 f}^{2}}\right]-\frac{3 r^{4}}{4 w_{2 f}^{4}}\right)\right] \tag{B.57}
\end{align*}
$$

which may be integrated between $r=0$ and $r=r_{a}$ to yield the power through the photodiode aperture, given in Equation 3.27.

## Appendix C

## Finesse 3 Validation Tests in BEST

The following two sections contain two Finesse 3 validation tests for key science modeled in Finesse 3. These have been converted from their raw Jupyter notebook form into $\mathrm{EAT}_{\mathrm{E}} \mathrm{X}$ by an automated process and then reformatted and edited for inclusion in this thesis. I wrote both of these validation tests in full. The original notebooks may be found in the tests/validation folder at https://git.ligo.org/ finesse/finesse3 [3, 4].

In the interests of brevity, try/except, print statements and extraneous plotting code have been removed.


Figure C.1: Drawing of the simple Michelson used in this test.

## C. 1 Finesse 3 - simple_michelson.ipynb

Test that Finesse 3 correctly reproduces the response of a simple Michelson interferometer. Defining the distance along to two arms of the interferometer to be $L_{x}$ and $L_{y}$, then the common and differential arm lengths are,

$$
\begin{align*}
\bar{L} & =\frac{L_{x}+L_{y}}{2}  \tag{C.1}\\
\Delta L & =L_{x}-L_{y} \tag{C.2}
\end{align*}
$$

We know from equation 5.11 in [47] that the electric field at the antisymmetric port for such a Michelson is,

$$
\begin{equation*}
E_{S}=E_{0} i e^{2 i k \bar{L}} \cos (k \Delta L) \tag{C.3}
\end{equation*}
$$

A simple Michelson with 1 W of input laser power, 1 m arms and a $50: 50$ beam-splitter is defined in the following Kat code. The tuning parameter may then be used to adjust the $x$ mirror position in units of
$k L$ degrees.

In [1]: import sys, os
import finesse
import numpy as $n p$
kat $=$ finesse.Model()
kat.parse("" "
l laser $\mathrm{P}=1$
s si laser.p1 BS.p1 L=1
bs $\mathrm{BS} R=0.5 \mathrm{~T}=0.5$
s LX BS.p3 mX.p1 L=1
$m m X \quad R=1 \quad T=0$
s LY BS.p2 mY.p1 L=1
$m \mathrm{mY} R=1 \mathrm{~T}=0$
ad pout BS.p4.o 0
xaxis \&mX.phi lin (-90) 90200
""")
out $=$ kat.run()
tuning $=n p \cdot p i * o u t \cdot x 1 / 180$

The power response of a Michelson is

$$
\begin{equation*}
P=P_{0} \cos ^{2}(k \Delta L) . \tag{C.4}
\end{equation*}
$$

The following code block compares Finesse to this equation.

In [2]: power_theory = np. power(np.cos(tuning), 2)
power_finesse $=\left(\right.$ out['pout'] ${ }^{\text {np }} . \operatorname{conj}($ out['pout']) $)$
\# The power should be real
assert np.all(power_finesse.imag == 0)
\# Compare analytics and Finesse
maxerr = np.max(power_theory-power_finesse.real)
assert np.allclose (power_finesse, power_theory,
atol=3e-14,rtol=3e-14)

Maximum Power Error: 7.6e-17W
Max relative difference: 7.632783294297951e-17

Finesse positions optics at $\lambda$ floor $(L / \lambda)$ for distance $L$ to mitigate floating-point errors over long interferometer baselines. Accounting for this, Equation C. 3 may be used to compute the electric field at the output photodiode. The following code computes this electric field.

```
In [3]: Lambda = 1064e-9
    k = 2*np.pi/Lambda
    # Common arm length (in units of angular frequency)
    common_arm = 0.5*(k*(Lambda*np.floor((1+1)/Lambda))+tuning)
    # Differential arm length (in units of angular frequency)
    differential_arm = tuning
    # Electric field at photodiode (analytics)
    E_theory = (1j)*np.exp(2j*common_arm)*np.cos(differential_arm)
    # Electric field at photodide (Finesse)
    E_finesse = out['pout']
```

The following code block compares the analytic result against the Finesse result.

In [4]: amplitude_err = np.abs(E_finesse)-np.abs(E_theory)
phase_err = np.angle(E_theory)-np.angle(E_finesse)
assert np.allclose(amplitude_err, 0 , atol=1e-15,rtol=1e-15)
assert np.allclose(phase_err, 0 , atol=1e-8,rtol=1e-15)

Maximum Amplitude Error: 5.6e-16 sqrt(W)
Maximum Phase Error: 2.1e-09 radians


Figure C.2: Finesse 3 error behavior for a simple Michelson, produced using automated notebook testing.

## C. 2 Finesse 3 - cavity_scan.ipynb

The transmitted field from a two mirror resonator is given by Equation 2.5 in [47],

$$
\begin{equation*}
a_{t}=a_{i} \frac{-t_{1} t_{2} \exp (-i k L)}{1-r_{1} r_{2} \exp (-2 i k L)}, \tag{C.5}
\end{equation*}
$$

for transmitted amplitude $a_{t}$, input amplitude $a_{i}$, mirror amplitude reflectivities $r_{1}, r_{2}$ and transmissivities $t_{1}, t_{2}$ and resonator length $L$.

## C.2.1 Test - Plane Wave, Impedance Matched, Lossless, Cavity Scan

A check that Finesse reproduces the above equation for an impedance matched cavity with several mirror transmissivities. In the interests of brevity only one plot is shown.

In [2]: def test_plane_wave_cavity_scan(): for $T$ in $n p . \operatorname{logspace}(-1,-5, n u m=5)$ :
$R=1-T$
$\mathrm{t}=\mathrm{np} . \operatorname{sqrt}(\mathrm{T})$
r = np.sqrt(R)
npoints $=1 \mathrm{e} 3$
\# Analytic Model
phi = np.linspace(-np.pi,np.pi,num=int(npoints+1), endpoint=True)
at $=-\mathrm{t} * \mathrm{t} * \mathrm{np} \cdot \exp (1 \mathrm{j} * \mathrm{phi}) /(1-(\mathrm{r} * \mathrm{r} * \mathrm{np} \cdot \exp (2 \mathrm{j} * \mathrm{phi})))$
$\mathrm{pt}=\mathrm{np} . \mathrm{abs}(\mathrm{at}) * * 2$
\# Finesse Model
kat $=$ finesse. Model()
kat.parse_legacy(f"""
1 laser 10 nLaser
s sI 1 nLaser nIMO
m IM \{R\} \{T\} 0 nIMO nIM1
s sCav 1 nIM1 nEMO
m EM \{R\} \{T\} 0 nEMO nEM1
pd trans nEM1
xaxis EM phi lin -180 180 \{npoints\}
""")
out $=$ kat. run()
assert np.all(np.isclose(out['trans'], pt,
rtol=1e-13, atol=1e-13))
test_plane_wave_cavity_scan()



Passed impedance matched cavity test with
T=0.1, relative diff: $2.3226380801367942 \mathrm{e}-14$

## C.2.2 Test Mode Behaviour For a Hemispherical Cavity

The round trip Gouy phase for a cavity is given by Eq 9.64 in [47].

$$
\psi=2 \arccos \left(\operatorname{sign}(B) \sqrt{\frac{A+D+2}{4}}\right),
$$

where $A, B, D$ are the ABCD matrix elements. The following is a check that Finesse reproduces a correct cavity scan with higher order modes.

In [3]: def test_hemispherical_cavity_scan():
"""Proxy function to scope variables"""
def mirror_refl(Rc):
return np.matrix([[1.0,0.0],[-2.0/float(Rc), 1.0]])
def space(L):
return np.matrix([[1.0, L], [0.0.1.0]])
def get_trans_field(n,m,phi,t,r,gouy_rt):

```
    """
    Return the transmitted field.
    n: HG n index
    m: HG m index
    phi: Phase gain on a single pass though the cavity
    (-ikL where L = lenght of cavity)
    r: Amplitude reflectivity of mirrors
    t: Amlitute transmissivity of the mirrors
    gouy_rt: round trip (two pass) gouy phase
    " ""
    # We do a bit of a hack here because finesse
    # sets the cavity length for the OO mode
    # to be the resonance condition for the 00,
    # so whilst the gouy phase is normally
    # (n+m+1) here we set it to (n+m) to account for this
    # Also here we are scanning the single length of the
    # cavity phi=-ikL and the light sees this length twice
    # per round trip, so we need to divide the round trip
    #cavity gouy phase by two.
    phase = phi+(0.5*n*gouy_rt)+(0.5*m*gouy_rt)
    return -t*t*np.exp(1j*phase)/(1-(r*r*np.exp(2j*phase)))
def get_gouy_rt(Rc,L):
    """Another proxy to scope variables"""
    abcd_RT = np.matmul(space(L),
        np.matmul(mirror_refl(Rc),
            np.matmul(space(L),
        mirror_refl(np.infty))))
A = abcd_RT[0,0]; B = abcd_RT[0,1]; C = abcd_RT[1,0]; D = abcd_RT[1,1]
g12 = (A+D+2)/4
gouy_RT = 2*np.arccos(np.sign(B)*np.sqrt(g12))
```

```
    return gouy_RT
def do_test(Rc):
    T = 0.01
    R = 1-T
    L = 0.3 #[m]
    P00 = 1
    P10 = 0.05
    P02 = 0.1
    # adding normalisation for TEM fields to the overall power
    # (this is how Finesse handles TEM commands)
normalise_P_factor = 1 / np.sqrt(P00 + P10 + P02)
npoints = 1e4
gouy_RT = get_gouy_rt(Rc,L)
# Analytic Model
phi = np.linspace(-np.pi,np.pi,num=int(npoints+1),
        endpoint=True)
at00 = np.sqrt(P00)*normalise_P_factor*get_trans_field(
        0,0,phi,np.sqrt(T),np.sqrt(R),gouy_RT)
at10 = np.sqrt(P10)*normalise_P_factor*get_trans_field(
        1,0,phi,np.sqrt(T),np.sqrt(R),gouy_RT)
at02 = np.sqrt(P02)*normalise_P_factor*get_trans_field(
        0,2,phi,np.sqrt(T),np.sqrt(R),gouy_RT)
pt = np.abs(at00)**2 + np.abs(at02)**2 + np.abs(at10)**2
    # Finesse Model
kat = finesse.Model()
kat.parse_legacy(f"""
l laser 1 0 nLaser
tem laser 1 0 0.05 0
tem laser 0 2 0.1 0
s sI 1 nLaser nIMO
```

```
            m IM {R} {T} O nIMO nIM1
            s sCav {L} nIM1 nEM0
            m EM {R} {T} O nEMO nEM1
            attr EM Rc {Rc}
            pd trans nEM1
            cav c1 IM nIM1 EM nEMO
            xaxis EM phi lin -180 180 {npoints}
            maxtem 3
            """)
            out = kat.run()
            assert np.all(np.isclose(out['trans'],pt,
                                    rtol=1e-13,atol=1e-13))
    for Rc in [0.32,0.4,1,3,10]:
    do_test(Rc)
test_hemispherical_cavity_scan()
```


## Cavity ABCD Matrix

[ $\left[\begin{array}{cc}-0.875 & 0.0375\end{array}\right]$
$\left[\begin{array}{cc}-6.25 & -0.875]\end{array}\right]$
Cavity g factor:
0.0625

Cavity round trip gouy phase:
151.04497562814015


Passed impedance matched cavity test with higher order modes, $\mathrm{T}=0.01$ and Gouy=151.Odeg, relative differance: $1.4443230192709302 \mathrm{e}-13$

## Appendix D

## Derivation of Paraxial Wave

## Equation

The paraxial wave equation may be derived from Maxwell's equations in a vacuum with no charges or currents,

$$
\begin{align*}
\nabla \cdot \underline{\mathbf{B}} & =0  \tag{D.1}\\
\nabla \cdot \underline{\mathbf{E}} & =0  \tag{D.2}\\
\nabla \times \underline{\mathbf{E}} & =-\frac{\mathrm{d} B}{\mathrm{~d} t}  \tag{D.3}\\
\nabla \times \underline{\mathbf{B}} & =\mu_{0} \epsilon_{0} \frac{\mathrm{~d} E}{\mathrm{~d} t} \tag{D.4}
\end{align*}
$$

where $E$ is the electric vector field. By noting the vector identify, $\nabla \times(\nabla \times A)=\nabla(\nabla \cdot A)-\nabla^{2} A$,

$$
\begin{align*}
\frac{\mathrm{d}^{2} E}{\mathrm{~d} t^{2}} & =\frac{1}{\mu_{0} \epsilon_{0}} \nabla^{2} E  \tag{D.5}\\
\frac{\mathrm{~d}^{2} B}{\mathrm{~d} t^{2}} & =\frac{1}{\mu_{0} \epsilon_{0}} \nabla^{2} B \tag{D.6}
\end{align*}
$$

which satisfies the wave equation with $c=1 / \sqrt{\mu_{0} \epsilon_{0}}$. Defining the optical axis to be in the direction of optical propagation and denote the letter $\underline{\mathbf{z}}$ to describe the distance along this axis. Suppose that the radiation is described by a transverse electric field wave. Additionally, defining the axis in the plane of this field to be $x$. Then assuming the spatial properties can be described by some function $u(x, y, z)$, the electric field is,

$$
\begin{equation*}
\underline{\mathbf{E}}(x, y, z, t)=u(x, y, z) \exp \left(-i\left(k z-\omega_{0} t\right)\right) \underline{\mathbf{e}}_{x}, \tag{D.7}
\end{equation*}
$$

where $\underline{\mathbf{e}}_{x}$ is the unit vector in the $x$ direction and $k=\omega_{0} / c$. Substitution into equation D. 5 and evaluation of the time derivatives yields,

$$
\begin{equation*}
\left(\nabla^{2}+\frac{\omega_{0}^{2}}{c^{2}}\right) u(x, y, z) \exp \left(-i\left(k z-\omega_{0} t\right)\right) \underline{\mathbf{e}}_{x}=0 \tag{D.8}
\end{equation*}
$$

Using the product rule on the $z$ derivatives yields,

$$
\begin{equation*}
0=\left(\frac{\mathrm{d}^{2} u}{\mathrm{~d} x^{2}}+\frac{\mathrm{d}^{2} u}{\mathrm{~d} y^{2}}+\frac{\mathrm{d}^{2} u}{\mathrm{~d} z^{2}}-k^{2}-2 i k \frac{\mathrm{~d} u}{\mathrm{~d} z}+\frac{\omega_{0}^{2}}{c^{2}}\right) \exp \left(-i\left(k z-\omega_{0} t\right)\right) \mathbf{e}_{x} \tag{D.9}
\end{equation*}
$$

Trivially simplifying yields the scalar equation,

$$
\begin{equation*}
2 i k \frac{\mathrm{~d} u}{\mathrm{~d} z}=\frac{\mathrm{d}^{2} u}{\mathrm{~d} x^{2}}+\frac{\mathrm{d}^{2} u}{\mathrm{~d} y^{2}}+\frac{\mathrm{d}^{2} u}{\mathrm{~d} z^{2}} \tag{D.10}
\end{equation*}
$$

the solution of which describes the spatial properties of this wave. By observing the laser, the spatial properties appear to vary slowly along the $z$ axis with respect to the wavelength, so making the following approximation,

$$
\begin{equation*}
\left|2 k \frac{\mathrm{~d} u}{\mathrm{~d} z}\right| \gg\left|\frac{\mathrm{d}^{2} u}{\mathrm{~d}^{2} z}\right| \tag{D.11}
\end{equation*}
$$

which I refer to as the paraxial approximation. Under this approximation, equation D. 10 becomes the paraxial wave equation,

$$
\begin{equation*}
2 i k \frac{\mathrm{~d} u}{\mathrm{~d} z}=\frac{\mathrm{d}^{2} u}{\mathrm{~d} x^{2}}+\frac{\mathrm{d}^{2} u}{\mathrm{~d} y^{2}} . \tag{1.1repeated}
\end{equation*}
$$

## Appendix E

## Detecting Gravitational Waves with

## Michelson Interferometers

This appendix provides a brief overview of the salient points required to justify that small amplitude wave like perturbations to the metric (gravitational waves) should be observable with a simple Michelson. For a more complete discussion of detector topologies, please consult [93]; for a discussion on gravitational wave sources consult [82] and references therein.

## E. 1 Response of a Michelson Interferometer

Consider the interferometer illustrated in Figure E.1, illuminated in the spatial mode $n, m$ with power $P$, therefore $a_{n, m}=\sqrt{P}$. The total optical path traveled by a light ray starting at the laser and passing through the $x$ and $y$ arms is,

$$
\begin{align*}
& z_{x}=L_{c}+2 L_{x}+L_{d}+\lambda,  \tag{E.1}\\
& z_{y}=L_{c}+2 L_{y}+L_{d}+\lambda, \tag{E.2}
\end{align*}
$$



Figure E.1: Cartoon of a Michelson Interferometer. Light from a laser is incident on a beam-splitter, which splits light evenly between the arms. The light then propagates for distances $L_{x}$ and $L_{y}$ in two orthogonal directions, where it is then reflected back towards the beam-splitter. The light entering the interferometer is focused to a waist, $w_{0}$, at $z_{0}$ which defines the mode basis.
where the $\lambda / 2$ phase change on reflection convention has been applied. Assuming the beam-splitter evenly splits the power between the arms, the electric field at the photodiode is therefore given by,

$$
\begin{equation*}
\underline{\mathbf{E}}_{P D}(x, y)=\sqrt{\frac{P}{2}}\left(u_{n, m}\left(x, y, z_{x}\right) e^{-i k z_{x}}+u_{n, m}\left(x, y, z_{y}\right) e^{-i k z_{y}}\right) e^{i \omega_{0} t} \underline{\mathbf{e}}_{x} . \tag{E.3}
\end{equation*}
$$

Assuming that $z_{y}=z_{x}+\delta z$, where $|\delta z|<\lambda$, then $R_{C}\left(z_{x}\right) \approx R_{C} z_{y}$ and $w\left(z_{x}\right) \approx w\left(z_{y}\right)$. Therefore,

$$
\begin{equation*}
u_{n, m}\left(x, y, z_{x}\right) \approx u_{n, m}\left(x, y, z_{y}\right) \tag{E.4}
\end{equation*}
$$

and,

$$
\begin{equation*}
\underline{\mathbf{E}}_{P D}(x, y) \approx \sqrt{\frac{P}{2}} u_{n, m}\left(x, y, z_{x}\right)\left(1+e^{-i k \delta z}\right) e^{-i\left(k z_{x}-\omega_{0} t\right)} \underline{\mathbf{e}}_{x} \tag{E.5}
\end{equation*}
$$

Given that this radiation is optical, the electric field will be oscillating too fast to be detectable, so the average intensity [47] is computed,

$$
\begin{equation*}
I=E E^{*} \tag{E.6}
\end{equation*}
$$

where $\underline{\mathbf{E}}=E \underline{\mathbf{e}}_{x}$, therefore,

$$
\begin{equation*}
I(x, y) \approx P u_{n, m}\left(x, y, z_{x}\right) u_{n, m}^{*}\left(x, y, z_{x}\right)(1+\cos (k \delta z)) . \tag{E.7}
\end{equation*}
$$

The power incident on a photodiode with dimensions much larger than the radius of the beam is then given by the integral of Equation E. 7 with respect to $x$ and $y$. Since the Hermite-Gauss modes are orthonormal, this is,

$$
\begin{equation*}
I(\delta z) \approx P(1+\cos (k \delta z)) \tag{E.8}
\end{equation*}
$$

The photodiode releases one electron for each photon incident on the active area, with some efficiency $\eta$, so the photocurrent is,

$$
\begin{equation*}
J(t)=\frac{P \eta e \lambda}{h c}(1+\cos (k \delta z(t))), \tag{E.9}
\end{equation*}
$$

the current can then be extracted using a suitable low noise trans-impedance circuit [212].

## E. 2 Effect of Gravitational Waves on Michelson Interferometers

Just as electromagnetic radiation occurs when a charge is accelerated, gravitational waves occur when a mass is accelerated. Since mass only has a single sign, these waves are never more than a small part of the total gravitational field [82].

Defining some Gaussian co-ordinate system from a 4 sets of non-intersecting curves [43], the curves may then be used as the coordinates $x, y, z, t$. The Lorentz transform the defines an interval between two points in a Minkowski four dimensional space ${ }^{1}$,

$$
\begin{align*}
\mathrm{d} s^{2} & =c^{2} \mathrm{~d} t^{2}-\mathrm{d} x^{2}-\mathrm{d} y^{2}-\mathrm{d} z^{2}  \tag{E.10}\\
& =\eta_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}, \tag{E.11}
\end{align*}
$$

[^15]for,
\[

$$
\begin{align*}
& \eta_{\mu \nu}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right]  \tag{E.12}\\
&\left(x^{a}\right)=(c t, x, y, z) \tag{E.13}
\end{align*}
$$
\]

$\eta$ is referred to as the metric. Now consider another space-time, which is described by a small perturbation to a flat space-time,

$$
\begin{equation*}
g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu} \tag{E.14}
\end{equation*}
$$

It is possible to find wave solutions to this perturbation $h_{\mu \nu}$ (as described in [45]), these are gravitational waves. Defining the $x$ co-ordinate of the space-time to be aligned with one arm of the interferometer and $y$ aligned with the other arm, for a gravitational wave propagating with its polarization aligned along these arms, the metric is to first order ${ }^{2}$,

$$
\begin{equation*}
\mathrm{d} s^{2}=c^{2} \mathrm{~d} t^{2}-[1+\mathfrak{h}(t)] \mathrm{d} x^{2}-[1-\mathfrak{h}(t)] \mathrm{d} y^{2} \tag{E.15}
\end{equation*}
$$

for a gravitational wave of amplitude $\mathfrak{h}$. By definition, light propagates along a light-like interval in the interferometer, therefore $\mathrm{d} s^{2}=0$ and,

$$
\begin{equation*}
c^{2} \mathrm{~d} t^{2}=[1+\mathfrak{h}(t)] \mathrm{d} x^{2}-[1-\mathfrak{h}(t)] \mathrm{d} y^{2} \tag{E.16}
\end{equation*}
$$

The proper time experienced by the propagating light is then,

$$
\begin{equation*}
\tau \equiv \int \mathrm{d} t=\frac{1}{c} \int \sqrt{1+\mathfrak{h}(t)} \mathrm{d} x \tag{E.17}
\end{equation*}
$$

and likewise for the light in the $y \mathrm{arm}$. The distances $L_{x}$ and $L_{y}$ are controlled at low frequency to be

[^16]$L_{x}=L_{y}=c \tau_{c}$. At frequencies above the control band,
\[

$$
\begin{equation*}
\Delta L=\int_{0}^{c \tau_{c}} \sqrt{1+\mathfrak{h}(t)} \mathrm{d} x-\int_{0}^{c \tau_{c}} \sqrt{1-\mathfrak{h}(t)} \mathrm{d} y . \tag{E.18}
\end{equation*}
$$

\]

Assuming $\mathfrak{h}(t) \ll 1$, then Taylor expanding,

$$
\begin{align*}
\Delta L & \approx c \tau_{c}\left(1+\frac{\mathfrak{h}(t)}{2}\right)-c \tau_{c}\left(1-\frac{\mathfrak{h}(t)}{2}\right)  \tag{E.19}\\
& \approx L_{x} \mathfrak{h}(t) \tag{E.20}
\end{align*}
$$

Substitution into Equation E. 9 yields a photodiode current which depends on the scalar amplitude of the perturbation to the metric,

$$
\begin{equation*}
J(t)=\frac{P \eta e \lambda}{h c}\left[1+\cos \left(\frac{2 \pi L_{x} \mathfrak{h}(t)}{\lambda}\right)\right] . \tag{E.21}
\end{equation*}
$$
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[^0]:    ${ }^{1}$ Many parameters may be derived from a frequency standard, such as the meter. Others may be determined by using ultra-stable lasers to interrogate atomic interferometers, see Section 7.1 for more details.
    ${ }^{2}$ Einstein made it clear on several occasions that he thought the Michelson-Morley experiment did not directly influence his development of Relativity; however, in 1908 he remarked on the experiment influencing the acceptance of Relativity within the scientific community in a letter to his colleagues. Osers translates this remark to "If the Michelson-Morley experiment had not brought us into serious embarrassment, no one would have regarded the relativity theory as a (halfway) redemption" [46].

[^1]:    ${ }^{3}$ See chapter 16.4, pp 642-645 [48] for derivation.

[^2]:    ${ }^{4}$ See Section 2.2.2 for more details.
    ${ }^{5}$ Two companion papers discuss the idea of spatial repeatability in resonators [50] and [51]. These ideas are summarized in [52] and in Chapter 9 of [47].

[^3]:    ${ }^{1}$ GEO600 uses a folded arm as a delay line instead of a Fabry Perot Interferometer

[^4]:    ${ }^{1}$ The methodology of mode decomposition is discussed extensively in [140]
    ${ }^{2}$ As formulated in pages 31-50 of Fourier Optics [141].

[^5]:    ${ }^{1}$ This polarization modulation was not investigated or specified on the data-sheet, but has been seen in other experiments, for example [143]
    ${ }^{2}$ See [165] for a recent review of LCoS SLM technology

[^6]:    ${ }^{1}$ Special case 4 in [15].

[^7]:    ${ }^{1}$ Please see [179] for an excellent introduction to the technique.
    ${ }^{2}$ Please see Chapter 9.8 in [180] for a detailed introduction

[^8]:    ${ }^{3}$ These times are estimates from a single execution.

[^9]:    ${ }^{4}$ Defined by considering the decay rate of the resonator after the input is abruptly switched off,

    $$
    \begin{equation*}
    -\frac{1}{N(t)} \frac{\mathrm{d} N(t)}{\mathrm{d} t} \equiv \frac{1}{\tau_{c}}, \tag{7.13}
    \end{equation*}
    $$

[^10]:    ${ }^{5}$ See Section 1.3
    ${ }^{6}$ See also [192]

[^11]:    ${ }^{1}$ E.g. [185] or any introductory text on atomic physics

[^12]:    ${ }^{1}$ See Equation B. 18 and set $b=-\frac{x^{2}+y^{2}}{R_{C}^{2}}$

[^13]:    ${ }^{2}$ This is also discussed in section 10.9 of Optics and Photonics by Smith et. al. [209] and Chapter 10 of [210] provides a nice introduction to diffraction in general.

[^14]:    ${ }^{3}$ See lemma 1.2 of [211], or consider adding an optical element with transmission $\exp \left(-\delta r^{2}\right)$ and taking the limit $\delta \rightarrow 0$.

[^15]:    ${ }^{1}$ See Chapter 8 of [213] or any good introductory text on relativity

[^16]:    ${ }^{2}$ This particular formulation is taken from [214]. For a comprehensive derivation in see [44], [45] or any good introductory text on Gravitational Waves

