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ABSTRACT

Constitutive modeling in granular materials has historically been based on macro-
scopic experimental observations that, while being usually effective at predicting
the bulk behavior of these type of materials, suffer important limitations when it
comes to understanding the physics behind grain-to-grain interactions that induce
the material to macroscopically behave in a given way when subjected to certain
boundary conditions.

The advent of the discrete element method (DEM) in the late 1970s helped scientists
and engineers to gain a deeper insight into some of the most fundamental mecha-
nisms furnishing the grain scale. However, one of the most critical limitations of
classical DEM schemes has been their inability to account for complex grain mor-
phologies. Instead, simplified geometries such as discs, spheres, and polyhedra
have typically been used. Fortunately, in the last fifteen years, there has been an
increasing development of new computational as well as experimental techniques,
such as non-uniform rational basis splines (NURBS) and 3D X-ray Computed To-
mography (3DXRCT), which are contributing to create new tools that enable the
inclusion of complex grain morphologies into DEM schemes.

Yet, as the scientific community is still developing these new tools, there is still a
gap in thoroughly understanding the physical relations connecting grain and contin-
uum scales as well as in the development of discrete techniques that can predict the
emergent behavior of granular materials without resorting to phenomenology, but
rather can directly unravel the micro-mechanical origin of macroscopic behavior.

In order to contribute towards closing the aforementioned gap, we have developed a
micro-mechanical analysis of macroscopic peak strength, critical state, and residual
strength in two-dimensional non-cohesive granular media, where typical continuum
constitutive quantities such as frictional strength and dilation angle are explicitly
related to their corresponding grain-scale counterparts (e.g., inter-particle contact
forces, fabric, particle displacements, and velocities), providing an across-the-scale
basis for better understanding and modeling granular media.

In the same way, we utilize a new DEM scheme (LS-DEM) that takes advantage
of a mathematical technique called level set (LS) to enable the inclusion of real
grain shapes into a classical discrete element method. After calibrating LS-DEM
with respect to real experimental results, we exploit part of its potential to study
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the dependency of critical state (CS) parameters such as the critical state line (CSL)
slope, CSL intercept, and CS friction angle on the grain’s morphology, i.e., spheric-
ity, roundness, and regularity.

Finally, we introduce a first computational algorithm to “clone” the grain morpholo-
gies of a sample of real digital grains. This cloning algorithm allows us to generate
an arbitrary number of cloned grains that satisfy the same morphological features
(e.g., roundness and aspect ratio) displayed by their real parents and can be in-
cluded into a DEM simulation of a given mechanical phenomenon. In turn, this
will help with the development of discrete techniques that can directly predict the
engineering scale behavior of granular media without resorting to phenomenology.
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C h a p t e r 1

INTRODUCTION

1.1 General Overview
Phenomenological and discrete modeling
Inhomogeneity and anisotropy are two fundamental properties of granular materi-
als that make them very difficult to model and understand. Hence, granular model-
ing has been historically approached from three different perspectives, i.e., experi-
ments, continuum mechanics, and grain-to-grain mechanics, making it sometimes
difficult to have a well connected framework that includes these three approaches
under a unique and comprehensive general theory. Fortunately, nowadays, the in-
creasing computational power and new experimental techniques such as in situ 3D
X-ray Computed Tomography (3DXRCT) [28] have given rise to new potential
bridges that can contribute to connect micro (grain) and macro (continuum) scales
by means of experimental, theoretical, and numerical tools that can be applied to
the two physical scales [5, 6].

On the other hand, one of the main challenges in connecting experimental, discrete,
and continuum modeling is precisely translating micro-scale physical features into
their continuum counterparts. Hence, kinetics and topology at the grain scale have
to be somehow related to continuum typical quantities such as strain and stress, or,
in the constitutive sense, to mechanical parameters like internal friction and dila-
tancy. Thus, a fundamental question arises: what is the micro-mechanical origin of
macro-mechanical behavior? Or, in other words: what is the fundamental informa-
tion that is transmitted from scale to scale?

The inclusion of real grain morphology
Throughout the history of geomechanics, the role played by grain morphology in
the physical behavior of granular media has been broadly accepted. However, even
though some works [17, 49] have already looked into the connections between these
two apparently different sides of the same phenomenological coin, there is still a
handful of important relationships to be unraveled. Furthermore, due to the com-
plex morphological characteristics of real grains, this subject has been mostly stud-
ied from the experimental setting, which, when effective, a good amount of time
and resources need to be expended in designing, setting up, and running a given
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experiment. This has always represented a major issue that has given rise to the
use of emergent techniques such as computational simulation through mathemati-
cal models and numerical methods that, once validated and calibrated, can mimic
the real experiment, allowing for the study of the same phenomena in a faster as
well as less expensive way.

A series of explicit and implicit numerical models called discrete element methods
(DEM) [23] has been widely used since the late 1970s to understand grain-to-grain
interactions and their connections with the material’s macroscopic behavior. Yet
these numerical techniques face several limitations related to capturing the shapes
and textures of real grains. Many models and assumptions ranging from polyhedral
grain shapes [26, 1] to rotational constraints of the grains [60] have been used to
account for the effects produced by real shapes in granular processes.

With the advent of new computational techniques, discrete element methods have
also incorporated more sophisticated techniques such as particle clustering [27] that
have allowed for better and more accurate approaches of reality. However, none of
these techniques have completely succeeded in mimicking the effects of particle
morphology as well as quantifying the amount of detail needed when capturing a
real grain shape to obtain a similar quantitative and qualitative mechanical behav-
ior to the one displayed by the real material. The combination of new experimental
techniques (as the one mentioned in the last subsection) and mathematical represen-
tation of real shapes through the use of NURBS [44] has proven very effective but
computationally costly, so more efforts are needed in order to gain computational
efficiency with these new technologies, which, in turn, will allow us to quantify and
qualify the dependency of macroscopic granular phenomena such as critical state
on the grain morphology.

Approaching the engineering scale from the grain-scale
From a general point of view, it seems that the current gap between grain-scale mod-
eling and continuum scale characterization is quite large. As imaging techniques
are increasingly gaining sophistication and accuracy [61, 28], there continues to be
a lack of effort on bringing discrete granular simulation techniques closer to the
engineering scale and applications. In this regard and to our knowledge, there is
only one pioneering work that includes discrete modeling of real granular materials
at the grain scale [45]. However, the approach taken by the aforementioned work is
restricted to combining discrete element and finite element schemes to model spe-



3

cific regions of interest with real shaped grain-to-grain interactions and then bypass
the phenomenological information to a continuum constitutive model that governs
the whole domain under study.

Therefore, at some point, discrete models with real grain shapes have to be able to
directly match the so-called engineering scale as well as its potential applications.
For this to happen, some other limitations have to first be overcome. For instance,
on the experimental side, XRCT equipment is usually expensive, needs experienced
technicians to be manipulated, and is not available at every institution around the
globe for practical purposes, and the size of the scanned samples is limited to a few
thousand grains. Hence, the emergent need for new computational tools capable of
extracting the main morphological properties of a small sample of real grains and,
with them, generating an arbitrary number of new real shaped grains with similar
morphological properties that once included into a DEM simulation, this can be
carried out at any desired scale, is limited only by the availability of computational
power.

1.2 Motivation
An analytical-computational framework that can be used to study the connections
between grain and continuum scales, isolating the effects of inter-particle contact
forces, grain kinematics, and grain morphology/fabric on the macroscopic mechan-
ical behavior of a given granular material (e.g. strength, dilation, and critical state),
would help us to unravel fundamental mechanisms at the micro level that govern
the strength build-up at the continuum scale. At the same time, this framework can
take advantage of cutting-edge experimental and computational techniques such
as 3D X-ray computed tomography (3DXRCT), non-uniform rational B-splines
(NURBS), and level sets (LS), that for first time have enabled the development
of new discrete element (DEM) schemes (e.g. NURBS-DEM, LS-DEM) capable
of creating numerical avatars from a sample of real grains and including them into
DEM simulations. Here the available digitalized information extracted from a real
sample of a few thousand grains can be used to replicate some important morpho-
logical and geometrical features creating new digital grains with similar features.
This would give us the capability of minimizing the dependency on real information
(original real samples), while still being computationally able to generate as many
grains with certain given real features as desired, thus taking discrete computational
calculations and models to a new level that would directly approach the engineering
scale by means of discrete computational techniques.
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1.3 Research Objective
We look at the research objective in relation to the recent development of new exper-
imental and computational techniques that have enabled the inclusion of real grain
shapes in discrete element simulations such as 3D X-ray computed tomography
(3DXRCT) [43] and level set (LS) methods [33]. These, in turn, have induced the
development of new frameworks for the study of granular materials as is the case
of the tomography-to-simulation framework [6], from which we take advantage in
the present work to look deeper into the grain-scale physics behind the continuum
behavior of a granular media.

The research objective is therefore to obtain new analytical expressions, trends, and
computational tools that allow us to have a better understanding of the mechanical
connections between grain-level quantities (e.g. contact forces and grain morphol-
ogy) and continuum scale phenomenological parameters such as the ones describing
strength, dilation, and critical state as shown by Figure 1.1.

Below, we list the main components required to meet this research objective.

1. Analytical expressions: The development of new analytical expressions re-
lating continuum phenomenological parameters to grain level mechanics is
a logical as well as necessary step to take as part of the tomography-to-
simulation framework [6]. Analytical expressions not only enable us to make
quantitative predictions but also are a formal crystallization of physical prin-
ciples and laws that, at the same time, lend scientist and engineers the capabil-
ity of extracting meaning by further studying them so more related phenom-
ena can be understood and predicted. In specific, granular media mechanics
requires more analytical expressions to be used as formal tools that provide
a deeper understanding of the physical laws and connections that furnish the
micro-mechanical origin of macroscopic strength, i.e., friction and dilation
angles as well as critical state parameters.

2. Trends and curves: Looking for trends and correlations between two or
more physical phenomena is also a necessary part when it comes to further
understand the connections and relations that may or not exist among them.
Moreover, finding the mentioned trends is, in fact, another step towards de-
riving new analytical expressions, that, as described in point 1 of this sec-
tion, are important formal tools that help to develop as well as establish new
paradigms and frameworks in science and engineering. In the present work,
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Figure 1.1: Micro origin of macro strength in granular media: this figure summa-
rizes and describes the main objectives of the present work. A confined granular
material develops shear strength, therefore displaying solid-like behavior. Thus, the
granular material’s strength Φ and related physical phenomena such as the case of
dilation, whose origin is deeply related to the material’s discrete nature, have been
historically studied from a macroscopic/continuum point of view, without actually
taking into account, in an accurate way, grain level features such as grain morphol-
ogy, contact forces, and grain kinematics that furnish the phenomenology captured
at the continuum level. Hence, the present work uses cutting-edge computational
tools to unravel some of the most fundamental physical connections between the
grain and continuum scale levels from an analytical point of view, as well as to
keep pushing the envelope towards more advanced computational techniques of
representing and reproducing (cloning) the core morphological features that make
a specific granular medium display particular mechanical features.

we look for trends that relate grain morphology (roundness and sphericity) to
critical state parameters (critical state line slope, critical state line intercept,
and critical state friction angle). Then, these trends can be used in future
works to derive new analytical expressions that help to understand physical
laws and governing connections between these two scales at critical state.

3. Computational tools: The constant development of tools that help to im-
prove and enrich a new framework such as tomography-to-simulation [6] is
an important task towards providing it with all the necessary joints that help
to connect and articulate all its parts. Since the aforementioned framework
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includes experimental, analytical, and computational tools, an objective of
the present work is also to provide it with new computational tools that en-
hance its current capabilities. Specifically, we look into the development of a
“cloning” process that, departing from a sample of a few thousand real grains
enables us to “create” an arbitrary number of new digital grains that have sim-
ilar morphological properties, so discrete calculations with real-like shapes
can be taken to a new level that approaches the continuum scale directly from
the use of discrete methods.

1.4 Contribution
The contribution of the work described in this thesis is the development of a new
analytical-computational framework to study the physical relations between grain
and continuum scales. On the analytical side we have derived expressions and
trends that relate macroscopic parameters such as fraction angle, dilation angle, and
critical state parameters to grain-scale quantities such as contact forces and grain
morphology/fabric. At the same time, these expressions and trends have allowed us
to understand fundamental mechanisms at the grain level, which furnish the physics
displayed at the continuum scale (e.g. buckling of contact points and rotational
mechanisms directly related to peak strength and volume preservation, or the influ-
ence of morphological details on critical state parameters). On the computational
side we have used cutting-edge discrete element (DEM) schemes such as LS-DEM
to carry out part of our analytical studies as well as introduced a first geometric
stochastic cloning (GSC) algorithm to digitally “clone” real grain shapes. This al-
gorithm reduces the dependency of computations that include real grain shapes on
the amount of real grain images obtained from a 3D X-ray computed tomography
(3DXRCT) by enabling us to generate an arbitrary number of new digital grains
that satisfy the same morphological features as the once yielded by their real coun-
terparts.

1.5 Overview of Thesis
This thesis is organized as follows:

In Chapter 2, analytical expressions connecting macroscopic parameters, namely,
friction Φ and dilation Ψ angles to grain scale quantities such as inter-particle con-
tact forces fα, brach vectors (fabric) dα, and grain kinematics uα, u̇α are derived.
Hence, further analyses are carried out and two necessary and sufficient conditions
for peak strength Φpeak are obtained at the continuum and grain levels. In the same
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way, we use analytical expressions to study the micro-mechanisms that furnish the
volume preserving condition at critical state, i.e., rotational modes and inter-particle
friction independence.

In Chapter 3, a two-dimensional analysis of the connections between grain mor-
phology (roundness and sprericity) and macroscopic critical state parameters, namely,
critical state friction angle Φcs, critical state line slope λ, and critical state line in-
tercept Γ is carried out numerically by taking advantage of state-of-the-art experi-
mental and numerical technics such as 3D X-ray computed tomography (3DXRCT)
and level set schemes (LS) that, combined with a classical discrete element method
(DEM), enable us to computationally simulate grain-to-grain interactions that in-
clude real grain shapes. Hence, we derive trends that provide us with a deeper
insight into the relations between the aforementioned morphological and critical
state parameters. Similarly, the effect of “imperfections” on real grains is studied
by carrying out similar DEM simulations with idealized/simplified grains, which
are morphologically equivalent to their real counterparts.

Chapter 4 introduces a first geometric stochastic cloning (GSC) algorithm to “clone”
real grain shapes. This algorithm is based on the statistical distributions of morpho-
logical features such as aspect ratio, minimum principal directions, spherical radius,
and roundness, which are digitally extracted from a parent sample of real grains ob-
tained by combining 3D X-ray computed tomography (3DXRCT) and level sets
(LS). The algorithm generates new real shaped grains (clones) that follow the same
morphological patterns of the real grains in the parent sample. For this, a stochastic
sampling method such as the acceptance-rejection Monte-Carlo scheme is used to-
gether with a laplacian (curvature) based smoother. In turn, this cloning algorithm
enables us to (departing from a real parent sample with a few thousand grains) gen-
erate an arbitrary number of new grains that display similar morphological charac-
teristics.

Finally, Chapter 5 summarizes some key developments of this dissertation. In the
same way, limitations of the current work are discussed as well as future direc-
tions of research are given. To make this thesis flow better, content repetition is
minimized as much as possible.

This thesis is mostly based on published journal articles [6, 32, 33]. However, there
may be some repetition of concepts as in the case of Chapter 4, which is in the
process of being published as a journal article as well.
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C h a p t e r 2

A MICRO-MECHANICAL STUDY OF PEAK STRENGTH AND
CRITICAL STATE

Published on: International Journal for Numerical and Analytical Methods in Ge-

omechanics [32].

2.1 Introduction
Continuum and discrete modeling of confined granular materials have been two in-
tensively studied and developed fields in the past 50 years. In the case of continuum
modeling, we can trace pioneering works on dilation all the way back to the last part
of the 19th century [71], or even to the last part of the 18th century for works on
granular strength [21]. Thus, these foundational works gave rise to an increasingly
number of fundamental publications along the 20th century [55, 25, 40, 48]. On the
other hand, discrete modeling can be traced back to the origins of newtonian me-
chanics [57]. However, discrete modeling of confined granular materials was not
truly exploited until the end of the 1970’s with the advent of a simple but powerful
computational tool known as the discrete element method (DEM) [23]. With this
tool and the availability of better computational capabilities, in terms of processing
and memory, the simulation of actual arrays of particles was made possible and
available for the scientific community for first time. Thus, ever since the late 1970s,
important contributions on modeling and understudying the governing physics of
the grain scale have been made [78, 79, 2, 59].

A third field has emerged as a consequence of the advances in continuum and dis-
crete modeling of granular materials. This new area of study attempts to find con-
nections and relations between the continuum (macro) and discrete (micro) scales,
so it goes ‘multi-scale’, and specially, continuum modeling can be enhanced with
fundamental information gathered from the micro-scale. Pioneering as well as es-
sential contributions have been made in this regard to connect stress, strain, and
stiffness to the grain-scale, or to measure the impact of orthotropicity and inho-
mogeinity inherent to granular materials [46, 90, 74, 16, 39, 59, 15]. Discrete
simulation and experimentation have also been used to study and understand gran-
ular behavior from a qualitative and statistical point of view. For instance, Radjaï
and Roux [29] have worked on critical state and hysteric processes in two dimen-
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sional granular materials using DEM simulation, or Mooney et al. [56] have carried
out similar work from the experimental setting. Thus, the mentioned works have
established a strong theoretical and experimental foundation for a new framework
in which further studies can be carried out. Hence, in the present work, and tak-
ing advantage of the aforementioned framework, we aim for an enhancement of
our physical knowledge about the material’s behavior at its most fundamental scale
through a deeper analysis of the mechanisms acting at the grain-scale level and
inducing strength. In other words, we attempt to add a couple of words to the an-
swer of a very fundamental question, namely: how does the grain-scale affect the
macroscopic behavior?
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Figure 2.1: Pictorial sketch of the subjects tackled by the present work and its
corresponding contributions.

Based on the multi-scale philosophy just described, the objective of this work is,
as shown by Figure 3.6, to connect three basic grain-scale properties, i.e., con-
tact forces fα, fabric dα, and contact velocities u̇α, to two fundamental macro-
mechanical constitutive quantities such as strength Φ, and dilation ψ. Thus, we aim
to get a few steps closer towards answering the ultimate question: what are the main

microscopic mechanisms inducing macroscopic peak strength, critical state, and

residual strenght? Hence, we begin the present work by investigating the micro-
mechanics of two essential macroscopic physical quantities: average stress 〈σ〉,
and average strain rate 〈ε̇〉. Explicit expressions for these two quantities in terms of
contact forces, fabric, and contact velocities are used [9, 80, 46, 90, 74, 18, 59], and
derived in the case of the average strain rate. Once these micro-macro relations have
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been established, we are able to connect micro-mechanics to strength and dilation
via the non-associative Mohr-Coulomb failure criterion, where stress and strain rate
invariants (deviatoric and volumetric) are directly related to the material’s strength
τmax = p̄ sin (Φ), and dilation ε̇v ≈ 2 ε̇s sin (ψ), as shown by Figures 2.8 and 4.3.
Consequently, explicit expressions for hydrostatic pressure p̄, maximum shear τmax,
and dilation angle ψ, in terms of contact forces, fabric, and contact velocities are ob-
tained. This takes us to the heart of the present work, where, as depicted by Figure
3.6: First, two conditions for peak strength Φpeak are inferred, and for which, corre-
sponding grain-scale expressions are found. Second, vortex-like micro-mechanical
mechanisms furnishing critical state (or steady state) [51, 19] are unraveled ana-
lytically in terms of grain-scale kinematics. Third, the sensitiveness and indepen-
dence of these vortex-like mechanisms on the inter-particle friction coefficient µ,
for low and high enough values of µ, respectively, is proven analytically. This,
at the same time, is directly related to the sensitiveness and independence of the
residual strength Φcv, on low and high enough values of µ [66]. These conditions
and expressions provide us with a deeper insight into mechanisms governing peak
strength such as buckling and high frictional activity as well as a broader physical
understanding of the sensitivity and independence of residual strength on the values
of the inter-particle friction coefficient µ.

Hence, the key contribution of the work presented here is the enhancement of
the theoretical knowledge about the micro-mechanisms inducing and governing
peak strength, critical state and residual strength in confined non-cohesive two-
dimensional polydisperse packings undergoing loading conditions.

Finally, in order to validate the analytical expressions, physical interpretations, and
the concepts developed in the present work, we use Discrete Element Modeling
(DEM) [23] to simulate two types of assemblies: a polydisperse sample, and a
similar packing but surrounded by a regular boundary belt (see: Section 4.4, for
more details). The ‘experiments’ are detailed and illustrated at the end of each
section.

2.2 Macro-strength and micro-mechanics
Let us begin the discussion by introducing an expression that enables us to compute
the average Cauchy stress [18] of an sample of particles as a function of the inter-
particle contact forces and the corresponding branch vectors (see Figure 4.2(a)).
This expression is given by
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〈σ〉 =
1
V

Nc∑
α=1

dα ⊗ fα (2.1)

where 〈σ〉 is the sample’s average stress, V is the sample’s total volume, and the
branch vector, dα, at the α-th contact point (vector connecting the centroids of
two particles in contact at the α-th contact point, see Figure 4.2(a)) is expressed in
components as dα = dα1 ê1 + dα2 ê2 = |dα | cos (δα) ê1 + |dα | sin (δα) ê2, where δα is
the angle between dα and the x-axis (global frame of reference), and ê1, ê2 are the
basis vectors corresponding to the x and y directions, respectively, of the mentioned
global (cartesian) frame of reference.
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Figure 2.2: Inter-particle contact force represented in its normal and tangent (to the
contact point) components. (b): Inter-particle average displacement represented in
its normal and tangent (to the contact point) components, which, in this case, are
placed so the tangent component points outwards of the counterclockwise oriented
CCB (see: Figure 2.7).

Moreover, as shown in Figure 4.2(a), we also use local, normal, r̂α, and tangent,
t̂α, coordinates at each contact point. Hence, we are now able to express the α-th
contact force as fα = f αr r̂

α + f αt t̂
α, where r̂α = sin(φα)ê1 − cos(φα)ê2, t̂α =

cos(φα)ê1 + sin(φα)ê2, and φα is the angle between the unit vector tangent to the
α-th contact point, t̂α, and the x-axis (global frame of reference).

Thus, the tools that we have defined and described so far will be used in the fol-
lowing sections to derive micro-mechanical expressions and conditions for peak

strength that, at the same time, will allow us to obtain meaningful physics that can
help us to improve our understanding about the role played by quantities such as
contact forces and fabric on the build up of macroscopic peak strength of confined
granular arrays under loading conditions.
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Mohr-Coulomb and friction angle
At the core of classical constitutive modeling of granular materials we find the
Mohr-Coulomb [14] failure criterion which, in the two-dimensional case, is de-
scribed by the expression: τmax = σ tan(Φ) + c, as shown in Figure 2.8. Here,
τmax is the maximum shear stress, p̄ is the hydrostatic pressure, Φ is the so-called
internal friction angle, and c is the cohesion inherent to the granular material be-
ing modeled. It is clear that the Mohr-Coulomb criterion defines a line of material
state (represented by τmax and p̄) and what are now seen as fundamental constitutive
properties such as friction angle Φ and cohesion c. In this work, we will focus on
cohesionless materials and therefore assume c = 0.

Furthermore, using Figure 2.8, we recall the definition of macroscopic friction angle
and its relation to principal stresses, namely,

sin(Φ) =
τmax

p̄
=
Λ1 − Λ2

Λ1 + Λ2
, 0 ≤ sin(Φ) < 1 (2.2)

This last expression in combination with the tools and concepts described at the
beginning of this section (see equation (2.1), Figure 4.2, and their corresponding
discussion) will allow us in the following subsection (2.2) to explicitly link macro-
scopic strength,Φ, to micro-mechanical quantities such as contact forces and fabric,
and ultimately, unravel micro-mechanical conditions for macroscopic peak strength
Φpeak.

Peak strength
Linked to the important property of mobilized friction angle, is the concept of a lim-
iting or peak friction angle, as depicted in Figure 2.3. The peak or limiting friction
angle Φpeak represents the ultimate frictional strength that can be mobilized by a

material under given density and confinement. This ultimate macroscopic frictional
strength as well as its links to grain-scale mechanics has been extensively studied
and understood in the last decades, going from very specific cases such as works
on regular packings [75, 84] to more general works [50, 88, 72]. However, a fun-
damental question remains to be answered: what are the specific micro-mechanical

processes or conditions that make an assembly of confined particles reach macro-

scopic peak strenght Φpeak when undergoing loading? Generalization of previous
cited works is still required to shed light into the aforementioned question.

Thus, in this subsection, we look for ways of generalizing the previous work for
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Figure 2.3: Limit friction angle, Φpeak, defined as the maximum strength reached
by a given assembly of granular materials as Λ2 is kept constant while Λ1 increases
quasi-statically.

more sophisticated two-dimensional arrays where arbitrary size discs (polydisper-
sity), and arbitrary shape particles are included. To begin with this analysis, note
that Φ̇ = 0 ⇒ ˙sin (Φ) = 0. Then, maximizing the right-hand-side of equation (2.2)
in time ( ˙

τmax/p̄ = 0), we obtain

dp̄
p̄

=
dτpeak

τmax
⇒ sin

(
Φpeak

)
= C ⇒ Λ

peak
1 = KΛ2︸          ︷︷          ︸

Mohr-Coulomb
failure criterion

where C and K are constant values. Thus, to simplify our analysis (but without
losing generality), we take the bi-axial loading case in which one of the loads, Λ2,
is kept constant, while the other, Λ1, is increased quasi-statically as shown in the
left part of Figure 2.3. Hence, maximizing sin (Φ) in time (see equation (2.2)) gives
us

˙
Λ1 − Λ2

Λ1 + Λ2
= 0 ⇒ Λ̇1 Λ2︸︷︷︸

arbitrary

= 0 ⇒ Λ̇1 = 0

Now, note from Figure 2.8 (Mohr’s circle [62]) that Λ1 = p̄ + τmax, so applying our
last result (Λ̇1 = 0) to this expression, we find that at maximum strength: ˙̄p+ τ̇max =

0. However, from the left part of Figure 2.3, note that in the case of monotonic
loading, and until reaching peak strength: Λ̇1, ˙̄p, τ̇max ≥ 0. From the current
analysis, we therefore obtain two necessary and sufficient conditions that must be
satisfied, namely
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˙̄p = 0 and τ̇max = 0 (2.3)

These semi-Lagrangian conditions imply that when the peak strength, Φpeak, is
reached in bi-axial loading conditions, not only is Λ1 at its maximum, but p̄ and
τmax also reach their maximum values.

Now, let’s try to understand the meaning and implications of these two macro-
scopic necessary and sufficient conditions for maximum strength, from the micro-
mechanical point of view, where inter-particle contact forces, and fabric are the
main variables governing the physical behavior. Applying the local frame of refer-
ence described by Figure 4.2(a) to expressions (2.1), we have that

p̄ =
1

2V

Nc∑
α=1

|dα |[ f αr sin(φα − δα ) + f αt cos(φα − δα )]

τmax =
1

2V

√√√√ Nc∑
α=1

|dα |[ f αr sin(φα + δα ) + f αt cos(φα + δα )]


2

+

 Nc∑
α=1

|dα |
[

f αr cos(φα + δα ) − f αt sin(φα + δα )
]

2

Combining these last equations with conditions (2.3), we arrive at

Nc∑
α=1

ḟ α1 dα1 = 0 and
Nc∑
α=1

ḟ α2 dα2 = 0 ⇔
Nc∑
α=1

��dα �� ḟ αr = 0 and
Nc∑
α=1

dα × ḟαt = 0

(2.4)
which have to be satisfied at peak strength, and are the micro-mechanical counter-
part of conditions (2.3). Furthermore, note that we assume that, at peak strength,
most of the fabric does not present significant changes from its original configura-
tion at the beginning of the loading process, so |ḟα | |dα | � |fα | |ḋα |. This condi-
tion holds for sufficiently dense packings undergoing quasi-static bi-axial loading.

We still can go deeper into our microscopic analysis of peak strength. Provided
that the assumptions of constant fabric made in the last paragraph hold, the only
way in which conditions (2.4) can hold, is if ḟα ≈ 0 contactwise. From numerical
experimentation (as shown in the examples below), we have that at peak strength
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Nc∑
α=1

��� f α1 ��� ,

Nc∑
α=1

��� f α2 ��� ,

Nc∑
α=1

f αr ,

Nc∑
α=1

�� f αt �� are maximum @ peak (2.5)

The two first results can be interpreted as buckling conditions for a two-dimensional
array implying that when peak strength is reached, the sum of its vertical contact
forces reaches its “critical value”, in analogy with classical column theory. The
third result shows that when peak strength is reached, the array also achieves its
maximum confining pressure. This result is consistent with the last result (provided
a Coulomb friction like law, ��� f αt ��� = µ f αr , holds for the normal and tangent compo-
nents of the contact forces), where, if the normal contact forces, f αr , are maximum,
a peak value in the tangent contact forces, f αt , is also expected. Thus, this last result
also implies very high dissipative activity when peak strength is reached as will be
further studied as well as shown in examples 2.2 and 2.3.

Example
In this example we have a two-dimensional polydisperse packing (see Figure 2.4
(Left)) composed of 1438 discs with average diameter of 0.6 units, and ±66.74% of
polydispersity. The discs have an inter-particle friction coefficient of µ = 0.5 [69],
and a friction coefficient of µw = 1E−6 on all the walls. The sample departs from
a hydrostatic state of stress of 100 units of pressure and then undergoes quasi-static
axial loading along the vertical axis while keeping the horizontal stress constant.
This numerical experiment is carried out by using an implicit DEM scheme [35],
where: kr = kt = 7.5E4 (units of force per unit of length) are the effective nor-
mal and tangent stiffness, respectively, u̇2 = 7.5E−5 (units of length per unit of
time) is the vertical loading velocity at the upper wall, and θ = 1 is a numerical
integration parameter and restitution coefficient (backward Euler and perfectly in-
elastic collision, respectively). The peak friction angle yielded by this simulation is
Φpeak = 29.25◦, as shown by Figure 2.4 (Right).

For this example, as illustrated by Figures 2.4 (Right) and 2.5 in agreement with the
peak strength micro-mechanical conditions given by expression (2.5): friction angle
Φ,

∑Nc
α=1 f αr , and

∑Nc
α=1

��� f αt ��� arrive at their respective maximum values at ∼ 3.56%
of axial strain. Then, according to Figure 2.5, once the array leaves maximum
strength,

∑Nc
α=1 f αr and

∑Nc
α=1

��� f αt ��� exhibit a sharp softening process, which is similar
to that observed for the friction angle Φ. Thus, towards 9% of axial strain, the onset
of the steady-state is observed. Moreover, note that according to the peak strength
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Figure 2.4: Left: Polydisperse packing of 1438 discs with inter-particle friction
coefficient, µ = 0.5, in a square container (∼ 25.303 × 22.15 square units) with
frictionless walls, and subject to quasi-static axial loading parallel to the vertical
axis. The sample departs from an initially hydrostatic loading state of 100 units of
pressure. Right: Graph of the evolution of the mobilized friction angle, Φ versus
axial strain (percentage).

micro-mechanical conditions in equation (2.5) and Figures 2.4 (Right), 2.5 (Right),
together with Coulomb’s friction law (��� f αt ��� ≤ µ f αr ), we conclude that maximum
dissipation occurs at the same time as peak strength Φpeak, i.e., the largest number
of sliding contact points along the entire loading process and/or the maximum value
of the corresponding tangent components occur when peak strength is reached.

For the horizontal and vertical inter-particle contact forces, as depicted by Figures
2.4 (Right) and 2.6,

∑Nc
α=1

��� f α1 ��� and
∑Nc
α=1

��� f α2 ��� also satisfy the peak strength condi-
tions (2.5). However, the behavior in this case is in contrast with that presented by
Figure 2.5. Here, the value of

∑Nc
α=1

��� f α2 ��� decays faster than
∑Nc
α=1

��� f α1 ���, suggesting
“buckling” of the assembly (total lost of the original fabric configuration and onset
of flow), with its consequent drop in the lateral confinement and corresponding loss
of strength.

2.3 Critical state and micro-kinematics
Having studied and unraveled some of the links between peak strength and its cor-
responding micro-mechanical mechanisms in terms of contact forces and fabric,
we now attempt to touch upon the micro-kinematical mechanisms governing the

so-called critical state, which, at the continuum level, depends directly on another
important parameter, namely, dilation. However, unlike internal friction, which is
directly dependent on the stress, dilation is better described as a kinematic phe-
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Figure 2.5: For the assembly in Figure 2.4 (Left). Left: Sum of the normal compo-
nents of the contact forces,

∑Nc
α=1 f αr , versus axial strain (percentage). Right: Sum

of the tangent components of the contact forces (in absolute value),
∑Nc
α=1

��� f αt ���, ver-
sus axial strain (percentage). The red dot with black boundary on the axial strain
axis shows the actual value at which the friction angle reaches its peak Φpeak (see:
Figure 2.4 (Right))
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Figure 2.6: For the array in Figure 2.4 (Left). Left: Sum of the horizontal com-
ponents of the contact forces,

∑Nc
α=1

��� f α1 ���, versus axial strain (percentage). Right:

Sum of the vertical components of the contact forces (in absolute value),
∑Nc
α=1

��� f α2 ���,
versus axial strain (percentage). The red dot with black boundary on the axial strain
axis shows the actual value at which the friction angle reaches its peak Φpeak (see:
Figure 2.4 (Right))

nomenon that involves plastic volume changes [92], as illustrated by Figure 4.3.
Thus, neglecting elastic strain rates we can directly connect dilatancy to the total
strain rates, which we assume as plastic. Hence, in order to link dilation to its
micro-kinematical counterparts, we begin this section with the derivation of a new
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expression [10, 8, 91] that enables us to explicitly relate the average strain rate 〈ε̇〉

of an assembly of particles to micro-kinematical quantities such as branch vectors

dα and velocities vα (or u̇α).

Here, we define the small strain rate tensor as in [93]:

ε̇ :=
1
2

(v ⊗∇ + ∇ ⊗ v) (2.6)

Now, using equation (2.6), we can compute the average strain rate 〈ε̇〉 of a domain
Ω with boundary ∂Ω, with corresponding volume V and surface S,

〈ε̇〉 =
1

2V

∫
∂V

(v ⊗ n̂ + n̂ ⊗ v)dS (2.7)

where the identity ∇ · (v ⊗ I) = (v ⊗∇) · I + v ⊗ (∇ · I) = v ⊗∇ and then the
divergence theorem has been applied. Then, discretizing expression (2.7) for two-
dimensional granular media whose boundary particles are successively in contact
with the following particle as links of a closed chain or loop (closed-connected
boundary or CCB), as shown by Figure 2.7, we arrive at the following expression:

〈ε̇〉 =
1

VCCB

NcCCB∑
α=1

|dα |sym(vα ⊗ t̂α) (2.8)

where, VCCB is the volume (area) enclosed by the CCB, NcCCB is the number
of inter-particle contact points contained by the CCB and equal to the number of
particles contained by the CCB (only for the two-dimensional case). In the same
way, |dα | is the length of the branch vector corresponding to the α-th inter-particle
contact point in the CCB, and

vα =
1
2

(vp,α + vq,α) , vp,α =
∂

∂t
x

p,α
c , t̂α = sin(δα)ê1 − cos(δα)ê2︸                              ︷︷                              ︸

for discs

where, the super indices p and q represent the “master” (or basis) and “slave” parti-
cles in contact, respectively, at the α-th contact point of the CCB, and the sub-index
c, represents the centroid of the particle. Finally, t̂α is the outword unit normal to
the branch vector dα as shown by Figure 4.2(a). Also, note that

up,α = x
p,α
c −X

p,α
c , uα =

1
2

(up,α + uq,α) , vp,α =
∂

∂t
up,α =

∂

∂t
x

p,α
c

where, the superindices p and q denote the master and slave particles at the α-th
contact point in the CCB, the subindex c denotes the centroid of the particles, andX
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Figure 2.7: Closed-connected and counterclockwise oriented path corresponding to
the gray discs domain’s “boundary”.

is the position of the centroid of the particles in the CCB at the initial configuration.
Furthermore, as shown in Figure 4.2(b), we use local: normal and tangent coordi-
nates at each contact point. Thus, from the aforementioned Figure, note that uα =

uαr r̂
α + uαt t̂

α, with corresponding time derivative u̇α = u̇αr r̂
α + uαr ˙̂rα + u̇αt t̂

α + uαt
˙̂tα.

Hence, the tools defined, derived, and described so far in this section will be used
in the following subsections to study, from the micro-kinematical point of view,
mechanisms and conditions for critical state and consequent residual strength, while
extracting physics that will help us understand the mentioned micro-kinematical
conditions and mechanisms and its role regarding dilation evolution in confined
granular media undergoing loading.

Moreover, it is worth mentioning that choosing different CCBs for equation (2.8)
might not yield the same results since the domain bounded by each CCB might
change drastically in shape and number of contained particles. However, additivity
of the strains computed from two or more neighboring CCBs holds. Furthermore,
even tough rotations of the grains contained by or on the CCB may or may not
produce macroscopic strain [38, 13], as discussed in the following sections, these
effects are, in fact, taken into account by expression (2.8).

Remark 1.

Finally, it is also worth mentioning that the novelty of expression (2.8), which has
been derived for first time here, relies on the fact that this expression allows us to
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compute directly the average small strains rate tensor of a given packing of two-
dimensional granular materials without the need of further calculations or deriva-
tions. This, in contrast to other previously obtained expression such as the ones
introduced by Bagi [10, 8] or Wellmann [91], which were derived to compute the
average small strains tensor, instead. Thus, in order to compute the correspond-
ing average small strains rate tensor out of the aforementioned expressions, further
mathematical derivations and coding is needed. Here, we have used a similar pro-
cedure as the one followed by [91], but applying additional assumptions as well
as constraints such as the use of closed-connected-boundaries (CCBs). These as-
sumptions and constraints are needed due to the fact that, here, we have derived an
expression for the average small strains rate tensor instead of an expression for the
average small strains tensor as in the case of cited authors.

Non-associative Mohr-Coulomb and dilation angle
As mentioned previously in this section, dilation is an important phenomenon usu-
ally considered in constitutive modeling of granular materials. Hence, the Mohr-
Coulomb failure criterion described in subsection 2.2 has to be modified to take into
account the effects of dilation in the material’s behavior and response to loading.
Thus, the mentioned modification is known as the non-associative Mohr-Coulomb

[14] failure criterion, and is mainly characterized by the plastic strain rate ε̇p not
being orthogonal to the yield surface of the classical Mohr-Coulomb failure crite-
rion τmax = σ tan (Φ) + c (red line in Figure 2.8, c = 0) , but to a different surface,
τmax = σ tan (ψ)+c1 (blue line in Figure 2.8, c1 > 0), which depends on the dilation
angle ψ that, at the same time is a function of the plastic strain rate ε̇p as defined by
Figure 4.3

Then, the dilation angle ψ can be easily computed using the definition illustrated by
Figure 4.3, which basically defines it as the degree of “misalignment” of the plastic
strain rate Mohr-Circle with respect to the origin of the cartesian space ε̇ p − ε̇

p
12,

where ε̇ p and ε̇ p
12 are the volumetric and deviatoric strain rates, respectively.

Moreover, from Figure 4.3, and assuming that the elastic part of the strain rate ε̇e

is much smaller than the plastic part of the strain rate ε̇p, we obtain the following
expression

sin(ψ) ≈
ε̇1 + ε̇2

ε̇1 − ε̇2
(2.9)

Then, applying the local frame of reference shown by Figure 4.2(b) to equation
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Figure 2.8: Non-associative Mohr-Coulomb model: yield function f = 0 and plas-
tic potential g = 0.
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Figure 2.9: Plastic strain rate Mohr’s circle and dilation angle definition.

(2.8) and combining it with expression (2.9), we arrive to

sin(ψ) ≈

NcCCB∑
α=1

|dα |(u̇αt − δ̇
αuαr )√√√√√

NcCCB∑
α=1

|dα |
{
u̇αr sin(2δα ) − u̇αt cos(2δα ) + δ̇α

[
uαr cos(2δα ) + uαt sin(2δα )

] }
2

+


NcCCB∑
α=1

|dα |
{
u̇αr cos(2δα ) + u̇αt sin(2δα ) − δ̇α

[
uαr sin(2δα ) − uαt cos(2δα )

] }
2

(2.10)
which defines a fundamental macro constitutive parameter as the dilation angle ψ in
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terms of micro-kinematical quantities as fabric, contact displacements and contact
velocities in the CBB (see Figure 2.7) of an array of confined particles undergoing
loading. Furthermore, note that the numerator in the right-hand-side of equation
(2.10) contains only tangent components of the contact velocities in the CBB, sug-
gesting that the changes in volume in a confined granular material subjected to

loading conditions are mainly due to changes in the local tangent components of

the velocities at the contact points, which at the same time lead to different mecha-
nisms such as sliding, rotation, and rolling as studied and described in the following
subsections (see Figure 2.13).

Moreover, note that equation (2.10) can be used to study sub-domains inside a given
sample, and, therefore, it can be applied to the study of relations between micro,
meso, and macro scales. However, in the present work we do not exploit the full
potential of the aforementioned expression in the sense of the mesoscale, leaving it
for future works.

Example

For this numerical test, we have a two dimensional sample made of 2314 discs with
a regular boundary belt (876 discs of radius r = 0.25 units, distributed into 4 layers,
and with orientation δ = 60◦ with respect to the horizontal axis), as shown by
Figure 2.10. The boundary belt has been included to facilitate the CCB calculation
(see Figure 2.7), which is still a mathematical issue and a currently active area of
research in its field (see, for instance, [64]), and has been calibrated so the overall
behavior of the polydisperse core is barely affected. Even tough the boundary belt
is not necessary for this example (we could have applied a convex hull instead by
slightly modifying expression (2.8) and its corresponding related definitions), it is
very important for some assumptions and derivations made in the remaining part of
this work as well as for Example 2.3.

Inside the boundary belt there are 1438 discs with an average radius of 0.3 units,
and 66.74% of polydispersity. The sample departs from a hydrostatic state of stress
of 100 units of pressure and, then, undergoes quasi-static axial loading along the
vertical axis while keeping the horizontal stress constant. For this test, we use an
implicit DEM algorithm [35], where: kr = kt = 7.5E4 (units of force per unit of
length) are the effective normal and tangent stiffness, respectively, u̇2 = 7.5E−5

(units of length per unit of time) is the vertical loading velocity at the upper wall,
and θ = 1 is a numerical integration parameter and restitution coefficient (backward
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Euler and perfectly inelastic collision).
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Figure 2.10: Polydisperse sample of 2314 discs with a 4-layers-regular-boundary
belt (876 discs of radius r = 0.25u, orientation δ = 60◦). The discs are confined by
a rectangular container (∼ 29.5 × 25.62 square units) with quasi-frictionless walls
(µw = 1E−6), which, at the same time is subjected to quasi-static axial loading
along the vertical axis. The sample departs from an initially hydrostatic loading
state of 100 units of pressure.

The main objective of this example is to verify the accuracy and effectiveness of ex-

pression (2.10) by comparing the results herein obtained with well known physical

trends and models. Thus, we first check on the maximum dilation angles com-
pared to peak and residual strengths for different values of the inter-particle friction
coefficient µ, as shown by Figure 2.11.
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Figure 2.11: For the sample in Figure 2.10. Peak friction angle (red line), maximum
dilation angle (blue line), and residual friction (green line), versus inter-particle
friction coefficient µ.
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The trends shown by Figure 2.11 (peak strength, maximum dilation, and residual
strength) are well studied and similar figures can be found, for instance, in [66].
Note that Figure 2.11 shows that the sample of Figure 2.10 also follows the typical
independence on the inter-particle friction coefficient µ for high enough values of
it, i.e., µ ≥ 0.4 in this case.

Finally, we check on the trends and relation between friction and dilation, which
have also been well modeled and documented for two and three-dimensional cases
(see, for instance, [30, 29]). Here we focus our attention on two specific cases,
µ = 0.3 and µ = 0.7 [69], where, in the first case, the residual strength is indepen-
dent of the inter particle friction, while in the second it is. The values have been
chosen so the sample fully behaves without bias due to µ being too low or too high.
Corresponding curves for the evolution of the internal friction and dilation angles
in terms of the equivalent strain ε s are shown by Figure 2.12.
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Figure 2.12: For the sample in Figure 2.10. Left: Graph of the evolution of the
mobilized friction angle, Φ, and the dilation angle, ψ (computed from equation
(2.10)) for an inter-particle friction coefficient µ = 0.3, versus axial equivalent
strain ε s. Rigth: Graph of the evolution of the mobilized friction angle, Φ, and
the dilation angle, ψ (computed from equation (2.10)) for an inter-particle friction
coefficient µ = 0.7, versus axial equivalent strain ε s.

Now, we are able to validate the results shown in Figure 2.12 with respect to three
well known models connecting residual strength, maximum dilatation and peak
friction for plane strain, i.e., sawtooth [30], Taylor [83], and Bolton [12] as shown
in the Table 3.2.

From Table 3.2, we therefore, conclude that, as in [30], Bolton’s model is the most
accurate, being, on the other hand, the Sawtooth model the least accurate in this
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µ Φpeak Φcv ψmax Model Expression Error

0.3

0.7

25.64

42.3

15.63

21.98

13.83

24.41

Sawtooth

Taylor

Bolton

Φpeak = ψmax + Φcv

tan
(
Φpeak

)
= tan (ψmax) + tan (Φcv)

Φpeak = 0.8 ψmax + Φcv

14.9%

9.67%
9.58%

5.77%
4.11%

1.87%

Table 2.1: Validation of the results shown in Figure 2.12 using the Sawtooth, Taylor,
and Bolton models for plane strain.

case overshooting the actual value for peak strength. Hence, we have validated
expression (2.8) qualitatively and quantitatively. This provides a strong basis for the
assumptions and derivations regarding critical state kinematics and residual strength
independence on the inter-particle friction coefficient, and which are carried out in
the subsequent subjections of this article. Further validation and analysis of this
array’s mechanical behavior and derived expressions will be given in Example 2.3.

Critical state
After verifying in Example 2.3 the accuracy and validity of expression (2.10) to
compute the dilation angle ψ in terms of micro-kinematical quantities as fabric,
contact displacements and contact velocities in the CBB (see Figure 2.7) of an as-
sembly of confined particles undergoing loading conditions, we are able to use this
expression to study from the micro-kinematical point of view an important phe-
nomenon related to dilation such as critical state [70, 81, 92] where the volume of
a confined assembly of particles undergoing loading does not change in time. This,
then enables us to dig deeper into the micro-mechanisms behind residual strength
Φcv, see Example 2.3, that is recalled as the strength at critical state, which, at the
same time, remains constant as the loading process evolves into the critical state
regime. Thus, when a given array of particles goes into critical state, and from
equation (2.10) , note that

ε̇v = 0 ⇒

NcCCB∑
α=1

|dα |(u̇αt − δ̇
αuαr ) = 0 (2.11)
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and since |dα | > 0, we assume a stronger form of the micro-mechanical condition
(2.11) for critical state, i.e., u̇αt = δ̇αuαr . Moreover, note that, by definition

u̇αt = u̇α1 sin(δα) − u̇α2 cos(δα)︸                         ︷︷                         ︸
translation

(
u̇αtT

) + δ̇αuαr︸︷︷︸
rotation

(
u̇αtR

)
so, applying this last definition to the stronger form of the micro-mechanical con-
dition for critical state (2.11), we have that

u̇αtT = 0 @ critical state

(2.12)
where, u̇αtR and u̇αtT are the rotational and translational parts of the local tangent
component of the velocity u̇αt at the α-th contact point in the BCC. Thus, conditions
(2.12) imply that at critical state rotational mechanism furnish most of the grain-

scale kinematics as proposed, for instance, in [20, 2], and observed experimentally
by authors such as [51, 19].

On the other hand, these rotational mechanisms can be produced in different ways
by sub-mechanisms acting at the contact level, namely, sliding, rotation or rolling
of the particles as depicted by Figure 2.13. Hence, we also use the mentioned sub-
mechanisms to study and infer into the micro-mechanics of residual strength and its
independence on the value of the inter-particle friction coefficient, when this is high
enough, as a phenomenon parallel and related to critical state of granular materials.
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Figure 2.13: The three fundamental mechanism of vorticity in granular materials:
sliding, rotation, and rolling

Thus, we close this subsection by introducing an analytical proof of the afore-
mentioned independence of the vortex-like mechanisms on the inter-particle fric-
tion coefficient µ when its value is high enough, and on the sensibility of residual
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strength for low values of µ [66]. Hence, by parallelism, the sensitiveness and in-
dependence of the residual strength Φcv on low and high enough values of µ is,
therefore, proven. Although the proof herein offered is valid for packings made of
two-dimensional cohesionless discs with random sizes (polydisperse), there is no
loss of generality and, therefore, can be assumed for more general cases.

We begin by considering Coulomb’s friction law | f αt | ≤ µ f αr , where f αr is taken
as positive and can be obtained by assuming Hooke’s law f αr = k∆rα, where by
definition, ∆rα := |dα |0 − |dα | = X q,α

r − X p,α
r − (xq,α

r − xp,α
r ), so we can write the

displacement of the α-th contact point in the CCB uαr in terms of ∆αr , and after some
manipulation we arrive to the following inequality

uαr ≤ −
1
µk



α−1∑
β=0

| f βt | +
1
2
| f αt |


 (2.13)

where ��� f 0
t
��� corresponds to ∆r0 which, at the same time, is the normal stretch of an

arbitrary branch vector in the CCB where it can be known or imposed. Hence, con-
dition (2.12) and inequality (2.13) enable us to go into a deeper analysis about the
role played by the inter-particle friction coefficient µ on residual strength, proving
us with a powerful tool to study each of the rotational sub-mechanisms described
in subsection 2.3 (sliding, rotation, and rolling) and illustrated by Figure 2.13 in
relation to µ. See Appendix A for details and complete proof.

Example
This example is a continuation of Example 2.3, all the results and data shown here
are taken from the same simulation performed for the mentioned example. In this
case, the objective is to carry out some numerical verification of expression (2.12),

and to show additional numerical evidence on the analytical proof about the inde-

pendence of the residual strength on the inter-particle friction coefficient (at critical

state) given in the last part of subsection 2.3.

First, we look at expression (2.12). With this aim, we have plotted the evolution
of

∑NcCCB

α=1 |dα | u̇αt (blue line) and
∑NcCCB

α=1 |dα | δ̇αuαr (red line) with respect to the
equivalent strain ε s for inter-particle friction coefficients of µ = 0.1, 0.5 and 0.9
(from left to right, respectively) as shown by the third row of Figure 2.14. Hence,
and using the vertical green line that marks the onset of critical state for all the plots,
it can be seen that at the mentioned point and thereafter

∑NcCCB

α=1 |dα | u̇αt converges
to

∑NcCCB

α=1 |dα | δ̇αuαr , which at the same time implies that u̇αt −→ u̇αtR in agreement
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with expression (2.12). This in mechanical terms means that all the tangent veloc-
ities at the contact points on the CCB are being generated by angular rotations of
the corresponding brach vectors.

Thus, the physical phenomenon described in the last paragraph and illustrated by
the third row in Figure 2.14, also implies the development of high vorticity or gran-
ulance inside the array, as shown by Figure 2.15, which in fact, has been exper-
imentally found to be a dominant mechanism at critical state in two-dimensional
arrays [51, 19].

Second, we use the fourth row in Figure 2.14 , where the evolution of the percentage
of sliding contact points inside the whole array in terms of the equivalent strain
ε s for values of the inter particle friction coefficient µ = 0.1, 0.5, and 0.9 (from
left to right, respectively) is plotted to help us extract meaningful physics out of
the analytical proof about the independence of the residual strength on the inter-
particle friction coefficient (at critical state) given in subsection 2.3. Thus, note
from the aforementioned row in Figure 2.14 and from the vertical green line that
once critical state kicks in the total number of sliding contact points has reached a
pretty well stablished steady state (constant value), which at the same time is the
minimum percentage of sliding contact points along the loading process (it also
implies that the number of contact points rotating or rolling, see also Figure 2.13,
becomes maximum and constant), i.e., at this point and thereafter dissipation is
minimum and the flow of contacts going into or leaving sliding mode either remains
unchanged or vanishes.

Furthermore, Note that for µ = 0.1 the steady state percentage of sliding contacts
is around 22%, while for µ = 0.5 and µ = 0.9 the steady state goes around 4% and
2%. Hence, we conclude (and from additional data for other values of µ) that when
the percentage of sliding contact points at steady state goes below 10%, then the
corresponding residual strength becomes independent on the inter-particle friction
coefficient. This is consistent with the last part of the proof given in Appendix A,
where the case in which µ → 0 is analyzed and a sensitiveness to small values of
µ is shown. Hence, this “sensitiveness” is explained from the relatively high per-
centage of sliding contact points at steady state (around 22% for µ = 0.1) for small
enough values of µ, implying a very logical and expected conclusion: the lower the

value of µ the more contact points are sliding, and therefore the more dependent

on µ becomes the assembly provided Coulomb’s friction law holds, but “paradox-
ically” µ’s value is very close to be null. On the other hand, a low percentage of
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Figure 2.14: For the sample shown by Figure 2.10, for each column (inter-particle
friction coefficient µ = 0.1, 0.5, and 0.9), and from top to bottom: friction Φ and
dilation ψ (computed from equation (2.10))) angles, porosity, convergence of the
critical state micro-mechanical criterion (2.12), percentage of contact points sliding,
versus equivalent strain ε s.

contact points at critical state also implies that the two governing micro-mechanical
mechanisms are rotation and rolling, which explains the high vorticity as shown
by Figure 2.15. Moreover, a similar phenomenon has been also observed in gran-
ular systems without friction, or systems with blocked rotations. However, it is
worth mentioning that these kinds of systems are unrealistic and usually used as
artifacts to qualitatively match the behavior of real angular or “lubricated” materi-
als by simulating them with simpler shapes such as discs or spheres. Furthermore,
as mentioned before, the independence of a granular packing on the inter-particle
friction coefficient µ has been previously shown [66].

Thus, the analysis introduced in the last paragraph has been simplified and summa-
rized in Table 2.2 for a better and more comprehensive interpretation of the work
herein developed.
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Independence on: Inter-particle friction, µ
Main mechanisms: Rotation and Rolling (Figure 2.13)

Particular Cases:
• Systems Without Friction: Grains do not roll nor slide but rotate individually

• Blocked Particle Rotations: Grains do not roll nor slide but rotate in clusters

Table 2.2: Mechanisms governing critical state vorticity.
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Figure 2.15: Fluctuating part u̇′p of the particles velocity field obtained by Reynolds
decomposition with space averaging [24] in each direction during critical state
regime for an inter-particle friction coefficient µ = 0.6, and where the arrow color
is graded by magnitudes of fluctuation velocity. Left: At time step = 55, with
corresponding equivalent strain ε s = 0.1826. Right : At time step = 62, with corre-
sponding equivalent strain ε s = 0.2096.

Finally, we also use the fourth row in Figure 2.14 to shed more light on the last
of the micro-mechanical conditions (2.5) for peak strength and its corresponding
numerical result shown by Figure 2.5 (Right). Thus, note from the first and fourth
rows in Figure 2.14 that even tough the maximum percentage of sliding contact
points is not precisely reached at peak friction angle, it is reached very close to
it, so at peak strength a very high percentage (close to the maximum percentage)
of contacts are, in fact, sliding in agreement with the last of the micro-mechanical
conditions (2.5) for peak strength and Figure 2.5 (Right), which imply and show,
very high dissipation at peak strength.

2.4 Closure
We have presented an analytical procedure to study continuum-scale phenomenol-
ogy in two - dimensional non-cohesive granular materials from the grain-scale point
of view, and which uses a stress invariant-based constitutive model such as the
non-associative Mohr-Coulomb criterion, from where, two key phenomenological
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states, i.e., material peak strength (friction angle) and critical state (dilation angle)
were directly related to forces, kinematics, and fabric at the grain level. Regarding
peak strength, this procedure enabled us to infer two necessary and sufficient con-
ditions that can be applied to both: continuum and grain scale levels, and which
give us a deeper insight on the underlying frictional micro-mechanisms furnishing
macroscopic peak behavior as well as related buckling phenomenon. Moreover, for
critical state, this procedure helped us to analytically unravel the dominant micro-
kinematical mechanisms driving the macroscopic behavior, which, at the same time,
led us to an analytical proof of the independence and sensitiveness of the residual
strength on high and low values of the inter-particle friction coefficient, respec-
tively. Finally, this framework was validated through three numerical tests, which
were also used to illustrate the potential of the framework in helping us analyze and
understand macroscopic properties and phenomenon starting at the grain level.
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C h a p t e r 3

EFFECTS OF GRAIN MORPHOLOGY ON CRITICAL STATE: A
COMPUTATIONAL ANALYSIS

Published on: Acta Geotechnica [33].

3.1 Introduction
The role played by grain morphology in the strength and physical behavior of a
given granular material subjected to confinement has been broadly and intuitively
accepted throughout the history of soil and geomechanics. However, even though
some works [73, 54, 53, 77, 17, 49] have already looked into the connections be-
tween these two apparently different features of the same material, there are still
important relationships to be unraveled. Furthermore, due to the complex morpho-
logical characteristics of real grains, this subject has been mostly studied from the
experimental setting, which does not always count with the necessary tools and
technology to properly measure fundamental phenomena, and, when effective, a
good amount of time and resources need to be expended in designing, setting up,
and running a given experiment. This has always represented a major issue that
has given rise to the use of emergent techniques such as computational simula-
tion through mathematical models and numerical methods that, once validated and
calibrated, can mimic the real experiment, allowing for the study of the same phe-
nomena in a faster, less expensive and safer way. Since the late 1970s, a series
of explicit and implicit numerical models called discrete element methods (DEM)
[23] has been widely used to understand the grain-to-grain interactions and their
connections with the material’s macroscopic behavior. However, these numerical
techniques face several limitations related in particular to capturing the shapes and
textures of real grains. Many models and assumptions ranging from spherical and
polyhedral grain shapes [26, 1] to rotational constraints of the grains [60] have been
implemented and used to account for and mimic the effects produced by real parti-
cle shapes in granular processes. With the advent of new computational techniques
together with a increase in processing capabilities, discrete element methods have
also incorporated more sophisticated techniques such as particle clustering [27, 7]
that have allowed for better and more accurate approaches of reality in terms of
particle shapes. However, none of these techniques have thoroughly succeeded in
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mimicking and, therefore, in studying the effects of particle morphology as well as
quantifying the amount of detail needed when mimicking a real grain to actually ob-
tain a similar quantitative and qualitative mechanical behavior to the one displayed
by the real material. The combination of new experimental techniques such as x-ray
computed tomography (XRCT) [42] and mathematical representation of real shapes
through the use of NURBS [4, 44], has proven very effective but computationally
costly, so further efforts have continued in order to gain computational efficiency
with these new technologies.

The objective of this work is, as shown by Figure 4.1, to take advantage of a new
DEM scheme applied for first time here to study the connections between real grain
morphology, i.e., sphericity and roundness, and critical state (CS) parameters such
as critical state line slope λ and intercept Γ, and critical state friction angle Φcs. We
have chosen sphericity and roundness as the morphological parameters to be used
in this study due to their widespread use within the fields of geotechnics, geome-
chanics and soil mechanics. Sphericity has several different definitions, but the one
used in this work is

S =
rin,max

rcir,min
(3.1)

where rin,max is the maximum inscribable radius and rcir,min is the minimum cir-
cumscribable radius of a given particle. Roundness is defined as

R =

N∑
1

ri

N

rcir,min
(3.2)

where ri is the radius of curvature at the ith corner and N is the total number of
corners. Classical works such as [77, 17, 86, 36, 68, 37, 11] have already used the
aforementioned parameters (using the same definitions) to study the connections
between particle morphology and constitutive behavior. Thus, the ultimate goal is
to quantify and qualify the dependency of the CS parameters on each morphological

feature. Furthermore, part of the aforementioned goal is to answer a fundamental
question: how much detail does an avatar model actually need to account for in or-

der to faithfully reproduce the mechanical response of its real counterpart? Hence,
we begin the present work by introducing the fundamentals of the new level set
discrete element method (LS-DEM) [34], that enables the digitalization and DEM
simulation of real grain shapes. Then, LS-DEM is used to generate a digital version
(avatar) of a two-dimensional real experiment [51], that allows us to validate the
method and calibrate its parameters. It is worth mentioning that in the validation
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process we have been able to match the experimental results not only qualitatively
but also quantitatively as depicted by Figure 3.5. Finally, some additional observa-
tions and remarks about the experiment are also included.
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Figure 3.1: Critical state parameters such as CSL slope λ, CSL intercept Γ, and CS
friction angle Φcs, do not depend on the inter-particle friction coefficient. However,
it has been experimentally shown [17] that these parameters depend heavily on the
particle’s morphology via sphericity and roundness. For this study, the CSL slope λ
and intercept Γ were obtained by taking each sample (for each type of particle) into
critical state (as described in Section 4.4) for different values of the applied normal
pressure, i.e., 8.7, 21.7, 43.5, 87.0, 174 348 and 696 kPa. Then, a graph log10 (p)
v.s. e (void ratio) is obtained and the critical state line is approximated by a least
squares fitting. Finally, the CSL intercept Γ is computed for all the particle shapes
at a reference pressure of 1.78 Pa (close enough to the e-axis).

Once LS-DEM has been calibrated, we use it to capture the shape of twenty differ-
ent two-dimensional cross sections of real grains [17], which have been previously
classified according to their morphological features. Then, for each of these real
grain shapes, we run simulations using the same experimental set up and bound-
ary conditions as the calibration process, and from where the values of the three
critical state parameters (CSPs) previously mentioned are computed. With these
results, our investigation focuses on the characterization of each CSP in terms of
grain sphericity and roundness as well as in terms of the grain’s regularity. Then,
we add geometrical idealizations/simplifications that are morphologically equiva-
lent to each of the five real original shapes. These “idealized” grains allows us to
isolate and study the effect of the “imperfections” of real shapes on the values of the
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CSP, thus, helping us to have a better understanding of how much detail, in terms
of shape, may be needed to obtain a good enough approximation to the actual value
of each of the CSP. While the term “good enough” is specific to each application or
use of the CSP, having a basic idea about the sensitivity of each type of particle to
idealization may contribute to a deeper understanding of the impact that detail and
shape have on the macroscopic behavior of a granular array.

Hence, the key contribution of the work presented here is the application of a new
numerical tool (LS-DEM) to the study of the connections between grain-scale fea-
tures such as sphericity and roundness that, so far, have been exclusive to the realm
of experimental granular mechanics, and macro-scale parameters such as those
characterizing critical state. This opens a new avenue for numerical simulation and
analysis of the behavior of real and complex granular materials, with potentially
countless applications, uses and capabilities.

Finally, the main observations and remarks have been summarized in a table (see,
Table 3.2), which is attempted as a consulting tool for basic knowledge on when to
simplify a particle’s shape in order to obtain a rough, but still good, approximation
to the actual value of a given CS parameter.

3.2 Level Set Discrete Element Method
The Level Set Discrete Element Method (LS-DEM) [34] is a variant of the discrete
element method [23] that is able to account for particle shape using level sets as a
basis for geometric representation. Level sets are versatile in that they are able to
capture both smooth edges, such as those found in discs and disc clumping repre-
sentations, as well as sharp corners, such as those found in polygonal representa-
tions. Furthermore, contact algorithms involving level sets are inexpensive. Finally,
the use of level sets in the characterization of X-Ray Computed Tomographic im-
ages of granular assemblies [85] allows seamless transition from characterization
to simulation.

Level Set Description
A level set is a scalar-valued implicit function φ(x) whose value is the signed dis-
tance from a point x to an interface [63]. In the context of LS-DEM, the afore-
mentioned interface is the particle’s surface, and consequently, φ(x) is unique for a
given particle shape.

Values of level set functions are stored at discrete grid points, and values between
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grid points are found via interpolation of stored values at surrounding grid points.
As such, a level set is able to define the surface of a particle (Figure 3.2), albeit
in a much different manner than other particle representations such as polygons or
clumping. Level set functions can either be constructed via analytic formulations
of geometric shapes or through the image-based method described in [85], both of
which are utilized in this work to generate the idealized and real shapes, respec-
tively.

Boundary Node Discretization

Figure 3.2: Particle representation. The value of the level set function is indicated
by color, and boundary node discretization points are plotted in black.

LS-DEM uses a node-to-surface contact algorithm that is utilized in finite element
models [41] as well as discrete element models [4] for the handling of nonconvex
particles with multiple contact points as well as computational ease, whereby nodes
are seeded onto the surface of each particle. The density of nodes on a given par-
ticle is a matter of choice and has implications on particle behavior; however, we
find that seeding with a maximum node-to-node spacing of less than d/10, where
d is the particle diameter, is adequate to capture particle morphology as higher
nodal densities have a negligible impact on behavior. Contact is then determined
by checking each node of a master particle against the boundary of a slave particle
for penetration.
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Master
Slave

Figure 3.3: Illustration of intersecting particles. Point p of the master particle,
seeded from boundary node discretization, is penetrating the slave particle, with
penetration distance φ(p) and contact normal ∇φ(p). Overlap is exaggerated for
clarity.

Level Set Contact Algorithm
The contact algorithm is the closest point projection (CPP) of all master nodes onto
a slave level set. Given a master node at point p and slave particle represented by
the level set φ(x), the penetration distance g(p) and the contact normal ν(p) are
found by the CPP algorithm, which is as follows:

1. g(p) = φ(p): the penetration distance is equal to the value of the level set
function.

2. ν(p) = ∇φ(p): the contact normal is equal to the gradient of the level set
function. The level set formulation ensures that the magnitude of the gradient
is unity.

Figure 3.3 shows an example of a master node penetrating a slave particle. Due
to the level set formulation, g(p) and ν(p) are very computationally inexpensive
since they can be found from a single bilinear interpolation of grid points of φ
surrounding p. Nodal shear displacements (for frictional purposes) are computed
as in [4] once the contact normal ν(p) is found.

Equations of Force and Motion
The equations of force and motion follow directly from the original discrete element
method [23] with the only differences being

1. Each particle’s nodes are treated independently, where each node contributes
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and stores its own normal and frictional forces and moments which are then
summed across all contacting nodes for that particle.

2. LS-DEM includes moments from eccentric normal forces [22, 4] which do
not exist in the original discrete element method due to particles being discs.

It is important to note that, during motion, φ(x) remains in a reference configu-
ration and that all contacts are calculated by moving nodes of the master particle
(in the current configuration) into the reference configuration of the slave’s level
set, computing contact forces, and moving those forces to the current configuration.
This prevents the need to ever update φ(x) which can be quite costly if it lies on a
fine grid.

See Appendix B for more details on the technical aspects and theory of LS-DEM.

3.3 Calibration and Validation
The objective of this section is to calibrate the recently developed LS-DEM ac-
cording to the setup and results obtained by [51] regarding fundamental physical
phenomena such as eddies and vortices in dense granular two-dimensional flows
made of discs undergoing shear. Using LS-DEM, we first try to reproduce the
curves obtained in [51] using the same disc size distribution as in the real experi-
ment, i.e., equal amount of discs with diameters 12, 15, and 20 mm, used to prevent
crystallization.

The avatar experiment contains 384 discs sheared, as in the original experiment, by
a belt-like system (top and bottom layers of red semi-circles with a 6 mm radius and
a centre-to-centre spacing of 14 mm, see lower part of Figure 3.4) while subjected
to periodic boundary conditions on the left and right walls. Different shear rates, Γ̇,
between 0.08 to 0.8 s−1 are applied with the belts to match those used in [51], which
also vary between 0.08 to 0.8 s−1. The cyan curve in Figure 3.5 corresponds to the
average of the normalized curves obtained for each shear rate, while the red curve
represents the theoretical approach introduced in [51]. Here, we have followed the
same procedure as in the experimental counterpart (blue curve in Figure 3.5).

The procedure described in the former paragraphs is repeated several times while
tuning material parameters and coefficients needed by the LS-DEM scheme such
as global damping and particle’s stiffness until matching the experimental results as
closely as posible, and as shown by Figure 3.5. The values of the tuned parameters
and coefficients are displayed in Table 3.1. Furthermore, note that the particle’s
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Figure 3.4: Upper Figure: Original experiment (Stadium Shear Device) with plas-
tic cylinders. Time averaged profiles of average particle diameter (blue) and solid
fraction (red). Lower Figure: LS-DEM avatar experiment. Time averaged profiles
of average particle diameter (blue) and solid fraction (red).

density corresponds to nylon, which is the material used for the discs in the experi-
mental setting. In the same way, inter-particle friction and belt friction correspond
to those from nylon and rubber. For particle and belt stiffness, we have calibrated
it to give physically reasonable deformations with respect to the applied pressure.
This, left global damping as the only parameter that was entirely tuned to match the
experimental results.

From the LS-DEM avatar experiment, we observe that the phenomena under study
is pressure dependent. Hence, the shapes of the curves of Figure 3.5 could change
drastically according to the pressure applied on, or produced by the walls (top and
bottom). This pressure dependency of the strain rate γ̇ is not included as part of the
scope of [51] but we think it is worth mentioning so it can be taken into account for
future works on the subject.

Our simulations also show that the phenomena under study is global damping de-
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Figure 3.5: Experiment (blue line), theoretical approach (introduced in [51], red
line), LS-DEM (cyan line). Averaged normalized shear rate profile.

value unit

Particle density
Particle stiffness
Belt stiffness
Inter-particle friction
Belt friction
Global damping
Contact damping

1150 kg/m2

2.6 × 107 N/m
2.6 × 106 N/m
0.25 -
0.6 -
0.7 1/s
0 1/s

Table 3.1: Values of the tuned mechanical parameters and coefficients used for the
LS-DEM avatar experiment.

pendent (reflected in the experiment as friction between the top and bottom of the
cylinders with the glass cover and base). The original work [51] claims that the
results were obtained in the absence of base friction; however, our results suggest
that the amount of global damping does, indeed, affect the shape of the velocity
profile.

On the other hand, and according to Figure 3.4, the average profiles correspond-
ing to the average diameter Davg and solid fraction φavg that were obtained from
our simulations do not much their experimental counterparts. We are not sure of
how these results were computed or derived by [51]. However, we have carried out
simulations for different values of grain stiffness and global damping without being
able to match the corresponding experimental results with enough accuracy. Fur-
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thermore, from a quick calculation of the average diameter, i.e., (12mm + 15mm +

20mm)/3 = 15.666mm it is clear that the results from our simulations are closer to
this “quick average” than the ones computed by [51].

Once the set of parameters and coefficients was calibrated, we were able to obtain
very close results to those from the real experiment [51], as can be concluded from
Figure 3.5. However, we could not properly match the values for the time average
profiles of average particle diameter and solid fraction (see, Figure 3.4), where we
obtained lower and higher values, respectively.

Finally, in this section, we have shown that LS-DEM can also be used for classical
shapes as discs and spheres and that we can calibrate the method to match real
experimental results not only qualitatively but also quantitatively as best as possible.

3.4 Particle Morphology and Morphology Idealization Effects on Critical State
Parameters

Once the avatar experiment has been calibrated, we proceed with our main aim of
studying the effects played by particle morphology, i.e., how changes in sphericity
and roundness (as defined by [17]) affect the macroscopic behavior of a given array
of particles. These changes in macroscopic behavior due to the particle’s morphol-
ogy have been broadly and intuitively accepted, but there are only a few works [77,
17] that actually look for comprehensive correlations and physical relationships be-
tween these two different scales cohabiting and interacting at the same time as a
granular media reacts to external excitations. For our study, we use some of the
shapes corresponding to two-dimensional slices of real particles given in [17], and
shown in Figure 3.6. Each real shape is located right next to its corresponding mor-
phological “idealization”, and according to its roundness and sphericity values (x

and y axis).

In particular, we focus our work on critical state parameters such as CSL slope λ,
CSL intercept Γ, and CS friction angle Φcs (see, Figure 4.1), which have already
been shown to be independent of the inter-particle friction coefficient [82, 66] (for
values of the inter-particle friction coefficient µ greater than 0.1), reason for which
we rule out this morphological parameter (that is a measure of smoothness, see
[17]) from this study, narrowing our attention to only sphericity S, and roundness
R.

As we wonder about the ways in which particle morphology affects macroscopic
behavior, an important question raises: how much detail does an avatar model ac-
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Figure 3.6: Real particles taken from Figure 1 in [17] and corresponding idealized
particles used in the present work to study the effects of morphology and idealiza-
tion on critical state parameters. The particles have been classified according to
roundness (x-axis) and sphericity (y-axis).

tually need to account for in order to faithfully reproduce the mechanical response

of its real counterpart? While “faithfully” is a relative and broad term that heavily
depends on the context, i.e., the type of uses and application as well as the accuracy
needed for each one, this is a very relevant question that, once answered, might help
to simplify as well as optimize procedures and computational cost for some cases
and applications. Hence, in the present study, we have also included “idealized”
particles with similar values of sphericity and roundness as the ones computed from
their corresponding real counterparts (see, Figure 3.6), which, in turn, will help us
to understand how the amount of “detail” given to the avatar affects or modifies the
macroscopic response.

Remark 1.

Although it was already mentioned in section 4.1, it is worth emphasizing the rea-
sons that led us to the choice of sphericity and roundness as the parameters to study
the effects of grain morphology on critical state was due to their widespread use
within the fields of geotechnics, geomechanics, and soil mechanics. Classical works
such as [77, 17, 86, 36, 68, 37, 11] have already used roundness and sphericity to



43

study the connections between grain morphology and constitutive behavior.

Furthermore, it is well known that these parameters provide relevant information
regarding the grain and sub-grain scales: sphericity gives information about the
morphological features related to the grain’s diameter scale O(d), whereas round-
ness takes into account morphological information coming from a smaller scale
O(d/10). This distinction allows us to identify and separate the mechanical effects
induced by each of these scales.

Sensitiveness to Idealization and Dependency on Regularity
In this subsection, we analyze the sensitiveness to idealization of each individual
CS parameter, i.e., λ, and Γ which has been computed for all the particle shapes
at a reference pressure of 1.78 Pa (close enough to the void ratio axis), and Φcs

as well as their individual dependency on the particle’s regularity ρ, defined as the
average between sphericity and roundness [17]. This analysis may be useful for
some applications where only one or a set of CS parameters are needed or more
relevant, and the simulation process wants to be optimized. Thus, one may take
into account this analysis (or a similar one) to decide on whether or not to use an
idealized particle instead of its real equivalent to compute the aforementioned set
or subset of parameters.

• λ: In general, real particles seem to be more sensitive to changes in regularity,
ρ, than the idealized ones. The difference in the slopes, corresponding to the
linear interpolations, gives a ratio real to ideal of 2.55 (see Figure 4.2). The
goodness of fitting is also higher for real particles, R2 = 0.91, compared to
R2 = 0.72 in the case of idealized particles.. This indicates that the surface
λreal (S,R) is smoother and flatter than the surface λideal (S,R) as evidenced
by Figure 4.5.

• Γ: From Figure 4.3, note that real particles are more sensitive to changes in
regularity, ρ, than idealized particles, showing slopes of 18.26◦ and 5.54◦,
respectively in the linear fittings. This corresponds to a ratio real to idealized
of 3.4. In the same way, the goodness of fitting is also higher for real particles,
R2 = 0.9, versus R2 = 0.54 for idealized particles, indicating, once again, a
much smoother and flatter surface Γreal (S,R), as confirmed by Figure 4.7.

• Φcs: Idealized particles are slightly more sensitive to changes in regularity, ρ,
than real ones as shown by Figure 4.4. The ratio real to ideal of the slopes of
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Figure 3.7: Values of the CSL slope, λ, of ideal (blue columns) and real (red
columns) particles sorted with respect to particle’s regularity, ρ.

the corresponding linear fittings is 0.83, indicating a similar behavior in both
cases. Regarding goodness of fitting both types of particles show similar
values as well: R2 = 0.67 and R2 = 0.52 for real and idealized particles,
respectively. This shows that none of the surfacesΦreal

cs (S,R) andΦideal
cs (S,R)

are smooth and flat, as can also be inferred from Figure 4.9.

Moreover, it is worth noting that all the CSP under analysis, in general, show
higher values for real grains than in the case of their idealized counterparts,
as clearly illustrated by Figures 4.2 to 4.4.

Unlike [17], we consider λ highly dependent on regularity, ρ. For instance, in the
ideal case, whose slope is 0.018, which, in fact, seems negligible, we observe that
λ goes from ≈ 0.038 at ρ = 0.2 to ≈ 0.025 at ρ = 0.9 (see Figure 4.2). This
represents a change of 34.2% in the value of λ. In the same way, the values of Γ
in the idealized case go from ≈ 0.43 to ≈ 0.36 for the same values of ρ as in λ

(see Figure 4.3). This accounts for a change in the value of Γ of ≈ 16%. Φcs for
the idealized particles, and evaluated at the same values of ρ as the in the cases of
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columns) particles sorted with respect to particle’s regularity, ρ.

λ and Γ, goes from ≈ 27◦ to ≈ 16◦, giving a change of ≈ 41% in the values of
this parameter (see Figure 4.4). The percentages of changes of λ, Γ and Φcs for
the real case are approximately 57%, 40%, and 35%, respectively. Note that CSP
corresponding to the real particles, except for Φcs, are much more sensitive with
respect to ρ (see, Table 3.2), with λ showing the most variability, unlike what is
claimed by [17].

This suggests that taking into account the values of the slopes of the linear fittings
solely may be misleading in the analysis on how a parameter depends on other,
especially in this case, where the nature of each critical state parameter is different,
but each parameter is plotted against the same range of values of the same variable,
ρ. Finally, from Figures 4.2, 4.3 and 4.4, note that a general trend holds equally for
all the parameters independently if they come from real or idealized particles, i.e.,
as ρ increases λ, Γ, and Φcs decrease, which was also reported in [17].

Dependency on Sphericity and Roundness: Real v.s. Ideal
Plotting the critical state parameters λ, Γ, and Φcs in terms of regularity, ρ, makes
the plots simpler and easier to read. However, by doing so, a good amount of detail
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regarding the behavior of the aforementioned critical state parameters with respect
to specifically sphericity and/or roundness is lost. These details are preserved and
can be read in the contour levels shown in Figures 4.5, 4.7 and 4.9, which have been
computed from 20 different grains according to values of roundness and sphericity
shown by Figure 1 in [17].

As mentioned before, from the goodness of fitting we concluded that the contour
levels corresponding to the surfaces λreal (S,R) and Γreal (S,R) are much smoother
and flatter than the equivalent surfaces for idealized particles. This, in fact, is con-
firmed by Figures 4.5 and 4.7. Furthermore, note that Γideal shows a lot of variation
with a valley whose deepest level is reached at sphericity 0.7 and roundness go-
ing from 0.5 to 0.9. Within the same lines and ideas as before we introduce the
following “topographic” analysis for each variable (surface).

λreal (Figure 4.5, Left): in this case, the CSL’s slope depends on both: roundness
and sphericity, showing more dependency on the latter for lower values of
the former, and a similar level of dependency on roundness for low values of
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sphericity as well.
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Figure 3.10: Left: λreal (S,R) surface contour lines. Right: λideal (S,R) surface
contour lines. A simulation for each type of particle has been carried out always
applying the same amount of normal pressure. Thus, 20 points (as in the table
of Figure 1 in [17]) are obtained for each parameter: λreal (S,R) and λideal (S,R).
Then, a surface is fitted for each case.

λideal (Figure 4.5, Right): this variable depends on a similar level on sphericity
and roundness. It shows high dependency on roundness for low values of
sphericity and becomes almost independent on roundness for high values of
sphericity. In the same way, it shows high dependence on sphericity for low
values of roundness and lower dependency on sphericity for high values of
roundness.

Γreal (Figure 4.7, Left): this parameter seems to depend more on roundness than
sphericity, depending more on the latter for low values of roundness and
barely depending on sphericity for high values of the former. On the other
hand, the CSL intercept of real particles shows dependency on roundness for
high and low values of sphericity.

Γideal (Figure 4.7, Right): in this case, the intercept shows high dependency on
roundness for low values of sphericity, and little dependency for high values
of sphericity. The intercept shows some dependency on sphericity for high
values of roundness, and more dependency for low values of roundness. The
surface also has a deep valley with its deepest level at sphericity 0.7 and
roundness going from 0.5 to 0.9.

Φreal
cs (Figure 4.9, Left): from the Figure, we conclude that this parameter depends

more on sphericity than roundness, even though, this does not imply indepen-
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Figure 3.11: Left: Γreal (S,R) surface contour lines. Right: Γideal (S,R) surface
contour lines. A simulation for each type of particle has been carried out always
applying the same amount of normal pressure. Thus, 20 points (as in the table
of Figure 1 in [17]) are obtained for each parameter: Γreal (S,R) and Γideal (S,R).
Then, a surface is fitted for each case.

dency on the latter. The surface is crossed by a small “hill” going from the
long hex to the disc (higher to lower point).
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applying the same amount of normal pressure. Thus, 20 points (as in the table
of Figure 1 in [17]) are obtained for each parameter: φreal

cs (S,R) and φideal
cs (S,R).

Then, a surface is fitted for each case.

Φideal
cs (Figure 4.9, Right): depends more on sphericity when roundness is high

and less when roundness is low. At the same time, this parameter depends
more on roundness when sphericity is high and barely depends on roundness
when sphericity is low.

Finally, Table 3.2 has been designed to be used as a chart of recommendations.
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For example, the fitting slope ratio (real/ideal), gives us information about which
of the CS parameters are, in general, the most and least sensitive to idealization.
Hence, a recommendation to be drawn if, for instance, the parameter of interest
is Φcs, may be, in general, using idealized particles instead of real ones since the
mentioned ratio shows, in this case, insensitiveness to idealization. Thus, a good
enough, and also conservative, approximation of the value of Φcs could be obtained
from the idealized particles. The same procedure cannot be applied for the other
two CS parameters, and decisions about substituting real by ideal particles should
be more carefully made according to further recommendations given in this section
and summarized in Table 3.2.

λ Γ Φcs

Fitting slope ratio (real/ideal)
CSP max var wrt ρ (Real)
CSP max var wrt ρ (Ideal)
Dependency (Real)
Dependency (Ideal)

≈ 2.55 ≈ 3.4 ≈ 0.83
≈ 57% ≈ 40% ≈ 35%
≈ 34% ≈ 16% ≈ 41%

more on R than S, but on both equally on R and S more on S than R, but on both
more on S than R, but on both equally on R and S mostly on S

Table 3.2: Dependency of the CSP on R, S, and Idealization.

3.5 Closure
We have introduced a new DEM scheme (LS-DEM) that, by means of the use of
level sets, enables the inclusion of real grain shapes into a classical discrete element
method. Furthermore, we have shown some of the most important capabilities and
potentialities of LS-DEM by calibrating it to match actual experimental results not
only qualitatively, but also quantitatively. This calibration has been then used to
study the influence of grain morphology (sphericity, roundness, and regularity) on
critical state (macroscopic) parameters such CSL slope and intercept as well as CS
friction angle, for which we have been able to establish well defined trends and
relationships. Moreover, we have investigated the importance that the amount of
detail/accuracy used in capturing a real grains’s shape can have on the values of
the CS parameters. With this aim, we have also included idealized (simplified)
grain shapes that are morphologically equivalent to the real grain shapes used in
this study.

Thus, from Figures 4.2, 4.3, and 4.4 it is evident that, for ideal and real grain shapes,
all the CSPs decrease as regularity (ρ) increases. Hence, and starting with the CSL
slope (λ) decrease, we conclude that as grains are more regular, they reach their
maximum compaction at lower pressures. In other words, compaction becomes
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less pressure dependent as grain regularity increases. In addition, the decrease in
the CSL intercept (Γ) tells us that more grain regularity means that regular grains
reach CS at a more compacted stage than irregular grains, whereas a decrease in the
CS friction angle (Φcs) suggests that more regularity implies less strength, i.e., grain
irregularities contribute to the increase in the strength of a given array of grains.

Moreover, we have found that the CS friction angle is, in general, the CSP which
shows less sensitiveness to idealization, so simplified geometries may be sometimes
preferred to study or compute this parameter. In the same way, except forΦcs, CSPs
computed from real grain shapes show more dependency on the grain’s regularity
than their counterparts from idealized grains. Finally, the CSL intercept appears as
the only CSP that depends equally on roundness and sphericity. On the other hand,
the dependency of the other two CSP is slightly more tilted towards sphericity than
roundness. These main findings and observations have been summarized in Table
3.2, which could also be used as a consulting tool for basic clues about when it
is possible to simplify a particle’s shape in order to obtain a rough, but still good,
approximation of the actual value of a given CS parameter.
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C h a p t e r 4

A GEOMETRY-BASED ALGORITHM FOR CLONING REAL
GRAINS

In review: Granular Matter, GRMA-D-16-00049.

4.1 Introduction
The use of the discrete element analysis (DEM) in geomechanics [23, 22] has
played an central role when it comes to understanding micro- and meso-mechanical
behavior of granular media and its connections to the engineering (macro) scale [74,
67, 58, 3, 32]. The inclusion of arbitrary shapes within DEM schemes has been an
object of research in the last thirty-five years [89, 65, 31, 4, 33]. Specifically, DEM
schemes that are able to take into account real grain shapes began to be explored
in the last fifteen years [7, 27, 89, 4]. Now, powerful experimental and numerical
tools such as 3D X-ray computed tomography (3DXRCT), non-uniform rational B-
splines (NURBS), and level sets (LS), have enabled us for the first time to develop
DEM schemes [4, 34] (e.g. NURBS-DEM, LS-DEM) capable of creating numeri-
cal avatars from a sample of real grains and including them into DEM simulations.

The inclusion of real shapes in DEM simulations has provided goemechanicians
with new capabilities to dig deeper into the answers to some fundamental scientific
questions such as, What is the effect of grain morphology in the mechanical meso-

and macro- behavior of a confined granular medium subjected to loading condi-

tions? In other words, how is the macro-strength in a granular medium affected by
grain morphology? [77, 17, 86, 36, 68, 37, 11].

Even though new DEM schemes previously mentioned have lent us new capabili-
ties to perform more realistic and accurate simulations, it is difficult to obtain the
requisite data for them: X-ray computed tomography (XRCT) equipment is usually
expensive, needs experienced technicians to be manipulated, and is not available at
every institution around the globe for practical purposes, and the size of the scanned
samples is limited to a few thousand grains.

In the past two years there have been a few attempts to computationally simplify
and overcome the experimental issues mentioned in the last paragraph, but these at-
tempts have been more directed towards studying mathematical and numerical ways



52

of understanding in depth grain morphology as well as reconstructing it by means
of Fourier series and spherical harmonics [94, 95], rather than directly addressing
the issues in question. In the present work, we propose the first attempt to actually
overcoming the mentioned issues by developing a computational algorithm that is

able not only to extract what we have called the morphological DNA of a sample of

real grains, i.e., aspect ratio/sphericity, roundness, principal geometric directions,

and spherical radius distributions, but also able to generate new “cloned” grains

that satisfy these same properties. Now, with this new tool, an arbitrary number of
real shaped grains that satisfy certain morphological features can be generated at
will and DEM simulations at any scale can be carried out, limited only by available
computational power.

With this aim, once a real sample of grains (in this case we use a Martian regolith
simulant) has been scanned using 3DXRCT, and the three dimensional images of
each grain have been turned into a corresponding level set [85], the present study
has been carried out in the steps depicted by Figure 4.1.

First, the algorithm extracts the morphological DNA from the digitalized sample of
real grains (avatars). Second, once the morphological DNA has been extracted, the
algorithm creates a basic structure called the clone’s embryo (equivalent ellipsoid),
by sampling [76] values from the parent’s aspect ratio and minimum principal di-
rection distributions. Third, the embryo is developed by sampling of radius values
from the spherical distributions corresponding to each point of the embryo’s spher-
ical mesh. Finally, the embryo is “polished” with a laplacian (curvature) based
smoother [52] until it matches a sampled roundness value.

We use the cloning algorithm to generate a pool of grains from which we re-extract
the same morphological parameters (DNA) that were obtained from the parents.
With this, we compare the clones’ distributions to the corresponding ones obtained
from a similar pool randomly picked from the sample of parents. Conclusions,
observations, guides, and recommendations about the quality and efficiency of the
cloned grains as well as the cloning algorithm are drawn. Then, the volume-surface
ratio distribution (a parameter not involved in the cloning process) is also com-
puted from both pools. This is used for results verification and quality control
(error/mutation). We close the present work by analyzing and describing the algo-
rithm’s drawbacks and knobs (parameters) as well as potential improvements.

Finally, it is worth mentioning that the algorithm introduced by the present work
is not a genetic algorithm [47]. Here, the use of similar jargon may misguide the
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Figure 4.1: Granular digital cloning process: here we describe the process of digi-
tal cloning of a grain taken from a specific type of granular material (e.g. Martian
regolith simulant). A grain from a real sample is first turned into a 3D image and
then converted into a level set, which allows us to digitally compute the grain’s
morphological parameters (aspect ratio, roundness, principal directions, etc.). This
process is repeated for each grain of the sample and distributions of the morpho-
logical parameters are drawn (morphological DNA extraction). Then, new genes
(morphological parameters) are randomly sampled from these distributions so an
embryo (equivalent ellipsoid) can be generated and developed giving birth to a new
grain (clone) that bears the same morphological features as the grains in the parent
sample but is not equal to any of them.

reader and cast some confusion on whether or not the introduced algorithm is part
of a family of genetic algorithms. Thus, for instance, the geometric stochastic algo-
rithm (GSC) being introduced does not have objective nor fitness functions as in the
case of genetic algorithms. Moreover, the former does not optimize a population
of candidate solutions as in the case of the latter. Instead, our algorithm randomly
samples morphological parameters computed from a pool of “parents” (real grains),
which are not considered to be a possible solution to any given problem, and there-
fore, need no further optimization as in the case of genetic algorithms. In that sense,
our algorithm, combines the morphological parameters randomly sampled from the
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“parents” to geometrically create new grains that match those parameters, reason
why we have called it a geometric stochastic cloning (GSC) algorithm. Further-
more, a cloning process for grain’s morphology could also be designed in terms of
genetic algorithms, and some similarities with GSC may be found. However, in our
case, we have used a Monte Carlo sampling method [76] which makes the cloning
process simpler in terms of structure and coding.

4.2 Extracting the morphological DNA from a sample of real grains
For this part of the process we have already obtained the corresponding numer-
ical avatars of the real grains [33, 85, 6], so a level set (LS) function φ(x) for
each grain has been computed. We use φ(x) to extract what we consider to be the
morphological DNA, i.e., aspect ratio, minimum principal directions, roundness,
volume/surface ratio and spherical radius distributions of a whole sample of sand
grains (Martian regolith simulant) as shown by Figures 4.2, 4.3, 4.4, and 4.5, re-
spectively. In the aforementioned process we use the definition of roundness given
by [17], which is also combined with a laplacian method that allows us to compute
the radius of curvature (r ∝ 1/∆φ(x)) at different points of each grain’s surface.
In the same way, we use φ(x) to numerically compute all the other morphological
features herein mentioned.

Thus, for the aspect ratio distributions (Figure 4.2), note that the Martian regolith
simulant has a mean aspect ratio of 0.58 and a standard deviation of 0.11. Since
the distribution has a gaussian shape, we conclude that 68% of the grains have
aspect ratios between 0.47 and 0.69. Furthermore, since the aspect ratio is, in fact,
a measure of sphericity, this information suggests that most of the grains tend to be
slightly spherical, or, at least, elliptically shaped (elongated).

The grains’ minimum principal directions distribution (see Figure 4.3) also follows
a gaussian shape with mean 0.71 mm and standard deviation of 0.16 mm, which
implies that most of the grains have minimum diameters between 0.55 and 0.87
mm, implying that Martian regolith simulant can be, in fact, classified as sand.

The distribution corresponding to the grains’ roundness also deserves some statisti-
cal analysis (see Figure 4.4). In this case, note that the mean has a value of 0.62 with
a corresponding standard deviation of 0.1, which suggests that most of the grains
have roundness between 0.52 and 0.72 from where we conclude that, in general,
Martian regolith simulant can be considered to be composed by a mix which goes
from grains with smooth enough surfaces to grains with edges and vertices.
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simulant containing 2769 grains.
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Figure 4.3: Minimum principal directions distribution obtained from a sample of
Martian regolith simulant made of 2769 grains.

Now, for the volume-surface ratio note from Figure 4.5 that this distribution has
a mean of 0.12 mm and a standard deviation of 0.023. Hence, most of the grains
have volume-surface ratios between 0.097 and 0.143 mm, which implies that Mar-
tian regolith simulant grains, in general, have many edges, flat faces and vertices
as previously inferred from the grains roundness distribution (see Figure 4.4). Fur-
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Figure 4.4: Roundness distribution computed from a sample of Martian regolith
simulant with 2769 grains.

thermore, since the cloning algorithm does not use this distribution to generate the
clones from the parents, we use this distribution later on this work to keep track of
the error and mutation of the clones.
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Figure 4.5: Volume-surface ratio distribution extracted from a sample of Martian
regolith simulant made of 2769 grains.
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Spherical radius distributions
We can also use the LS function to create a distribution f (R) of radius R for each
given couple (0 ≤ Φ ≤ 2π,0 ≤ Θ ≤ π) (azimuthal and polar angles) from the en-
tire sample as shown in Figure 4.6. Then, for the mentioned sampling, we first split
the azimuthal and polar directions into a number of equally spaced discrete points.
Then, we get the values of all the grain’s spherical radius at the same coordinate
point (Φ,Θ), which is taken as the center of a “rectangle” whose boundaries are
located at half the distances between (Φ,Θ) and the previous and next mesh points
in the azimuthal and polar directions, respectively, and from where the radius dis-
tribution corresponding to (Φ,Θ) is obtained. In order to give consistency to this
calculation, we have previously rotated the grains so they align to their correspond-
ing principal directions, taking the longer and shorter ones as (Φ = 0,Θ = π/2) and
Θ = π (north pole), respectively.
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Figure 4.6: Grain radius distribution drawn from a sample of Martian regolith sim-
ulant made of 2769 grains. This distribution corresponds to all the grain’s radius at
(Φ = π/16,Θ = 15π/16) of a spherical mesh split into 16 × (8 + poles) discrete
points along the azimuthal and polar directions, respectively.

4.3 Cloning algorithm: from embryo to clone
Once we have extracted the grain’s morphological DNA as described in Section 4.2
and Figure 4.1, a new grain that satisfies these morphological features, but is not
equal to any of its “parents”, can be now generated by using this so-called DNA. For
this, we have come up with a process based on stochastic sampling from the distri-
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butions obtained in Section 4.2 by means of a Monte Carlo method [76]. Since the
aforementioned process uses stochastic sampling of geometrically meaningful fea-
tures (grain morphology) to generate new grains “clones” that satisfy these features,
it can be considered as a geometric stochastic cloning (GSC) process.

Geometric stochastic cloning algorithm
As mentioned at the beginning of the current section, we use a Monte Carlo method
to sample the morphological DNA features from the distributions obtained from the
parent grains as described in Section 4.2. However, a cloning algorithm had to be
designed so any number of new “clones” can be generated in the same consistent
and methodological way.

Embryo’s conception: equivalent ellipsoid

The first step in the cloning algorithm is generating a grain’s embryo (see Fig-
ure 4.7). Thus, we first Monte Carlo sample a value from the parents aspect ratio
distribution (see Figure 4.2). Once we have obtained the mentioned aspect ratio
value, we proceed to sample a minimum principal direction value (see Figure 4.3).
Then, using these two values we compute a corresponding maximum principal di-
rection: aspect ratio = min.-prin.-dir./max.-prin.-dir.. Finally, using the values
of the minimum and maximum principal directions, a mid principal direction is
uniformly sampled U (min.-prin.-dir.,max.-prin.-dir.). Then, once all the princi-
pal directions have been computed, an ellipsoid (embryo) is generated in spherical
coordinates by using the same spherical mesh as the previously used to extract the
spherical radius distributions from the parents. An equivalent ellipsoid or embryo
is shown by Figure 4.7.

Embryo’s development: shape and roundness matching

Once the embryo has been generated (see Figure 4.7), the next step in the cloning
algorithm is to develop the embryo into an actual digitally cloned grain. We now use
the spherical radius distributions f (R) (see Figure 4.6) previously obtained from the
parent grains and described in Subsection 4.2. Then, since these distributions are
gaussian, we can rewrite them in the form f (R | µ,σ2), where µ is the mean and σ
is the standard deviation. Thus, if f (R | µ,σ2) is the spherical radius distribution
corresponding to a given point (Φ,Θ) in the mesh, we look for the same point
in the mesh of the equivalent ellipsoid, which already has a corresponding radius
R∗. Then, we make µ = R∗, so we end up with a distribution f (R | R∗,σ2) from
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Figure 4.7: Grain’s embryo (equivalent ellipsoid) with a spherical mesh of 16 ×
(8 + poles) discrete points along Φ and Θ, respectively.

where a radius value R∗∗ is randomly sampled and assigned to that point of the
equivalent ellipsoid. In other words, each (Φ,Θ,R∗) in the equivalent ellipsoid
mesh evolves into (Φ,Θ,R∗∗) in the developing embryo’s mesh. Furthermore, it is
worth mentioning that the mesh used to develop the embryo into a clone has to be
consistent with the mesh used to extract the radius distributions from the parents,
i.e., if a spherical mesh of 16 × (8 + poles) discrete points along Φ and Θ was used
to extract the radius distributions from the parents, the same mesh has to be used to
sample the corresponding values of the radius at the same points.

Then, once the clone’s spherical mesh has been generated, we turn it into an LS
function whose grid can be calibrated at will for more or less accuracy. At this point,
the cloning algorithm proceeds to generate new embryos until they match the size of
the pool of clones to be generated. With all the embryos’ LS functions, Monte Carlo
sampling is again applied to the roundness distribution previously obtained from the
parent grains (see Figure 4.4), and an equivalent number of roundness values are
randomly picked from it. In addition, each embryo’s roundness is computed. Then,
the randomly sampled roundness and the embryos roundness are sorted as well
as matched in a one-to-one correspondence. If the embryo’s roundness is lower
than its corresponding randomly sampled roundness, a laplacian (curvature) based
algorithm [52] is applied so the embryo is “polished” until it reaches the sampled
roundness, otherwise the embryo is left unpolished and the process is repeated for
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the whole pool of embryos. Here, the clones development is ended and their LS
saved. Figure 4.8 shows 5 parent grains (digital avatars) and 5 cloned grains of
Martian regolith simulant.

4.4 Mutation: algorithm’s error and morphological equivalence
In this section we evaluate the main morphological features of the cloned grains
with respect to the ones obtained from their original counterparts. Two samples of
Martian regolith simulant (parents and clones) of 1000 grains each, are analyzed.

First, we compare the aspect ratio distributions of parents and clones (see Figure
4.9). As can be noted from the figure, parents (red line) and clones (blue line) have
very similar aspect ratio distributions. However, note that the mean of the the clones
distribution is off with respect to the mean of the parents distribution with an error
of 11.16%, while the standard deviation of the clone’s distribution has an error of
1.23% with respect to its counterpart.

In the case of roundness, as shown by Figure 4.10, the distributions of parents and
clones (red and blue lines) have an error of 0.48% corresponding to the mean of
one distribution with respect to the mean of the other, and an error of 7.07% in the
case of the standard deviations.

This errors come from the left tail of the clones roundness distribution (see Fig-
ure 4.10). As described at the end of Subsection 4.3, we Monte Carlo sample
roundness values from the parents’ roundness distribution, then we compute the
developed embryos’ roundness and sort the values creating a one-to-one correspon-
dence: in the cases where an embryo’s roundness is lower than its corresponding
sampled roundness, the embryo is polished with the laplacian (curvature) based al-
gorithm until matching the sampled value, if the embryo’s roundness is higher than
its corresponding sampled value the embryo is left unpolished. Thus, as the cloning
algorithm is currently calibrated, it is generating embryos with minimum roundness
values around 0.44, as can be noticed from Figure 4.10. Hence, further calibration
of the cloning algorithm as well as research are needed in order to improve the the
clones’ roundness matching for lower values.

On the other hand, for the diameters distributions of parents and clones (see Figure
4.11, left), the means of the distributions are off with an error of 1.77%, while the
error coming from standard deviations is 19.45%. The parents yield a coefficient of
uniformity Cu = D60/D10 = 1.41 and a coefficient of curvature Cc = D30/(D10 ×

D60) = 0.95, that are similar to the ones obtained from the clones Cu = 1.49 and
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Figure 4.8: Random samples for visual inspection: five parents (left column) and
five clones (right column) of Martian regolith simulant.
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Figure 4.9: Aspect ratio distributions taken from samples of parents and clones
(1000 grains each) of Martian regolith simulant.
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Figure 4.10: Roundness distributions computed from samples of parents and clones
(1000 grains each) of Martian regolith simulant.

Cc = 0.93, where D10, D30, and D60 are the grain diameters at 10, 30, and 60%
passing, respectively. Note that Cc is almost the same for parents and clones giving
an error of 1.5%, while in the case of Cu there is an error of 5.84%, as can be
inferred from Figure 4.11 (right), which shows that parents and clones have almost
the same D60, and similar values of D30 as well as D10.
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Note that the source of error in the standard deviations is given by the right tail of the
clones distribution, which corresponds to few rare cases with bigger diameters (here
some mutation introduced by the algorithm itself). This error can be considered as
negligible if we take a look at the coefficients Cu and Cc, which are very similar for
both parents and clones.
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Figure 4.11: Left: grains diameter distributions drawn from samples of parents and
clones (1000 grains each) of Mohave regolith simulant. Right: percentage of grains
passing versus log (D), where D is the grain’s diameter, and corresponding to the
left figure.

Finally, for the volume-surface ratio distributions, as depicted by Figure 4.12, we
have obtained an error given by the means misalignment of 4.01%, and an error of
36.57% in the case of the standard deviations. As can be inferred from the cloning
algorithm described in Section 4.3, we did not aimed to match the volume-surface
ratio. However, note, from this analysis and Figure 4.12, that the error of the means
is small and, therefore, this parameter is also nailed by the cloning process, at least,
in the case of Martian regolith simulant.

Moreover, note that the error given by the standard deviations is induced once again
by the tails of the clones’ distribution, showing a few cases of mutation due to the
algorithm itself.

Cloning algorithm drawbacks
This is a first attempt to successfully generate new computational grains that sta-
tistically “inherit” the morphological features displayed by their parents (a sample
of digitalized real grains). Thus, the algorithm herein described can be seen as
the “dummy algorithm” of grain cloning. Therefore, it possesses some flaws and
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Figure 4.12: Volume-surface ratio distributions obtained from samples of parents
and clones (1000 grains each) of Martian regolith simulant.

drawbacks that can be improved and overcome with an extra amount of work and
research.

In this subsection, we broadly describe the main flaws and drawbacks related to the
cloning algorithm, which could be improved in order to obtain a better quality in
the morphological properties inherited by the clones, so the error (mutation) in the
clone grains’ morphological parameters is minimized.

Roundness calculation

The first challenge that we faced when beginning with the present work was the
numerical computation of roundness from a digital (LS or any other computational
representation) version of a real grain. As described in Section 4.2, we stuck to the
definition provided by [17] and used a finite difference laplacian method to obtain
the radius of curvature at each point of a grain’s surface. Here we found the first
source of error. Since we decided to use a finite difference method that is first
applied at the grid points which are closer to the actual grain surface point, and
then, linear interpolation is also applied to find the laplacian’s value at the surface
point. Here we have a source of error that comes not only from the finite difference
scheme used but also from the linear interpolation. Note that this source of error
could be improved by using a finite difference scheme with a more sophisticated
stencil as well as higher order interpolation.
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Both the finite difference and the linear interpolation errors, can be improved by
using a finer LS grid, but this would notably increase computational cost. Thus,
further research has to be done to improve the accuracy of these computations with
coarse LS grids.

On the other hand, from the definition of roundness introduced by [17], the radius
of curvature is to be computed only at certain important points (‘corners’) on the
grain’s surface. These points can be visually and intuitively found by a technician
with some experience in computing grain roundness, but there is no a simple enough
way of telling the computer what surface points to use or not for the computation of
the grain roundness. The algorithm uses only the grain’s surface points where the
radius of curvature is less than that of the radius of the maximum sphere that can
be inscribed in the grain. This introduces an error related to overestimation of this
property.

In this regard, more research is needed to develop an algorithm capable of “recog-
nizing” the crucial morphological points involved in the calculation of roundness.

Roundness Matching

As described in Section 4.4, the lowest roundness values of the developed embryos
tend to be higher than the parents lowest roundness values. This implies that further
tuning is needed for the cloning algorithm in order to generate developed embryos
with lower roundness values so they can be “polished” until matching lower round-
ness values sampled from the parents distribution.

Moreover, the embryo’s roundness is also computed using the the same finite differ-
ence scheme previously described in this subsection, which means that there is error
coming from that part of the method. Since each developed embryo is polished until
it matches a corresponding sampled roundness value, we have an iterative process,
in which for each iteration, a laplacian (curvature) based polisher (with its own
source of error) is used, and then the embryo’s roundness is computed once again
to check if its current state of development has matched the sampled roundness
value. Thus, for each iteration we have a source of error (mutation) coming from
the roundness calculation and from the polishing algorithm. Finally, it is worth
mentioning that level set reinitialization could also be included in the future as part
of the roundness matching algorithm to obtain more accurate results.
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Algorithm knobs

When developing algorithms that attempt to tackle or approach physically driven
phenomena, it is almost a rule of thumb to find parts where “knobs”, i.e., tolerances,
coefficients, or ranges have to be included as well as tuned in order to obtain the
desired results. A whole brach of research is actually devoted to reduce these so-
called knobs and optimize algorithmic efficiency. This may go from new physical
models to pure code optimization.

Thus, in this first attempt to develop an algorithm that efficiently generates mor-
phological clones out of a sample of real grains, as can be expected, we have also
included a few “knobs” that are briefly described in the following lines.

A first knob has to do with the number of cells that want to be used to generate
the clone’s level set grid. This not only affects the computational cost but also
changes the accuracy of the morphological properties being obtained. A second
knob is related to the spherical mesh used for both, sampling the parents radius
distribution at a given point (Φ,Θ) as wells as generating the embryo (equivalent
ellipsoid) and developing it from the stochastic sampling of the radius distribution
at a given spherical point. Here, we also have a third knob that controls how broad
the sampling process is with respect to each radius distribution mean µ = R∗. We
have included this knob in order to avoid the sampling of “rare” cases (tails) in the
radius distribution f (R | R∗,σ2) for each (Φ,Θ) that could lead to the generation
of “deformed” clones. Hence, we tune this knob in terms of standard deviations.

A fourth knob is assigned to the accuracy (LS grid size) that is required for the
clone’s LS. A fifth knob takes care of the number of points on the embryo’s LS
surface used to compute its roundness at each iteration of the “polishing” process
to match a given sampled roundness value from the parents distribution. Two final
knobs come from the laplacian based polisher. These control the intensity (attack)
and the number of iterations to be done within the laplacian based polisher for each
iteration of the roundness matching algorithm.

Therefore, we end up with seven knobs to be carefully tuned throughout the grain
cloning algorithm in order to reach “good enough” results. Finally, it is worth
mentioning that these knobs can be further tuned in order to achieve more accurate
results than the ones obtained for the present work.
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4.5 Closure
We have introduced a computational algorithm that enables us to “clone” the grain
morphologies of a sample of real digitalized grains (avatars). This gives us the
capability of generating as many cloned grains as desired, so a numerical DEM
simulation can be carried out with an arbitrary amount of grains (limited only by
the user’s computational power), which satisfy the same morphological features
displayed by their real parents, yielding a similar mechanical response.

The algorithm is morphology/geometry based, relying purely on statistical distri-
butions of what we have called the grain’s “morphological DNA”, i.e., aspect ratio,
roundness, principal geometric directions, and spherical radius. Once this morpho-
logical DNA has been computationally extracted from the digitalized sample of real
grains, the algorithm creates a basic structure called the clone’s embryo (equivalent
ellipsoid), by Monte Carlo sampling values from the parent’s aspect ratio and min-
imum principal direction distributions. Then, the embryo is developed by sampling
radius values from the spherical distributions corresponding to each point of the
embryo’s spherical mesh. Finally, the developed embryos’ roundness are computed
as well as corresponding roundness value are sampled from the parents distribu-
tion and the developed embryos are “polished” with a laplacian (curvature) based
smoother until matching the sampled roundness value.

Then, we used the cloning algorithm to generate a pool of 1000 grains from which
we have re-computed the same morphological parameters (DNA) that were ex-
tracted from the parents and used for the clones creation. We compared their distri-
butions to the corresponding ones obtained from a pool of the same size and made
out of randomly picked parents. The results are shown in Section 4.4, Figures 4.9
to 4.11. We concluded that the clones, in general, morphologically match their
parents.

Moreover, from the pool of clones we also computed the volume-surface ratio dis-
tribution and compared to results obtained from the parents (see Figure 4.12). Note
that this parameter is not part of the cloning algorithm but instead was used for qual-
ity control. From the results, we conclude that even though the volume-surface ratio
is not part of the cloning process, the algorithm is capable of matching it as well.
Finally, the algorithm drawbacks, knobs and potential improvements are analyzed
as well as described in Subsection 4.4.
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C h a p t e r 5

CONCLUSIONS AND FUTURE WORK

5.1 Conclusions
This thesis presented the development and use of an analytical-computational frame-
work to deepen the understanding of physical relations between continuum and
grain scales in confined granular media subjected to arbitrary loading. For this, on
the computational side, we have used, tested, and developed cutting-edge discrete
element schemes (DEM) that go from polydisperse granular packings made only of
discs to three dimensional granular “cloning”, passing through the use of real two
and three dimensional granular shapes (avatars). On the analytical side, with help
of the aforementioned computational tools, we have derived expressions as well
as trends that, in turn, allowed us to unravel some important physical connections
between grain and continuum scales.

First, material peak strength (friction angle) and critical state (dilation angle) were
directly related to forces, kinematics, and fabric at the grain level. Hence, we in-
ferred two necessary and sufficient conditions that can be applied to both: contin-
uum and grain scale levels, and that, at the same time, give us a deeper insight on
the underlying frictional micro-mechanisms furnishing macroscopic peak behav-
ior and related buckling phenomenon. Moreover, for critical state, this procedure
helped us to analytically understand the dominant micro-kinematical mechanisms
driving the macroscopic behavior. Thus, enabling us to analytically proof the inde-
pendence and sensitiveness of the residual strength on high and low values of the
inter-particle friction coefficient, respectively.

Second, we apply a new DEM scheme (LS-DEM) that, by means of the use of
level sets, enables the inclusion of real grain shapes into a classical discrete element
method. Then, we used this to dig deeper into the physical connections between
grain and continuum scales by studying the influence of grain morphology (spheric-
ity, roundness, and regularity) on critical state parameters such as CSL slope and
intercept as well as CS friction angle, for which we have been able to establish well
defined trends and relationships. Furthermore, we have also inquired into the im-
portance that the amount of detail/accuracy used in capturing a real grains’s shape
can have on the CS parameters.
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Third, we introduced a first geometric stochastic cloning (GSC) algorithm to “clone”
the grain morphologies of a finite sample of real digitalized grains. This enables us
to generate as many cloned grains as desired, so a numerical DEM simulation is
now limited only by the user’s computational power. These cloned grains satisfy
the same morphological features displayed by their real parents, hence yielding a
similar mechanical response. The algorithm relies on statistical distributions of
the “morphological DNA”, that is first computationally extracted from a digitalized
sample of real grains. Then, the algorithm uses Monte Carlo samplings to create a
basic structure called the clone’s embryo, which is further developed with the help
of Monte Carlo samplings and the use of a laplacian (curvature) based smoother.
Finally, a sample of one thousand clones is generated and its morphological pa-
rameters are compared to their counterparts from a similar sample with the same
number of grains, which were randomly sampled from the original real sample
(Mohave regolith simulant).

5.2 Future Work
Many possible directions can be explored in the future to broaden the scope of the
analytical-computational framework that we have introduced in this thesis. An im-
mediate step to take would be looking for analytical expressions that include the
effects of grain morphology on the macroscopic strength, i.e., friction and dilation
angles. In the same way, here we have inquired into the connections between grain
and continuum scales in two dimensional packings (plain strain). Then, it would
be very important to expand the framework herein introduced to three- dimensional
packings by, once again, taking advantage of the three-dimensional level set avatar-
ing process and the cloning algorithm introduced in Chapter 4. In this regard, the
main drawbacks as well as possible improvements of the cloning algorithm have
been detailed in subsection 4.4, so the algorithm can be further improved and used
to help to enrich the analytical-computational framework introduced in chapters 2
and 3.

We close this thesis by asking the following fundamental questions concerning the
micro-macro connections in three-dimensional granular materials, for which the
answers are currently unclear or need further research:

1. What are the effects of grain morphology on two and three-dimensional gran-

ular media peak strength?
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2. What are the effects of grain morphology on three dimensional granular me-

dia critical state parameters?

3. In what percentage the improvements that we have suggested here for the

cloning algorithm will actually enhance it? Or are there other and better

ways of optimizing it?

Here, homogenization theory, mathematical techniques of optimization, other stochas-
tic schemes, and further developments in level set methods may provide the neces-
sary tools as well as ideas to properly address these questions.
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A p p e n d i x A

CRITICAL STATE INDEPENDENCE ON µ

• Sliding, if all the particles in the CCB are sliding, then from expression 2.12
and 2.13, we have

u̇αt = δ̇αuαr = −
δ̇α

µk



α−1∑
β=0

| f βt | +
1
2
| f αt |




but, note that, in this case, every | f βt | = µk∆βr , and | f αt | = µk∆αr , so the last
expression becomes

u̇αt = δ̇αuαr = −δ̇α



α−1∑
β=0

∆r β +
1
2
∆rα




and u̇αt does not depend on the inter-particle friction coefficient, µ.

• Rotation and rolling, if all the particles in the CCB are either rotating or
rolling, or under any combination of these two submechanisms. Then, from
expression 2.12 and 2.13, and for δ̇α > 0 (clockwise) and δ̇α < 0 (counter-
clockwise), we have

u̇αt = δ̇αuαr < −
δ̇α

µk



α−1∑
β=0

| f βt | +
1
2
| f αt |


 and u̇αt = δ̇αuαr > −

δ̇α

µk



α−1∑
β=0

| f βt | +
1
2
| f αt |




(A.1)
respectively. Thus, note that it is enough to have only one | f βt | < µ f βr or only
one | f αt | < µ f αr to satisfy these last inequalities. Then, note as well, that the
contact points at which | f βt | < µ f βr or | f αt | < µ f αr , do not depend on µ, and
if there were any sliding contact points for which | f βt | = µ f βr or | f αt | = µ f αr ,
then those contact points would depend on µ, but by the same argument used
for the sliding case, u̇αt do not depend on µ.

• Small values of µ, in expressions (A.1), note that when µ→ 0, then |δ̇α | | f βt | ≤
|δ̇α |µk∆r β → 0 and |δ̇α | | f αt | ≤ |δ̇

α |µk∆rα → 0 at a faster or equal rate than
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µk → 0, due to the fact that |δ̇α |, ∆rα, ∆r β � 1. Thus,

when µ→ 0 , then u̇αt = δ̇αuαr → 0︸             ︷︷             ︸
static (trivial)

or u̇αt = δ̇αuαr → ∓∞︸                 ︷︷                 ︸
sliding (slipping)

and u̇αt is sensitive to values of µ.

Finally, since this applies for any closed-connected boundary (CCB), and since the
bulk (macroscopic) behavior is an average of the behavior of all the sub-domains
enclosed by their corresponding CCB’s in a given assembly of particles. Then,
this proof holds for any subdomain of a two-dimensional array of discs undergoing
critical state, and vice versa.
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A p p e n d i x B

LEVEL SET DISCRETE ELEMENT METHOD

Taken from: Journal of the Mechanics and Physics of Solids [34].

B.1 Level set functions
A level set function is a scalar-valued implicit function φ(p) whose value is the
signed distance from a point p to an interface [63]. In the context of LS-DEM, the
interface is the particle’s surface. Consider a grain particle surface such as the one
in Figure B.1(a). Contour lines can be added around the grain surface as in Figure
B.1(b). These contour lines represent the distance or ‘elevation’ from the grain
surface, positive outside the grain and negative inside the grain. Next, a grid can be
superimposed over the contours as in Figure B.1(c) and the elevation can be found
at each grid point. Figure B.1(d) illustrates the elevation at each grid point, and this
is the level set function which is stored in computer memory and is the geometric
basis of LS-DEM.

Although level set functions can be constructed through the method above, i.e.,
using point-distance formulas to arrive at Figure B.1(d), all of the level set functions
in the present work were generated from XRCT images of experiments on real
grains using level set-based imaging algorithms in [85].

Through interpolation of values at surrounding grid points, the value of the level set
function at any point can be evaluated (Figure B.1(e)). Define Ω+ = {p | φ(p) > 0}
the outside of the grain and Ω− = {p | φ(p) < 0} the inside of the grain. Then,
the original grain surface (Figure B.1(f)) can be reconstructed by finding the set of
points ∂Ω = {p | φ(p) = 0} (the “zero level set") via interpolation.

B.2 Interpolation in level set functions
For use in the level set discrete element method, we must be able to compute two
quantities from a level set function φ: its value φ(p) and its gradient ∇φ(p) at
any point p within its grid boundaries. This is done through interpolation of values
of the discretized level set function at grid points surrounding p. Any order of
interpolation can be used, but linear interpolation was used here for its simplicity
and speed. Let:
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(a) (b) (c)

(d) (e) (f)

Figure B.1: Illustration of a level set function. (a) Grain particle surface. (b) Con-
tour lines representing signed distance from surface. (c) Superimposition on grid.
(d) Discretized level set function. (e) Level set function with interpolation between
grid points. (f) Reconstruction of original grain surface via interpolation. Note that
the level set functions shown here are 2D for illustrative purposes only.

1. φ be stored on a uniform grid with grid spacing g in all directions.

2. p be a point in space with components px , py, and pz and surrounded by grid
points pabc with a,b,c ∈ {0,1} as shown in Figure B.2. Furthermore, let p000

have components (x0, y0, z0).

3. x =
(px − x0)

g
, y =

(py − y0)
g

, z =
(pz − z0)

g

4. φabc = φ(pabc) for convenience in notation.
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Figure B.2: Schematic of point p with surrounding grid points pabc.

Using trilinear interpolation to find φ(p),

φ(p) =

1∑
a=0

1∑
b=0

1∑
c=0

φabc[(1−a)(1− x) +ax][(1−b)(1− y) +by][(1− c)(1− z) +cz]

(B.1)

The gradient of the level set function ∇φ(p), using trilinear interpolation, is

∇φ(p) =




1∑
a=0

1∑
b=0

1∑
c=0

φabc(2a − 1)[(1 − b)(1 − y) + by][(1 − c)(1 − z) + cz]

1∑
a=0

1∑
b=0

1∑
c=0

φabc[(1 − a)(1 − x) + ax](2b − 1)[(1 − c)(1 − z) + cz]

1∑
a=0

1∑
b=0

1∑
c=0

φabc[(1 − a)(1 − x) + ax][(1 − b)(1 − y) + by](2c − 1)




(B.2)

Note that the interpolation functions to find φ(p) and ∇φ(p) are not functions of
grid size. Therefore, the time complexity of these calculations are constant; they do
not increase if φ is refined to a finer grid.

B.3 Inertial properties
The inertial properties, i.e., mass, center of mass, and moment of inertia, of a given
grain must be known for its use in LS-DEM. These quantities are computed directly
from the grain’s level set function. Define the smoothed Heaviside function H (φ)
as
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H (φ) =


0 if φ < −ε

1
2

(1 +
φ

ε
+

sin( πφε )
π

) if − ε < φ < ε

1 if φ > ε

(B.3)

where ε is a smoothness parameter. ε = 1.5 was used in the present work. The mass
of a grain of uniform density ρ and grid spacing g represented by level set function
φ is

m = ρg3
I∑

i=1

J∑
j=1

K∑
k=1

H (−φ(xi, y j , zk )) (B.4)

where φ(xi, y j , zk ) is the value of φ at grid point (xi, y j , zk ), and I, J, and K are
the number of grid points in the x, y, and z directions, respectively, of φ. In other
words, the mass is proportional to the summation of H (−φ) over every grid point
of φ. The components of its center of mass are

cx =
ρg3

m

I∑
i=1

J∑
j=1

K∑
k=1

H (−φ(xi, y j , zk ))xi

cy =
ρg3

m

I∑
i=1

J∑
j=1

K∑
k=1

H (−φ(xi, y j , zk ))y j

cz =
ρg3

m

I∑
i=1

J∑
j=1

K∑
k=1

H (−φ(xi, y j , zk ))zk

(B.5)

Finally, the components of its moment of inertia are
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I11 = ρg3
I∑

i=1

J∑
j=1

K∑
k=1

H (−φ(xi, y j , zk ))[(y j − cy)2 + (zk − cz)2]

I22 = ρg3
I∑

i=1

J∑
j=1

K∑
k=1

H (−φ(xi, y j , zk ))[(xi − cx)2 + (zk − cz)2]

I33 = ρg3
I∑

i=1

J∑
j=1

K∑
k=1

H (−φ(xi, y j , zk ))[(xi − cx)2 + (y j − cy)2]

I23 = I32 = −ρg3
I∑

i=1

J∑
j=1

K∑
k=1

H (−φ(xi, y j , zk ))(y j − cy)(zk − cz)

I13 = I31 = −ρg3
I∑

i=1

J∑
j=1

K∑
k=1

H (−φ(xi, y j , zk ))(xi − cx)(zk − cz)

I12 = I21 = −ρg3
I∑

i=1

J∑
j=1

K∑
k=1

H (−φ(xi, y j , zk ))(xi − cx)(y j − cy)

B.4 Boundary node discretization
LS-DEM uses a node-to-surface contact algorithm that is utilized in finite element
models [41] as well as discrete element models [4] for the handling of nonconvex
particles with multiple contact points as well as computational ease, whereby nodes
are seeded onto the surface ∂Ω of each particle (Figure B.3). The density of nodes
on a given particle is a matter of choice and has implications on particle behav-
ior; however, we find that seeding with a maximum node-to-node spacing of less
than d/10 (roundness scale), where d is the particle diameter, is adequate to capture
particle morphology as higher nodal densities have a negligible impact on behav-
ior. Contact is then determined by checking each node of a master particle against
the boundary of a slave particle for penetration. Because each node is checked
for contact, the computational cost of contact is proportional to of the number of
nodes seeded onto the master particle. Note that the number of nodes seeded onto
a particle does not change its underlying geometry, which is defined by its level
set function, unlike polyhedra and clumping methods where changing the number
of vertices or spheres completely modifies their geometries. Thus, more advanced
schemes such as adaptive seeding near areas of contact during time integration are
possible if such precision is desired.

B.5 Contact
As mentioned in the previous section, contact in LS-DEM is handled through a
node-to-surface contact algorithm. Let grain i have nodes mi

a with {a ∈ Z | 1 ≤
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Figure B.3: Example of boundary node discretization with nodes in white seeded
on the grain surface, shown in 2D for illustrative purposes only.

a ≤ A}, where A is the number of nodes seeded onto i. Contact is determined
between master grain i and slave grain j by checking all nodes mi

a of grain i with
the level set function φ j of grain j. Then,

d j, i
a = φ j (mi

a) (B.6)

n̂
j, i
a =

∇φ j (mi
a)

‖∇φ j (mi
a)‖

(B.7)

where d j, i
n and n̂ j, i

a are the penetration distance and outward contact normal of j,
respectively, between grains i and j at node mi

a (see Figure B.4). These contact
equations are very simple and easy to compute due to the formulation of the level
set function, whose value at any point represents the distance from that point to
the surface, and its gradient at any point represents, in principle, the unit outward
normal at that point. However, due to the level set function’s discrete nature, the
magnitude of ∇φ j (mi

a) is very close, but not equal, to unity and therefore is nor-
malized.

If at least one node mi
a of master grain i is penetrating slave grain j, that is, if

∃mi
a | φ

j (mi
a) < 0, then we consider the two grains to be in contact, and thus,

interparticle forces must be computed.
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Figure B.4: Illustration of two contacting grains.

B.6 Forces and moments
To compute forces from penetrations, any contact model can be used, but we used a
linear elastic contact model for the purposes of this study. Thus, the contact normal
force contribution from nodemi

a on grain i is

F i
n,a =

−knd j, i
a n̂

j, i
a if d j, i

a < 0
0 else

(B.8)

where kn is the normal contact stiffness. By action and reaction, the contribution of
contact normal force F j

n,a from nodemi
a on grain j is

F
j

n,a = −F i
n,a (B.9)

The moment M i
n,a contributed by the contact normal force M i

n,a at node mi
a on

grain i is

M i
n,a = (mi

a − c
i) × F i

n,a (B.10)

where ci is the centroid of grain i. Similarly, the moment M j
n,a contributed by the

contact normal force at nodemi
a on grain j is

M
j

n,a = (mi
a − c

j ) × F j
n,a (B.11)

where c j is the centroid of grain j. For the calculation of frictional forces, LS-DEM
uses a Coulomb friction model similar to [4, 23]. For a given node mi

a, frictional
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forces (and related moments) only exist if F i
n,a , 0. The relative velocity va of

nodemi
a to grain j is

va = vi + ωi × (mi
a − c

i) − v j − ωj × (mi
a − c

j ) (B.12)

where vi, v j , ωi, and ωj are the translational and angular velocities of grains i and
j. The incremental shear displacement ∆sa is then

∆sa = [va − (va · n̂
j, i
a )n̂ j, i

a ]∆t (B.13)

The shear force F i
s,a on grain i contributed by nodemi

a is updated as such:

F i
s,a ← ZF i

s,a − ks∆sa (B.14)

where Z is the rotation matrix that rotates the normal vector n̂ j, i
a at the current

timestep to the normal vector at the previous timestep and ks is the shear contact
stiffness. The Coulomb friction law dictates F i

s,a be capped at a fraction of the
normal force F i

n,a:

F i
s,a ←

F i
s,a

‖F i
s,a‖

min(‖F i
s,a‖, µ‖F

i
n,a‖) (B.15)

where µ is the interparticle friction coefficient. By action and reaction,

F
j

s,a = −F i
s,a (B.16)

The momentM i
s,a contributed by nodemi

a’s shear force on grain i is

M i
s,a = (mi

a − c
i) × F i

s,a (B.17)

Similarly, the the momentM j
s,a contributed by nodemi

a’s shear force on grain j is

M
j
s,a = (mi

a − c
j ) × F j

s,a (B.18)

The total contact force on grain i is found by summing all nodal contact forces:

F i
tot =

A∑
a=1

(F i
n,a + F i

s,a) (B.19)

By action and reaction,

F
j

tot = −F i
tot (B.20)
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The total contact moment on each grain is found by summing all nodal contact
moments:

M i
tot =

A∑
a=1

(M i
n,a +M i

s,a) (B.21)

M
j

tot =

A∑
a=1

(M j
n,a +M

j
s,a) (B.22)

B.7 Motion
Given a grain’s inertial properties and the force and moment on it, the translational
velocity, angular velocity, position, and rotation of the grain are updated using an
appropriate time integration scheme. In the present work, the scheme described in
[4, 87] was used to update the positions of the center of mass and nodes of each
grain, so it is not included here for the sake of brevity.

It is important to note that, to minimize computational cost, the level set function of
each grain is never updated as it moves; each level set function remains in a refer-
ence configuration. To accommodate this, when computing contact, the nodes mi

a

of grain i (in the global frame) are moved temporarily into the reference configu-
ration of grain j’s level set function. From there, contact forces and moments are
found (in the reference configuration of grain j) and then moved back to the global
frame.
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