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ABSTRACT

A Partitioning Approach for Parallel Simulation of AC-Radial Shipboard Power
Systems. (May 2010)
Fabian Marcel Uriarte, B. S. Virginia Tech;
M.S., Virginia Tech

Chair of Advisory Committee: Dr. Karen L. Butler-Purry

An approach to parallelize the simulation of AC-Radial Shipboard Power Systems
(SPSs) using multicore computers is presented. Time domain simulations of SPSs are
notoriously slow, due principally to the number of components, and the time-variance of
the component models. A common approach to reduce the simulation run-time of power
systems is to formulate the electrical network equations using modified nodal analysis,
use Bergeron’s travelling-wave transmission line model to create subsystems, and to
parallelize the simulation using a distributed computer. In this work, an SPS was
formulated using loop analysis, defining the subsystems using a diakoptics-based
approach, and the simulation parallelized using a multicore computer.

A program was developed in C# to conduct multithreaded parallel-sequential
simulations of an SPS. The program first represents an SPS as a graph, and then
partitions the graph. Each graph partition represents a SPS subsystem and is
computationally balanced using iterative refinement heuristics.  Once balanced

subsystems are obtained, each SPS subsystem’s electrical network equations are
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formulated using loop analysis. Each SPS subsystem is solved using a unique thread,
and each thread is manually assigned to a core of a multicore computer.

To validate the partitioning approach, performance metrics were created to assess
the speed gain and accuracy of the partitioned SPS simulations. The simulation
parameters swept for the performance metrics were the number of partitions, the number
of cores used, and the time step increment. The results of the performance metrics
showed adequate speed gains with negligible error.

An increasing simulation speed gain was observed when the number of partitions
and cores were augmented, obtaining maximum speed gains of <30x when using a quad-
core computer. Results show that the speed gain is more sensitive to the number
partitions than is to the number of cores. While multicore computers are suitable for
parallel-sequential SPS simulations, increasing the number of cores does not contribute
to the gain in speed as much as does partitioning.

The simulation error increased with the simulation time step but did not influence
the partitioned simulation results. The number of operations caused by protective
devices was used to determine whether the simulation error introduced by partitioning
SPS simulations produced a inconsistent system behavior. It is shown, for the time step
sizes uses, that protective devices did not operate inadvertently, which indicates that the

errors did not alter RMS measurement and, hence, were non-influential.
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CHAPTER1

INTRODUCTION

1.1 INTRODUCTION

Time domain computer simulations of Shipboard Power Systems (SPSs) are
required to assess electric-service continuity under hostile conditions in advance of
deployment [1]. Said simulations, however, are notoriously slow, limit the number of
case studies that can be conducted in a day, and consume many machine hours. Time
domain simulations are slow principally due to: the order of full-order SPS models, the
quantity and time-varying nature of the component models, and the single-matrix
approach taken by simulation programs to perform the simulations.

The purpose of this research is to reduce the run-time of AC-Radial SPS time
domain simulation. Time domain simulation is a comprehensive simulation scheme that
can be used for the following types of studies: steady-state analysis, short-circuit
analysis, power flow analysis, protective device coordination studies, preventive and
predictive topology reconfiguration studies, among others. To address the problem of
slow SPS time domain simulations, the solution methodology presented in this work

parallelizes the simulation of SPSs using multicore computers.

This dissertation follows the style of the IEEE Transactions on Power Systems.



Multicore computers are commercially available desktop computers containing a
single processor with embedded (and independent) processing units called cores. The
advent of multicore computers has reduced parallel computing costs to an all-time low
and has become an attractive low-cost parallel computing option.

Presently, SPS simulation is conducted using either general purpose commercial
power system simulation software or real-time simulators. Commercial software
simulators are typically used to simulate reduced order SPSs in favor of timely results.
The simulation of reduced order SPSs returns fast simulation results at the expense of
not knowing the entire system’s behavior. Real-time simulators [2-4] are an integrated
hardware-software solution used to interface power apparatus and simulations in real-
time, are extremely efficient, and are faster than commercial power system simulators.
However, real-time simulators are also limited to power systems of small order.

The present-day inability to obtain timely simulation results of full-order SPS
simulations has motivated to reducing the run-time of SPS simulation using multicore
computers. The approach to parallelize the simulation of SPSs in this work is presented
in three stages: discretization and formulation, partitioning, and simulation. A brief
description of each stage ensues.

Discretization is the process of mathematically representing a system described in
the time domain as a system modeled at discrete intervals of time. To discretize the SPS
model used in this work, each SPS component model was discretized by replacing the
inductors and capacitors with equivalent discretized branches. After each component

model was discretized, the SPS was formulated in loop current as variables by



interconnecting all of the discretized component models together. The resulting
formulation is a system of equations solved at discrete intervals of time.

The partitioning stage consists of tearing a SPS into subsystems to parallelize time
domain simulations. To determine where to tear the SPS, a weighted graph
representative of an SPS was created. Each graph vertex represents a discretized SPS
component model and each graph edge represents an electrical junction where two or
more component models interconnect. The weight of each vertex is based on the
estimated computational effort of solving the equations of the model a vertex represents.
This stage begins by partitioning the representative graph using the mincut algorithm [1-
2],[3] to produce an initial segregation. To balance the weighted graph partitions,
balancing heuristics are used to move vertices across partitions. The edge-cut resulting
from the balancing heuristics corresponds to the points of disconnection on the SPS
where tearing occurs.

When the points of disconnection of the SPS have been determined, a partitioning
approach motivated by diakoptics [4] is used to tear the SPS into subsystems. The
partitioning approach presented in this work uses capacitor loops as the points of
disconnection. By shorting two (out of three) capacitors on three-phase cables, a large
portion of the network matrix’s off-diagonal region is depleted producing subsystem
decoupling. This rapid off-diagonal depletion is a direct result of the formulation
approach taken, which concentrates loop currents at bus node capacitors where most of

disconnection points are.



Finally, the simulation stage consists of using threads to simulate the SPS
subsystems, and manually assigning the threads to the cores of a multicore computer. A
multithreaded program was developed in C# to solve SPS subsystems using the
electromagnetic transients program (EMTP) solution approach [5], where each
subsystem’s electrical network is solved before its control network. After finding the
loop currents in each subsystem, the branch currents and node voltages for all
components are found. Select instantaneous voltages and currents from the electrical
network are passed to the control network as inputs to solve controller equations,
determine diode commutation times, calculate the root-mean-squared (RMS) voltages
and currents, and determine if protective devices should operate.

To assess the performance and validity of the partitioning approach, the speed,
accuracies, and time step variations are used as performance metrics. Speed is assessed
by taking the ratio between unpartitioned and partitioned simulation run-times.
Accuracy is determined by comparing the unpartitioned and partitioned simulation
results at each time step of the simulation. The time step was varied to determine how
the simulation error (if any) varies when using different time step sizes.

The contributions of this work are in four areas. The first lies in the formulation
approach, where the loop currents are concentrated at bus node capacitor loops. This
formulation approach is advantageous because tearing only a few capacitors depletes the
off-diagonal structure of the network matrix and permits block-diagonalizing the
network matrix. = The second is related to the first in that after partitioning the

representative graph using the mincut algorithm, the SPS subsystems are balanced with a



minimal (if any) edge-cut increase. The edge-cut does not increase when vertices at bus
nodes are moved to another partition adjacent at the same bus node. The third resides in
the tearing of only two out of three capacitors in a loop. By tearing only two capacitors
at each boundary, the number of constraint equations is two for each disconnection point
regardless of how many graph edges are torn from the same boundary; having only a few
constraint equations keeps the computation of the boundary condition low. And the
fourth consists in the empirical determination that sequential-parallel SPS simulations
(i.e., many threads per core and even with load imbalance) on multicore computers are
computationally more efficient than purely parallel simulations. To note, the most
important final result is that AC-Radial SPS simulation run-time is significantly reduced

at bare cost since multicore computers are already (virtually) on every desktop if not all.

1.2 ORGANIZATION

This dissertation is organized into five chapters. The second chapter introduces
the difficulty of large-scale SPS simulation, justifies the work discussing recent efforts in
computational burden reduction, and presents a differential-algebraic (DAE) formulation
of a notional AC-Radial SPS. The third chapter describes the solution methodology in
three stages: discretization, partitioning, and simulation. The fourth chapter assesses the
solution methodology’s performance by evaluating three performance metrics. The fifth

chapter concludes and examines future work.



CHAPTER IT

LITERATURE REVIEW AND PROBLEM FORMULATION

2.1 INTRODUCTION

This chapter reviews common commercial power system simulators, introduces
AC-Radial SPSs, common solutions to partitioning power systems, and presents the
differential-algebraic equation (DAE) formulation of a notional SPS. Power system
simulators are also introduced to discuss current simulation tools and simulation
approaches. Time domain simulations are introduced to explain how computer
resources can be rapidly depleted. A general description of AC-Radial SPSs is presented
to introduce the topology and saliencies found on SPSs as the system that will be studied
in this work. Since the approaches to parallelize power system simulation is fairly
commonplace and well documented elsewhere, only those approaches that frequently
appear in the literature are reviewed. The DAE formulation at the end of this chapter is
used to assess the complexity of SPS time domain simulations and to estimate the order

of a notional SPS.

2.2 MOTIVATION OF THE WORK

Power system simulators rely on analytical methods programmed into desktop
computers (e.g., PCs) to simulate behavior of electrical power systems. The drawback

of simulators is the lengthy run-time in simulating large-scale electrical networks. The



simulation of large-scale electrical networks imposes considerable computational
burdens and can rapidly deplete available processing power and memory storage.

The result of simulations depleting computing resources is a limitation in the
system order that can be simulated in a reasonable amount of time. The depletion of
processing power and memory is especially true of time domain simulations, where the
computational burden is pronounced and millions of data points are saved. Simulation

of full order SPSs can take valuable hours, days, or even weeks to complete depending

on the case study, order, and simulation end time (Z,,, ). Such time dedication of

computational resources may be detrimental to research budgets and has motivated the
reduction of run-time by parallelizing SPS simulations. The considerations that
motivated this work are summarized in Fig. 2.2.1, where the current problem is depicted

on the left side and the aspects desired from a solution are shown on the right.

Current Problem Proposed Solution
. SPS simulation is slow Motivated e  To speed-up SPS simulation
. Reduced SPS models are used to otivate e  To simulate large-scale SPS
circumvent lengthy simulations e  To not buy hardware

e  Expensive hardware is required
for real-time (and faster)
simulations

Fig. 2.2.1. Motives and desired aspects of a solution

In what follows of this chapter, the system order, complexity, and common

characteristics found on SPSs are presented. The following subsection introduces AC-



Radial SPSs followed by a formulation that gives an ideal of the system order in the

form of DAEs.
2.2.1 AcC-Radial Shipboard Power Systems

This section presents a brief overview of AC-Radial SPSs. More details on AC-
Radial SPSs are documented in [6-10]. The SPS examined here shares some
characteristics of the U.S. CG 61 surface combatant [11].

Generally, a combatant type ship consists of a three-generator system in a ring
configuration; in typical operation, two generators are used, while the third serves as an
emergency supply. Three-phase power is generated and distributed in an ungrounded
delta fashion to ensure continued electrical supply despite single-phase to hull faults [9].
An illustration of a notional AC-Radial SPS is given in Fig. 2.2.2.

The voltage is generated at 450V at 60Hz and distributed to the system via
switchboards. Generator switchboards are composed of one of more switchgear units
and are located close to their associated generators. The switchboards, among
themselves, are connected in ring topology so that loads can be fed from any generator.
Bus tie circuits interconnect the generator switchboards, which allow for the transfer of
power from one switchboard to another.

From each switchboard emanate radial paths to supply loads directly or from load
centers. Load centers are distribution centers below the switchboard level and are used
to supply power to load concentrations in various areas of the ship. There are two types
of loads, non-vital and vital. The non-vital loads have only one supply path to a

switchboard and are connected from the load centers. Vital loads have two supply paths



(normal and alternate) and are connected to switchboards or load centers via automatic-
or manual bus transfers (ABTs and MBTs, or XBTs to refer to either).

The major types of protective devices utilized in the U.S. Navy ship electrical
power systems are fuses, circuit breakers, and relays [10]. The purpose of protective
devices is to mitigate damage to electrical equipment during abnormal conditions. The
fundamental characteristics of protective devices are to monitor system voltage and
current levels, detect the presence of abnormalities, and to intelligently reconfigure the
routing of power to maintain power continuity at loads vital to crew survival.

The vessel’s load to generation ratio is high (i.e., stiffly-connected system); thus,
there is not much of a reserve margin in case of severe faults or catastrophic conditions.
The generation system is a finite inertia one, where, as opposed to terrestrial systems,
generation has a limited capacity. A consequence of finite-inertia systems is that during
disturbances the system is prone to pronounced under-frequencies, under-voltages, and
inter-rotor oscillations.

A general description of AC-Radial systems was given in this subsection to
highlight saliencies that distinguish SPSs from terrestrial power systems. The next

section introduces commercial power system simulators.
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2.2.2  Power System Transient Simulators

Available power systems simulators range from commercial ones to free ones [13].
Some well-known commercial simulators are EMTDC/PSCAD [14], ETAP [15],
EMTP-RV [16], PLECS [17], SimPowerSystems [18], PowerFactory [19], and
PowerWorld [20]. Some of free simulators include ATP [21], InterPSS [22], and VTB
[23].

Most simulators solve power systems by implementing the electromagnetic
transients program (EMTP) solution approach [5],[24]. The EMTP approach discretizes
power system branches (i.e., inductors and capacitors) and forms a large nodal
conductance matrix, which corresponds to writing Kirchhoff’s current law (KCL)
equations at each node. The set of nodal equations have the form A-x=b, where A
represents the nodal conductance matrix, x represents the vector of node voltages, and b
represents the vector current injection at each node. The solution of the node voltages
takes place in incremental time steps (i.e., atk =0,k =1, k =2, ...) and rapidly becomes
burdensome as the order of the system increases. The aforementioned simulators all
experience the problem of burdensome time domain simulations and depletion of
computational resources which lead to the problems listed in Fig. 2.2.1.

Albeit multicore technology in desktop computers, commercial power system
simulators do not fully exploit their potential for parallelism. For example,
PSCAD/EMTDC uses two cores: one core for PSCAD [25] to render the graphical

interface and run-time meters, and the other for the solver (EMTDC [26]). Since the
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solution produced by EMTDC is executed by only one core, the simulation is not a
parallel one.

Other simulators such as EMTP-RV [16] have not yet implemented any parallel
strategies. At InterPSS [22], a distributed power system simulation approach has been
developed. Such approach uses grid-computing, where transient stability case studies
for large-scale power systems can be ran simultaneously on different computers. The
solution of each case study, however, is not divided. Each case study runs concurrently
on a different machine. A limitation of distributed grid-computing is the linear speed
gain limit, where if M computers are used, the maximum speed gain would be M.

Real-time simulators, such as RTDS® and Opal-RT®, can partition power systems
only if Bergeron’s traveling-wave line model can be used. That is, a transmission line of
sufficient physical length must exist in order to partition power systems. If said line
does not exist in the power system being modeled, short-lines (stublines [27]) with one
time step delay can be used instead. The effects of inserting one time step delay
stublines where none exist may introduce phase drifts and run longtime simulations
unstable [28].  As of this writing, the largest system that can be simulated in real-time
is by company Opal-RT®, which currently can solve 330 buses in real-time [29] using a
cluster of quad-core computers ; however, hardware cost is significant and stublines
would be required to partition the short cables on SPSs. A summary of partitioning
capabilities (if any) of today’s commercial power system simulators is reported in Table

IL.1.
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TABLE II.1. SUMMARY OF COMMERCIAL POWER SYSTEM SIMULATOR PARTITIONING ABILITIES

Program Partitioning Ability

ATP Does not partition

EMTP-RV Does not partition

ETAP Does not partition

InterPSS Transient stability case studies possible on a distributed computer

PowerFactory Does not partition

PSCAD/EMTDC One thread renders graphics (PSCAD); one thread solves power system (EMTDC)
RSCAD Real-time simulation software power systems using Bergeron's travelling-wave model
RTLAB Real-time simulation software power systems using Bergeron's and/or stublines

SimPowerSystems  Uses MATLAB's engine which is multicore capable; power systems are not partitioned
Virtual Test Bed Does not partition

*Information based on in-person conversations and emails with technical support

The concepts of time domain simulation and how computing resources are
depleted are presented next. After focusing on background information in time domain

simulation, relevant solutions to ameliorate time domain simulations are described.

2.2.2.1 Time Domain Simulation

Time domain simulations are computer-based simulations of physical systems for

an intended continuum of time (e.g., from ¢, =0s toz,,=20s). Since computers

start
actuate on clock pulses, computer simulations are inherently a discrete-time processes.
To simulate physical systems for an intended continuum of time, said systems are
discretized and solved at discrete instances with a time step increments of Az seconds.

A time line illustrating the concept of time domain simulation is depicted in Fig.
2.2.3. The first time step (step, hereinafter) solved is &£ =0, which represents ¢ =0s.
After the system is solved at k =0, the step advances to £ =1 and the system is solved
again using part of the previous solution from £ =0. The integer increments of k are

continued throughout the intended simulation time. As illustrated by Fig. 2.2.3, if
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At =50ps, a simulation of 7,,, = 20s would require k,,, = =% = 400,000 solutions

of A-x=Db, which can take hours, days, or even weeks depending on how long the

solution at each & takes.

Solve Solve Solve Solve Solve
Simulation 4’u—’H—’H—’H 777777777777777777777777777777777777 ’H4> Simulation
Start End
k=0 k=1 k=2 k=3 -
t=0us t =50ps t=100ps t =150ps tog =K ,qA
At =50us

Fig. 2.2.3. Illustation of fixed time step time domain simulation

2.2.2.2 Computational Burden

Simulation run-time is directly related to the solution time at each & as illustrated
in Fig. 2.2.3. If the solution at step k takes 0.216s to complete, solving 400,000 steps
would take 0.216x400,000 /3,600 =24 hours. Spending 24 hours on a single case-
study is impractical in terms of the number of cases studies that can be ran in one day;
hence, a motivation to reduce the computational burden exists.

A close-up of the solution process at each k£ in Fig. 2.2.3 is given in Fig. 2.2.4. In
Fig. 2.2.4, a few sub-processes occur at each k£ (details can be found in Fig. 12.23 in

[30]). The solution to A-x=Db at each k constitutes ~90% percent of the solution

time, particularly when the order of the system is O (103 ) .
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Dominates the solution

/time at each time step

Solve system of
equations of the form

777777777777 >
A-x=b
Other post-operations
k+1 <—Current time-step

t= (k+1)At <———Current time

Fig. 2.2.4 The simulation process at each time step (fixed Az assumed)

Lengthy run-time often leads researchers into buying costly equipment to speed-up
simulation, or modeling reduced equivalent power systems at the expense of not being
able to observe system-wide dynamics. An important argument may be made at this
point: the main reason time domain simulation is slow is due to the solution of a large
system of equations in the form A -x=Db at every time step. If the solutionto A-x=Db

can be sped up, run-time will be reduced dramatically.

2.2.2.3 Memory Depletion

Time domain simulations of power systems aim to capture node voltages and
branch current in as many places as possible (i.e., preferably at every relay). To save
system-wide voltage and current information, 12 quantities may have to be saved: 3
instantaneous voltages, 3 instantaneous currents, 3 RMS voltages, and 3 RMS currents.
To store each of these 12 quantities in memory at each £, computer numbers of type

double are typically used.
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Each double requires 8KB (64 bits) of memory (RAM) on desktop computers. To
illustrate how a computer’s memory can be depleted, consider saving 12 values per relay

and at each k. Supposing there are 100 relays in a system, and ¢,, =20s, the total

memory that must be allocated is computed in (2.1), which is a considerable amount
considering that desktop computers (as of this writing) typically sell with 4GB of RAM

(expansion capability to 8-16GB is typical).

Memory 9
—100x 12 x400,000x 8 =3.84x10" ~3.8GB (2.1)
Storage  ans  qumities TV byies

relays  quantities no. steps

If more than 12 quantities were saved at each k, 4GB could be exceeded.
Simulations requiring 4GB of memory are impractical and slow down user-interface
response times.

To avoid depleting computer memory, it may be possible to i) save numeric data
using a different number type (e.g., floats instead of doubles), ii) save less data per relay
(e.g., only instantaneous quantities), iii) reduce the number of relays, iv) simulated for
less time, or v) move the data from memory to files on the hard-drive. The former may
result in loss of accuracy. Reasons ii)-iv) hinder the ability to observe system-wide
dynamic phenomena. The latter solution increases simulation timeas writing data to the
file system introduces a new bottleneck.

This section presented the concept of time domain simulation and the main reasons
they are slow. The next section reviews common partitioning approaches to reduce

simulation run-time.
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2.3 EXISTING SOLUTIONS TO REDUCE SIMULATION RUN-TIME

The tendency to reduce power system simulation run-time has been, and is, to
parallelize power system simulations [31]. However, it is only recently that multicore
computers have made this objective a closer and a low-cost possibility. To parallelize
power system simulations, the power system models must be partitioned first. A review
of power system partitioning methods is reported in this section, where a classification

of said methods is shown in Fig. 2.3.1.

Power system partitioning

Direct methods Iterative methods
[ ]
Bergeron’s N
travelling wave Forcing time step Diakoptics
delays
method

Using a distributed Using a shared- Using a sequential

computer memory computer computer

Fig. 2.3.1. Classification of power system partitioning methods

Direct methods divide power systems into subsystems, and solve each subsystem
using factorization. After the solution of each subsystem takes place, there is an

exchange of boundary variables to accountfor the influence of neighbor subsystems.
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Iterative [32-33] methods solve the subsystems by guessing their solution and then
exchanging boundary information several times during the same time step until converge
is reached. The present work uses a direct partitioning approach; hence, iterative
methods are not considered here. The implementation of a partitioning method to
parallelize a power system’s simulation can be on a combination of a distributed
computer, shared-memory computer, or a sequential computer.

A distributed computer is a group of computers networked together working
towards a common goal [34]. Each computer in a distributed computer network is
referred to as a computational node, which is a stand-alone computer having independent
memory and processor. The communication among computational nodes requires a
physical communication network where messages among computational nodes are
synchronized by the master computer. The computational nodes may or may not be in
physical proximity. The main disadvantage of distributed computers is the
communication network’s latency, and constitutes a bottleneck in parallel simulations
when too many computers are used.

A shared-memory computer is a computer having multiple processing units
sharing on-board memory [35]. The processing units communicate by writing/reading
to/from on-board shared-memory, which is fast and does not require an external
communication network for the processing units to exchange data. A modern day
example of shared-memory computers are multicore computers, which have one

processor with various internal independent processing units (cores) that can work



19

concurrently. The main drawback of shared-memory computers is that the number of
cores is fixed, and cannot be changed unless the computer is replaced.

An alternative form of shared-memory computer is the graphical processing unit
(GPU). GPUs are graphical cards embedded in PCs (can be added after purchase)
containing cores that also communicate with via shared-memory. GPUs are designed to
be extremely fast at processing large graphics data. However, GPU use for non-graphic
operations such as scientific computation has drawn much attention in recent years [36].
The main reasons to use GPUs are the performance/$ or benefit-cost ratio, increasing
performance growth (i.e., at a faster rate than PCs), faster on-board memory bandwidth,
and outstanding performance: GPUs can outperform PCs in floating-point arithmetic .
In this work, GPUs are not considered, because of the need for a user to own specialized
hardware, low on-board memory [37], and the initial hardware investment requirement.
Multicore computers remain an attractive option due to their larger on-board memory,
ubiquity, and positioned market (in-place) infrastructure, which implies a zero-cost
investment.

A sequential computer is a computer with one processing unit. Work carried out
with single-processor computers is purely sequential and processing cannot be
parallelized. Sequential computers are no longer commonplace desktop computers as
the advent, low-price, and performance of multicore computers outweigh sequential

computers.
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The work in this dissertation falls under the category of direct methods using a
shared-memory (multicore) computer. The next subsection reviews direct partitioning

methods relevant to this work.
2.3.1 Bergeron’s Travelling-Wave Model

Long transmission lines naturally decouple power system areas due to wave
propagation delays on transmission lines.  This natural decoupling has motivated
simulating each power system area on a different processor. The parallel simulation
approach that exploits wave propagation delays is known as Bergeron’s model [38].

Consider the one-line diagram of a transmission-line shown in Fig. 2.3.2. Due to
the line length, an event occurring in area k (sending-end) will not be perceived by area
m (receiving-end) until z seconds later. In this regard, Bergeron’s equations suggest

the equivalent circuit in Fig. 2.3.3.
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Voltages and currents

Side k waves Sidem
(sending end) (receiving end)
R — —_» > »
From area k Event Event arrives t Toaream
propagates seconds later

Long transmission line
(i.e., 100 miles)

Fig. 2.3.2 . A long transmission-line representation

In Fig. 2.3.3, the current sources are delayed by 7 seconds and inject current for
events that occurred in the neighbor area r seconds ago (noted as ¢ — ). The equations

describing Bergeron’s model are given in (2.2). In (2.2), Z. is the characteristic
impedance of the line, d is the line length, v is the propagation speed, and {L',C"'} are

the line’s per-unit length inductance and capacitance.
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Fig. 2.3.3. Bergeron’s equivalent circuit model for a long (lossless) transmission line

Ik=im(t—r)+Zivm(t—r)

I :ik(z_r)+zivk(l_r) (2.2)

S WP I
v Lc' C'

The advantage of Bergeron’s model is that power systems can be formulated in

block-diagonal form [39] and simulations easily parallelized. Bergeron’s method
appears frequently in power system partitioning literature and is introduced first.

J. A. Hollman and J. R. Marti [40] used a real-time PC-cluster to simulate
terrestrial transmission systems. The inter-PC decoupling was based on Bergeron’s
model, where each power subsystem was solved on a different computational node.
When using two PCs, speed gains of 32.89% and 37.05% were reported [41]. Four
years later, the same authors published a paper [40] showing results from a five-
computer PC-cluster as well as the expected results from a 19-computer cluster. The

gains achieved with five computers neared 4, while the gains expected with 19



23

computers neared 19, which are close to linear speed-ups. It was shown that Bergeron’s
model was suitable for PC-cluster implementations which resulted in higher speed gains
than when simulating subsystems on a single computer.

D. M. Falcao et al. [39] implemented Bergeron’s method on a Inmos Transputer
T800 connected in a hypercube topology. A speed gain of 4.92 was observed for a
power system consisting of 1,026 nodes, 2,457 branches, and 146 lines, partitioned into
77 subsystems.

J. R. Marti and L. R. Linares [42] implemented Bergeron’s traveling wave model
to simulate small power systems in real-time using an IBM RISC System/6000 Model
560, also on a hypercube architecture. When using two processors, a 45% improvement
of speed (gain of 2.22) was reported; 66% (gain 4.93) on four-processors, and gains of
<1 beyond four processors. The loss of gain is attributed to the increasingly
communication overhead from adding more processors (or when creating more
subsystems).

Bergeron’s model allows formulating power systems in block-diagonal form and is
highly desirable in parallel simulations. However, there is a fundamental limitation
intrinsic to Bergeron’s model: the time step Az must be an integer fraction N of the

travel-time delay (i.e., must be smaller) 7 [43] as given by (2.3).

aoL o Ld 23
N Nov

For example, for a line of d=10km, the maximum time step (N=1) is restricted to

At=50us [40] (assuming a phase velocity of ©=200x10° m/s). Application of
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Bergeron’s model in SPSs would result in even a smaller time steps because the
transmission lines on SPSs are cables of very short physical length. For example, in a
SPS cable of d =100m (assuming v =200 x10° m/s), the time step would be restricted
to Af <50ns and would counter-act any speed gains obtained from parallelizing SPS

simulations.
2.3.2  The Use of Time Step Delays

Discretization of differential equations results in difference equations with both
present and previous time step terms. One approach to parallelize simulations is via
explicit integration algorithms (e.g., inductors become historical current sourcesand
capacitors become historical voltages sources). Discretization of (2.4) using the
trapezoidal rule of integration yields (2.5), where appearance of v(7) on the LHS makes

the integration implicit (i.e., the state-variable i(r) and input v(z) are solved

simultaneously).

v(t)=L—i(r) (2.4)

v(t)+v(t-Ar) L
2 At

(i(t)-i(t-ar)) (implicit) (2.5)

T. Noda and S. Sasaki [44] simulated a power distribution network on a PC-cluster
by partitioning the network using explicit integration to create decoupling. The explicit
integration presented in [44] is a modified version of the trapezoidal rule, which is given

in (2.6). The advantage of explicit integration is that state-variables can be expressed as
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functions of previous time step (i.e., known) values. For example, in (2.6) if i, (¢)

represents an inductor’s current, an inductor branch can be modeled as a historical
current source instead of in resistive-companion form [45].

Explicit integration permits partitioning inductors by current source transportation
[46], and shunt capacitances by voltage splitting. In [44] the simulation speed gain
resulting from explicit integration to partition distribution lines was the use of A=85us

at a real-time simulation speeds.
3 1 L. . -
Ev(t—At)—Ev(t—2At):E(l(t)—z(t—At)) (explicit)  (2.6)

Another method to parallelize simulations based on time step delays is the latency
insertion method (LIM) [47-48]. The LIM algorithm takes advantage of the inherent
latency in inductors and capacitors to generate a leapfrog algorithm, which first solves
for an electrical network’s branch currents and then for the node voltages. In the LIM, if
branches do not contain inductors, or if nodes do not contain capacitors, inductors and
capacitors are artificially added to force the latency exploited by the leapfrog algorithm.
When using the LIM, all branches and nodes are treated as shown in Fig. 2.3.4. The

independent sources are non-zero only if they are physical present.
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Fig. 2.3.4. Branch (left) and node (right) as modeled by the latency insertion method

In the LIM, which uses the backward Euler discretization, the branch currents and

node voltages in Fig. 2.3.4 are discretized and solved as (2.7) and (2.8), respectively.

S N SN E B = .k k+1
i —ly+?(vy P - R + E 2) 2.7)

ij ij ijtij

Pl
Cv; 2 k .
i - G .
at Gi

At time step k +1, the leapfrog algorithm first solves for all branch currents using
(2.7). Once all branch currents are known, and before advancing the time step to k£ + 2,
all node voltages are solved using (2.8). The notation & ++ in (2.8) indicates that the
node voltages are found from a post-computation following the branch current solution
at k+1. Once the time step is advanced to k + 2, the voltages found at k +< are used
to compute the branch currents at k£ +2 by using (2.7) again. The pattern of latency

exploitation is clear as branch currents and node voltages are solved separately leaping

back-and-forth between their solutions.
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Watanabe et al. [49] used the LIM leapfrog method to parallelize the simulation of
a power distribution network on a PC-cluster. The speed gains reported were between
20-100 times with an efficiency of 94% when using five computational nodes. The
approach used to parallelize the simulations was to divide a large power distribution
network into subsystems, where each subsystem was assigned to a different
computational node.

At the subsystem boundaries there are a deliberate number of repeated (interface)
branches and nodes considered the subsystem overlap. The subsystem overlap
simultaneously exists on all subsystems created from the same boundary. At each time
step of the simulation, each subsystem solves for its branch currents and node voltages
using (2.7) and (2.8), respectively. Before advancing the time step, the subsystems
exchange their branch current by sending them across the communication network.
After receiving the currents from the adjacency subsystems, the boundary node voltages
are updated by injecting the received current.

There are limitations in the LIM that prevent its application to SPSs. The first
limitation is that datum nodes in SPS do not exist because when SPSs are modeled as
purely ungrounded. Thus, the node model on the right of Fig. 2.3.4 cannot be formed. If
said node model does not exist, the leapfrog algorithm cannot be used. Another
limitation is the time step size requirement. In the case a fictitious (virtual) datum node
were created for SPSs, shunt capacitors would have to be added to every node. Further,
all branches containing capacitors would require inductors to be added to the same

branches. Adding inductors to all branches containing capacitors, and adding capacitors
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to all nodes not containing capacitors, implies adding parasitic inductances and
capacitances to the system. Parasitic reactance introduces fast transients that may not be
physically presented and require a very small Az to observe.

Moreover, to maintain numerical stability after introducing parasite reactance, it is
recommended that the Ar<+/LC , where L represents a branch inductance and C

represents a node’s shunt capacitance. In [49] time steps were in the order of 0(10’12 ),

which does not make A7r <+ LC a significant restriction. However, in power system

simulation the typical time step is Ar =50us . Unless the time step is decreased, unstable
simulations are possible. If the time step is reduced to 0(10‘9 ) , run-time is significantly

affected. If instead of using parasitic values for inductors and capacitors, larger values
are were used instead, the physical significant of the results change. Other uncertainties
regarding the application of LIM to SPSs are the suitability to time-varying and
ungrounded networks, which have not been reported.

At Florida State University, a 9-rack RTDS® simulator [50] implements time step
latency in two ways. The first is to create SPS subsystems by using transmission lines
with travel-times of Az [50-51]. It is noted that this line is not physically present on a
SPS model; the line is intentionally placed in the SPS model to form subsystems from
time step delays. The idea of placing (where physically not present) a Az travel-time
transmission line is to mimic Bergeron’s travelling-wave model explained earlier.

The second method is to use a cross-rack transformer model to insert a latency and

partition DC links. When partitioning DC links, the latency comes about inserting an
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inductor of specified value such that simulation stability is warranted. Since partitioning
by insertion of latencies is artificial, its impact on simulation results should be carefully

studied [52] and, hence, is not considered in this work.

2.3.3 Diakoptics-based Partitioning Approaches

Diakoptics (from Greek kopfo meaning fo tear, and English dia interpreted as
systems) is a term associated with the work developed by G. Kron on tensorial analysis
[53], which gave rise to a piecewise solution of large networks [4]. Between June 7,
1957 and February 22, 1959, G. Kron published a serial called “Diakoptics-The
Piecewise Solution of Large-Scale Systems” in the Electrical Journal, London
(formerly the Electrician), which later became available under one cover [4]. Kron’s
motivation was to obtain inter-area power flows knowing only intra-area power flows
[54].

G. Kron’s new partitioning theory was unique as it could solve large network
problems using only the solutions of its component parts. Diakoptics was introduced
before the digital computer, and did not receive attention until only after the sparse
matrix ordering techniques suggested by Tinney [55], the discretization for computer
simulation proposed by Dommel [5], and the modified nodal analysis formulation
proposed by Ho [56], which became dominant and efficient digital computer methods.
The introduction of Modified Nodal Analysis (MNA) by Ho and the reduction of
computer size and cost led to believe that one computer alone was sufficient to solve

power systems of moderate sizes during the 1970s.
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Diakoptics is not taught in academia and is rarely found in electrical engineering
textbooks. Other approaches, asides from diakoptics, have become main stream in the
recent decades and most of the literature on partitioning does not address diakoptics as a
viable option; perhaps, for the same reason that it disappeared during its beginnings.
Diakoptics lost popularity before it was well established, but those who used it did see
and learnt from its efficient advantages [54],[57-59].

G. Kron showed that an electrical network represented as (2.9) and solution (2.10),

where A . is the original network (coefficient) matrix, X the vector of unknown

orig
variables, and b is the input vector, could be torn in p subsystems and reformulated as

(2.11). Equation (2.11) leads to the parallelizable form in (2.12).

orig (29)
-1
X = Am.gb (2.10)
Apock I D ||x b
{ D' -i el s (2.11)
A, X; b, U,
A X b u
Aok = ’ - ) X= :2 ; b= :2 ’ u= :2 ;
A b u

P XI’ nx1 P r



Dl Sl
D S
D=| |, S= ? ;
D, S,
=1,  ifx, is positively coupled to u,

D(i,j)—><=-1, ifx, is negatively coupled to u,

=0, ifx, is not coupled tou;

where b, = excitation vector of subsystem i
x, = unknown variable vector of subsystem i
A, = network matrix of subsystem i
A,,.. = block-diagonal matrix of all subsystems' A,

D, = tensor relating network and boundary variables
S = diagonal matrix of torn branch immitances
u = vector of torn branch boundary variables

- = zero matrix

p =number of network partitions.
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X= Ai:llockb - Ai:llockD(s_l + DTA]:IIOCkD)_1 (DTA;llockb)' (2 12)

The power systems research group at the University of British Columbia (UBC)
has a PC-based real-time simulator (OVNI [28],[60]) that uses a two-level partitioning
approach. The first level of partitioning uses Bergeron’s traveling wave model to form
subsystems that can be solved on different PC-cluster computers. The second level of
partitioning is to use a diakoptics-based formulation (called MATE [61]), which tears
resistive lines (inter-area links) to create subdivisions from the first-level subsystems.

In [28],[60] J. R. Marti and L. R. Linares used diakoptics to tear the resistance of
lumped lines as illustrated by Fig. 2.3.5-Fig. 2.3.6. In Fig. 2.3.5 the areas joined by the
line resistance were decoupled by replacing the line resistance by current sources of
unknown value. After replacing the resistance with current sources, from the principle
of current source transportation [46], the current sources were torn as current sinks (left)

and current sources (right) as shown in Fig. 2.3.6.
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Fig. 2.3.5. Two areas joined by an inter-area link (lumped resistances)

Area A appears

/decoupled from Area B

Remove line resistance
and add current sources
of unknown value

Fig. 2.3.6. Two areas decoupled by current source transportation [46]

To solve the partitioned system shown in Fig. 2.3.6, the current source constraint
equations are included in the system formulation (MATE). The network matrix for the

system in Fig. 2.3.6 is given in (2.13), where G, ,,, is the nodal conductance matrix of
Area A, 0 is a zero matrix, and i,,, is the current injection vector for Area A. The

unknown current source values are included in the lower part of node voltage vector and
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are part of the system’s solution (i.e., solved simultaneously with the node voltages).

Equation (2.13) has the form of (2.11), which is a diakoptical formulation.

- : : - - - -
| |
| ol Var
row a | |
1 .
G nodalA : 0 : 1 vbl 1 nodalA
row bl | | 1
| | v
gl
Tow ¢, : : ‘
| |
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| | —
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row ¢, | |
: : _1 VCZ
| |
S e . S| DU A
1 : -1 : —Ra 1,
| | e
1 : -1 : _Rb 2
I _ I — i
1 | 1 | R i | | |

col. @, col. b, col. ¢, col. a, col. b, col. c,

(2.13)

K. W. Chan et al. [62] implemented a PC-based real-time simulator connected in a
4D-hypercube using diakoptics as the inter-processor partitioning scheme. The solution
for an 811-busbar power system was measured in terms of speed gain and efficiency.
The speed gain is the ratio between unpartitioned and partitioned simulation times. The
efficiency is the ratio between speed gain and the number of processors used. When
using two processors, the speed gain and efficiency were 1.76 and 88.2%, respectively.
When using 16 processors, the speed gain and efficiency were 4.77 and 29.79%. The
speed gains reported are sub-linear and show that inter-processor communication
severely influences the overall performance of the parallel simulations. Another
influential aspect is the computational imbalance among subsystems. The computation

imbalance manifests itself as efficiency and is dominated by the processor finishing last
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at each time step (i.e., ideally, all processors finish their solutions at the same time). The
major bottleneck of diakoptics is the communication overhead in unifying the subsystem
solutions to obtain the overall solution.

S. Jiwu et al. [63] implemented an eight-computer cluster using diakoptics as the
inter-processor partitioning scheme for transient stability simulations. The authors
improved the coarse-grained algorithm used by K. W. Chan in [62] by proposing a
multilevel partitioning scheme and a hierarchical form of the bordered-block diagonal
form power network algorithm. Cluster optimizations are also used to reduce the
bottleneck of the partitioning scheme. The three case studies presented by the authors
reported sub-linear and super-linear speed gains for transient stability studies. Speed-
gains of near ten were attained for eight processors, and efficiencies of 180% were
attained for four processors, which improved the results in [62]. The work in [63]
addresses transient stability simulations, which is not the main endeavor of this work.
However, it should be noticed that super-linear gains and good efficiencies are possible
using diakoptics.

A. Kalantari [64] and S. Esmaeili [65] used a diakoptical formulation for inter-area
steady-state fault studies. Ideal circuit breakers at the onset of subsystems were used to
create boundaries of disconnection as shown in Fig. 2.3.7; if circuit breakers did not
exist at the desired locations, they were inserted in place. The inter-area constraint
equations include the circuit breakers’ status (=0 when open, and F=1 when closed).

The diakoptical formulation used by A. Kalantari ef al. is given in (2.14).



y c -

Y2 : C2

i .

YS i CS
_________________ LT
(FC; FC, FC, 1 (F-1)I|

where:

I, = current injection vector of subsystem i
V. = vector of unknown voltages of subsystem i
Y, = admittance matrix of subsystem i
C, = connection matrix relating subsystem i's internal
node currents to its boundary currents
I, = boundary current injections
F = variable parameter that determines that status
of boundary circuit breakers

s = number of network partitions.

36

(2.14)
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Boundary circuit
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controller with F

Area A / L /‘/ A Area B

<——Grounded =1, when circuit breaker is closed

= 0, when circuit breaker is open
F—

Fig. 2.3.7. Two areas joined by ideal circuit breakers

The network equations in [64] were parallelized by first solving the network with
the circuit breakers open, and then with the breakers closed. The fault study solution
approach in [64] is computationally efficient because obtaining the new fault pre-
voltages does not require re-factoring the entire network matrix, only portions of each
subsystem’s bus impedance matrices (also called the Woodbury’s method of inverting
modified matrices [66-68]). The work in [64] was presented for steady-state results; the
work in [65] for transient stability studies, grounded networks, use nodal analysis, and
their breaker models did not exhibit arcing characteristics.

The main disadvantages of diakoptics are that branches must exist at the
boundaries of disconnection for constraint equations to be written and that the
computation of the patch term becomes computationally expensive as the number of
partitions increases; more so in distributed computers having physical communication
network delays. The former disadvantage poses a limitation on the number of places

where a network can be torn, and limits the maximum number of partitions possible.
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The latter disadvantage is due to the sequential work required to compute the boundary
conditions at each disconnection point. The larger the number of partitions, the larger
the sequential work involved in said boundary condition computation. While the
boundary conditions are computed, the solution to the subsystems is halted until the

boundary conditions are known.

2.4 DIFFERENTIAL-ALGEBRAIC FORMULATION OF A NOTIONAL

SHIPBOARD POWER SYSTEM

To assess the complexity and order of AC-Radial SPS time domain simulations, a
notional SPS was formulated mathematically using differential-algebraic equations
(DAEs). The differential equation set contains the differential equations of all power
apparatus and controllers. The algebraic equation set contains the voltage and current
constraints at the junctions (e.g., single-phase and three-phase nodes) where two or more
power apparatus interconnect. The list of the power apparatus used for the notional AC-
Radial SPS formulation is presented after introducing the component models in Table
I1.4. The three-letter acronyms will be used frequently throughout this manuscript.

To formulate the DAEs, a multi-terminal component (MTC) theory [69] approach
was adopted. In the following subsection MTC theory is introduced before presenting

the DAE equation formulation.
2.4.1 Multi-Terminal Component Theory

Multi-terminal component theory is an abstraction that treats power apparatus as

being enclosed by black-boxes called MTCs. By creating MTCs, each power apparatus
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can be mathematically described as a stand-alone component. Each MTC is
mathematically described using differential and/or algebraic equations to describe the
internal behavior of the MTC. After mathematically describing all MTCs, the MTCs are
interconnected by writing voltage and current algebraic equations at all MTC terminals.
After all MTCs are described and interconnected, a DAE formulation is obtained.

An illustration of an arbitrary MTC is shown in Fig. 2.4.1. The MTC in Fig. 2.4.1
has three-phase terminals on its input and output sides. Some MTCs may have only an
input side (e.g., a motor), or may have mixed single-phase and three-phase terminals

(e.g., a transformer).

A multi-terminal
Encloses any power

component
apparatus

~

> Output side

- A

Input side < ()

. o J
\_ /

Fig. 2.4.1. A power apparatus enclosed inside a multi-terminal component (MTC)

3o terminal leads

An illustration showing four MTCs is given in Fig. 2.4.2. In Fig. 2.4.2, a
synchronous generator (GEN1) is connected to an over-current relay monitoring a circuit
breaker (BRK1) at three-phase node 1. The circuit breaker is connected to two cables

(CBL1 and CBL2) at three-phase node 2. All MTCs were interconnected by writing
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voltage and current equations as described in Fig. 2.4.2, which rendered the entire
notional SPS DAE formulation. An example of a bus connection is given at the end of

section 2.4.3.

1. Describe as a stand-
alone component
3¢ node 1 3¢ node 2

—

GEN1 — BRK1 cBL1T

MTC 1 MTC 2 MTC 3

2. Voltage and current
constraints mustpe—/ &=
satisfied at each node

MTC 4

Fig. 2.4.2. Radial connection of four MTCs

2.4.2 Component Models

The power apparatus models of the notional SPS are presented in more detail in
this section. Each power apparatus is described using differential equations, and with
differential-algebraic equations if they enclose subcomponents (e.g., generators and
induction motors enclose subcomponents). None of the components presented next have

a ground connection because SPSs are modeled as purely ungrounded in this work.
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2.4.2.1 Synchronous Generator

Three synchronous generators are modeled in the notional SPS used in this work.
The generators have delta-connected stator windings, are rated at 450V, 2.5MW,
3.125kVA, 900RPM (60Hz), 8-pole machine, and use the parameters presented in [70].

Each generator comprises four subcomponents: a rotor shaft (ROT), a prime-
mover and governor (PMG), a voltage regulator and exciter (VRE), and six windings
(WND). The generator’s rotor dynamics are based on the swing equation (eq. 7.82 in
[71]). The PMG model is based on the model presented in [70] and the VRE model
based on the IEEE Type II excitation system [72-73]. The stator windings are modeled
as three delta-connected windings and the rotor windings as a field, d-axis damper, and
g-axis damper windings; the stator and rotor windings are magnetically coupled with
time-varying inductances.

A representation of the generator model and its subcomponents is shown in Fig.
2.4.3. The generator subcomponents are ROT, PMG, VRE, and WND. To interconnect
the generator’s subcomponents, the state-variable relationships (indicated with arrows)
in Fig. 2.4.3 are used. Each of the generator’s subcomponent equations are introduced

next.
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Fig. 2.4.3. Electrical and mechanical subcomponents of a synchronous generator

2.4.2.1.1 Machine Windings

The equations of the six generator winding are given in (2.15), where the state-

variables are the winding currents and the inputs are the winding voltages. Derivation of

(2.15) is based on the synchronous generator modeling presented in [74-76]. In (2.15),

Ayap 18 the vector of winding flux-linkages, L,,, is a coefficient matrix with time-

varying self- and mutual-inductances, R, , is a diagonal matrix with the winding

resistances, 6., is the rotor’s electrical angle in radians with respect to phase ab ’s

stationary magnetic axis, X,,, 1S the state-variable vector of winding currents, and u,,,,

is the input vector of impressed voltages on each winding.
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The relationship between the rotor’s mechanical angle and the stator windings’
electrical angle (i.e., the stator frequency is different than the rotor frequency) is given in

(2.16), where ;5" is the rotor’s mechanical angle with respect to the machine’s top-

dead center, and p.,, =8 is the total number of magnetic poles on the rotor.

gl = pc;EN ot (2.16)

2.4.2.1.2 Prime-mover and Governor

The state-variable equations for the PMG are given in (2.17) and are based on

w. ime-mover ti X u
70], where T, and T,, are prime-mover time constants, W, , and C,., are exogenous
inputs, 7, and K are the governor’s time constant and gain, respectively; wpid is the
ime-mov ' -unit, wpor 1 ' u
rime-mover’s reference speed in per-unit, @b is the rotor’s instantaneous

mechanical speed in per-unit. The aforementioned variables are labeled in Fig. 2.4.3.
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2.4.2.1.3 Rotor

The rotor’s swing equations is given in (2.18), where J,,,. is the rotor’s moment

ROT

basemech

of inertia in kg-m®>, =" = 900 x 22rad/s is the generator’s base mechanical speed,

Tbascmech

. ) : pumech
vev " 1s the generator’s base torque in N-m, @

ror ' 1s the rotor’s instantaneous

mechanical speed in per-unit, 7/»" is the PMG’s applied mechanical torque in per-

unit, and 7,22 is the windings’ electromagnetic counter-torque in per-unit.

L]
emech Hmech
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2.4.2.1.4 Voltage Regulator and Exciter

The VRE’s state-variable equations are given in (2.19) and the non-linear relations

VRE

in (2.20), where E). is the exciter’s throughput voltage, {VVIRE,VViE,VV;E} are the
regulator state- variables, v} is the reference voltage in per unit, and vii™ is the

stator’s terminal voltage in per-unit. The VRE’s non-linearity is modeled by f,(7),

which models the regulator’s limiter function, and f£, (t), which models the exciter’s
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2.4.2.2 Induction Motor

46

T,,T,} are VRE gains
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(2.20)

The motor loads on the notional AC-Radial SPS are modeled as induction motors

including the motor drives. The motor ratings and parameters are listed in Table II.2 and

Table I1.3, respectively. As seen from Table I1.2, the induction motors are loaded with a

constant mechanical load torque and operated below their rated values.

Similar to

GENs, MOTs are comprised of several subcomponents. The MOT’s subcomponents are

an uncontrolled three-phase rectifier with DC-link bus capacitor, a sinusoidal pulse-

width modulated voltage-source inverter [77], the motor windings, and the rotor shaft.
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Rated Values Operating Values
Rated Rated Rated Rated Slipat Rated | Loaded Loaded Slip Loaded
Type of Induction Number | Horsepower ~ Power Power Torque Rated Speed | Power Torque when Speed
Motor of (HP) Factor (W) (N-m) Torque (RPM)| (W) (N-m) Loaded (RPM)
AC Compressor 1 258.2 0.90 192,617 2099.3  51.6% 3,600 | 156,872 437.1 4.8% 3,427
Anchor Windlass 4 53.22 0.87 39,702 5354  622% 3,600 | 18856 51.6  3.0% 3,492
Fire Pump 6 154.5 0.83 115,257 13573  29.0% 3,600 | 96,171 262.5 2.8% 3,499
HP Compressor 2 5.63 0.82 4,200 52.3 40.8% 3,600 | 3,504 9.6 3.3% 3,481
Steering Gear 4 105.2 0.86 78,479 550.1 31.2% 3,600 | 38,333 104.8 3.0% 3,492
Water Pump 2 63.81 0.86 47,602 8974  27.1% 3,600 | 71,900 196.6 3.0% 3,492
Total no. motors 19
TABLE II.3. INDUCTION MOTOR PARAMETERS
Electrical Parameters Mechanical Parameters
Stator Rotor Rotor Rotor Rotor
Number Stator Leakage  Magnetizing Rotor Leakage Damping  Moment Time
Type of Induction | of Poles Resistance Inductance Inductance Resistance Inductance | Coefficient of Inertia Constant
Motor (total) Q) (H) (H) Q) (H) (N-m-s) (kg-m"2)  (secs)
AC Compressor 2 53.9E-3 431.7E-6 20.6E-3 170.3E-3  431.7E-6 | 111.3E-3  521.2E-6 4.7E-3
Anchor Windlass 2 300.0E-9 2.0E-3 92.4E-3 935.4E-3 2.0E-3 28.4E-3 143.5E-6  5.1E-3
Fire Pump 2 7.3E-3 777.6E-6 23.1E-3 169.9E-3  777.6E-6 72.0E-3 385.9E-6  54E-3
HP Compressor 2 2.3E+0 17.1E-3 526.6E-3 5.3E+0 17.1E-3 2.8E-3 149E-6  5.4E-3
Steering Gear 2 300.0E-9 1.9E-3 70.1E-3 456.9E-3 1.9E-3 29.2E-3 1492E-6  5.1E-3
Water Pump 2 300.0E-9 1.2E-3 42.5E-3 242.9E-3 1.2E-3 47.6E-3 648.7E-6  13.6E-3

An illustration of the MOT model including subcomponents is shown in Fig. 2.4.4.

The rectifier is modeled as a six-pulse line-commutated uncontrolled rectifier.

The

inverter is modeled as a six-pulse pulse-width modulated voltage-source inverter, where

the speed controller is modeled as a lag compensator. The mechanical load is modeled

as a constant mechanical torque. The rotor dynamics are modeled with the swing

equation. Details of the MOT’s subcomponent are presented next.
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a Rectifer Inverter
i}a(‘r [j o i 4
ZRCL DCE MOT
+ . +
e m vl
_ RCT 41 N mor Induction

v,
DCF
¥ + Motor
BC1 BC1
VR('T — V‘WUI
o= | -

Fig. 2.4.4. Induction motor and drive

2.4.2.2.1 Rectifier

The rectifier and DC-link bus equations are given in (2.21). The rectifier

equations are updated every time a diode commutates according to:

v, >1V, diode turns on; R, =1mQ
— v, <1V, diode turns off; R, =1IMQ

v, =1V, no action; R, does not change

Diode

commutation

The three-phase rectifier model is shown in Fig. 2.4.5.
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Fig. 2.4.5. Motor drive’s line-commutated rectifier

d . . . . .
Cper EngF = lgCF lglCF Sl Tipy tips
RDI + RD3 _Rm Rm + RD3 _RDS
_RDS RD3 + RDS _RDS RD3 + RDS _RDS _io 1 [
R, + Ry -
RDI + RD3 _RD3 o D3 _Rm - RD6 ’ l,l
+R, + R, I, |=
R,,+R Iy
—Rp; Rps+Rps —Rps — Ry ” ” Ry, = Rps l_
+Rps + Ry 4] L
L _RDS ’ _RDZ - RDS RD2 + RDS ]
(2.21)

2.4.2.2.2 Inverter

The pulse-width modulated (PWM) voltage-source inverter is shown in Fig. 2.4.6,

where the transistors are modeled as ideal switches (1mQ when closed, and IMQ when
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open). The algebraic (mesh) equations of the inverter and given in (2.22) , and are time-

varying according to:

RQ,. —>{

=1mQ, when the i™ transistor conducts

=1MQ, when the i™ transistor blocks

[og
+ | Ry K y Ry, I &RQS ;41
1 | MOT
! > —F °
ity o ; oy "
lU 3 i - T 0
i o
_ | | - &
RQ4 ,,,,,,,,,,,,,,,, RQ(> ] RQz
remmmmeeeeeeas ‘ Grmmmmmmmmmaeees ‘ S ——
o3
Fig. 2.4.6. Motor drive’s voltage-source inverter
| _
Ry + Ry, —R, — Ry, | -R,,
R, +R ' c7 T
01 03 I i
— — — — | —
R, —R,, “R 4R Ryy =Ry | Ryy + Ry Ry ‘0
04 06 : L
|
R, +R [ i |=
Q2 Q3 | 2
-R,.—R i —R R, +R -
03 06 06 02 06 || 7
+Rys + Rye ) | L
———— e e e T —_ .
I
Ry, Ry, + Ry —Ry i Ry, + Ry R 4] L
—Ry Ryy + Ry | —Ryg Ry, + RQ6_
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The inverter’s firing signals were generated by comparing three reference signals
(one for each phase ab, bc, and ca) against a common carrier signal. The signal-
generating functions for the reference and carrier signals are based [77] on and are given

in (2.23), where f, , is the reference signal for phase ab, f, =60Hz is the reference
signals’ frequency, and f, =2000Hz is the carrier signal’s frequency.

=1.1sin (27 f,t)

Reference signals ) )
t)=1.1sin (27 f,t —120°)
)
)

(sinusoidal)
t)=1.1sin(27- ft+120°) (2.23)

Carrier signal
(sawtooth)

The following comparisons are made to determine whether R, is in conducting or
blocking mode.
if (fyga (1) > £ (1)) Ryi=R,, and Ry, =R,

if (£, (1) > fou (1)) Rps=R,, and R, =R,
if(f;efc (t) > f;arr (t)) RQS = Ron and RQ2 = Rojf

Transistor

firing signals

2.4.2.2.3 Motor Windings

The induction motor windings are modeled using delta-connected approximate

per-phase equivalent circuits [78-80] as shown in Fig. 2.4.7. In Fig. 2.4.7, L, is the
magnetizing inductance of phase ab, R, is the sum of phase ab’s stator and rotor
winding resistances, and L_, is the sum of phase ab’s stator and rotor leakage

inductances. The resistance R, (1—s)/s is a time-varying resistance that models the
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power transferred to the rotor by phase ab. The slip s is computed with (2.24), where

mech

@, 1s the rotor’s mechanical

w

elec

=120 is the stator’s electrical frequency in rad/s,

speed in rad/s, and p, , is the total number of magnetic poles.

p mot mech
Djec — 9 Oyior
5= (2.24)
a)elec
.AB1
1 MOT Lsrab Rsrab
o — N NV— M
1-s
LMah Rrab ( S
AB1
Vyor
.BC1 -
Lvor Ly R
— —
(o
+
BC1
Vvor
O

Fig. 2.4.7. Induction motor stator and rotor windings

2.4.2.2.4 Rotor

The induction motor’s rotor dynamics are modeled with Newton’s law of

rotational motion, given in state-variable form in (2.25), where T, is the three-phase
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electromagnetic torque (in N-m) applied to the rotor, 7, is the mechanical (constant)

mech

b 2
@, 18 the rotor’s

load torque in N-m, J,,,, is the rotor’s moment of inertia in kg-m’,

mechanical speed in rad/s, and D,,,, is the damping coefficient in N-m-s.

gm"o"h 1 emech ’

MOT | MoT elec mech

. . —Dyior meah | T 1 (TMOT —Tyor ) (2.25)
mech MOT

Oyor ~Jvor Jvor

The electromagnetic torque developed in each phase is found from (2.26), where

R, is the sum of any phase’s stator and rotor resistance in Ohms (e.g.,

sr

R R, . +R

srab — " stator rotor

/s ), L’ is the sum of any phase’s stator and rotor leakage

inductances in Henries, and R, /s is the representative rotor resistance. Adding the

rotor

torques developed by each phase results in 7. , which is used to the compute the rotor

speed @t from (2.25). Once wjr and s are known, the windings’ resistance

term R /s are updated.

rotor

R,V
TEIEC — rotor’ s 2.26
phase s @, ( Ri + a)z L2 ) ( )

elec™sr

2.4.2.2.5 Speed Controller

The speed controller regulates the reference signals’ frequency f, in (2.23) for

each phase. The rotor’s mechanical speed is compared to a reference speed and the

difference passed to the speed controller block shown in Fig. 2.4.8, where T}, is the

controller’s time constant in seconds.
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4 1 1
a)m,/ —— I
_ 1+sT,,

Fig. 2.4.8. Speed controller for induction motor

2.4.2.3 Single-Phase Cable

Single-phase cables distribute power to the single-phase side (120V) of the SPS.
All single-phase cables are connected between transformer secondary sides and single-
phase loads. The single-phase cable model is based on a nominal-pi line-segment as
shown in Fig. 2.4.9, where the parallel conductors represent any two phases. The single-

phase cable’s differential equations are given in (2.27).

A1 ” 42
Lew Lo L
— —» —»

° A.l SN A.Z °
+ +
RCbl LCbI
CCbl +

AB1 abl ab2 AB2
Vi /[ Ven M, T Voo Vo

- S CAANATT Y —

B, B,

Fig. 2.4.9. Single-phase cable model (current-in, voltage-out)

abl

C . . val . . _ 1 v abl 1 .
Cbl . Cbl l A
ab2 | _ ab2 Chl
CCb[ . Vep | = 1 Ve + 1 iAz
Loy || 4Ly Rep ~4Ley Ry —4L ey Ry i, Cbl
Loy 2oy —2Mey 2Ly —2Mey 2Ly —2My,

(2.27)
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2.4.2.4 Three-Phase Cable

Three-phase cables distribute power to the three-phase side (450V) of the SPS and
are used to interconnect all three-phase components together. The three-phase cable
model is based on a nominal-pi line-segment and shown in Fig. 2.4.10, where the three
parallel conductors represent phases a, b, and c, respectively. The three-phase cable’s

differential equations are given in (2.28).

A1 42
i il
CBL A1 Repy . Ly Az CBL
o » - VYOO Vv 0
+ — +
~a
1,
Cem, CBL +
b1 ab2
AB1 Ve Ve AB2
VesL T Fese M s ‘CBL v
L _ N2 _
.B1 B2
IcpL B B Icpr
o Ll ! o VYV 2 - L
+ o +
o lcpL +
L a be2
BCl v Vv BC2
VesL T~ VesL CBL Vepr
- G . 2220 & - o

Fig. 2.4.10. Three-phase model (current-in, voltage-out)



-
abl
Vear
2Ce Ceyy V;,'Cl
CBL
CCBL _CCBL .
ab2
2Cs  Ces Vest
CCBL _CCBL vb'cz
cB
LCBL -M CcBL (LCBL -M CBL ) .
.a
L Loy —Mey, 2 (LCBL ~ My, )_ Lot
b
| Lo |
B _ M . ,abl ] 7
1 Vear
bel .4l
1 Vear -1 lepr
ab2 .B1
1 Vesr -1 lepr
_ be2 .42
1 Vesr 1\ ids,
a .B2
1 -1 —Rep, Ry, lepr Lo
b
L 1 -1 =Ry 2R Al Lo | |
(2.28)

2.4.2.5 Single-Phase Static Load

The single-phase loads on the SPS are rated at 120V and modeled as static
(constant impedance) loads. The single-phase loads are connected to the transformers
via single-phase cables.

The single-phase load model is shown in Fig. 2.4.11 and

described with the differential equation in (2.29).
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- Al

1
Lod
o RLad L 'Lod
Y Y Y
+ >
.a
lLod
AB1
Viod

Fig. 2.4.11. Single-phase load model (voltage-in, current-out)

LLod %l‘z)d = _RLod + vf{iil (229)

2.4.2.6 Three-Phase Static Load

The three-phase loads are rated at 450V and are modeled as delta-connected static
loads. The three-phase load model is shown in Fig. 2.4.12, where the respective

differential equations are given in (2.30).
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Fig. 2.4.12. Three-phase load model (voltage-in, current-out)

LLOD
LLOD

LLOD

2.4.2.7 Three-Phase Transformer

RL oD

RLOD

.ab

Liop 1 ) B!
.bc LOD
lLOD + ’ 1 vBCl
.ca LOD
Iop 1 -1

RLOD

(2.30)

The transformers on the SPS are delta-delta 450:120V step-down transformers,

and supply power to the single-phase loads [81]. The primary sides of the transformers

are connected to the three-phase side (450V) of the SPS and the secondary to the single-

phase side (120V). The transformers are modeled as three T-model banks connected in

delta on both the primary and secondary sides as shown in Fig. 2.4.13.
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Fig. 2.4.13. Three-phase transformer model (450/120V step-down)

The differential equations for the transformer are given in (2.32).

. _[slal  :labl  :La2 LBl sLbel  :Lb2  :Lel  :leal  :Le2
Loy = [lXFM beeve Yxem Yxem Yxemw Yxeme Yxem Uxem lXFM:' (2.31)

1
-1 AB1
1 ) | Varm
. JEC
. . XFM
Loyon Ly = Ry Ly | - ' ' ' B2
XFM
-1 »BC2
-1 -1 - ) XFM
e (2.32)

- al abl a2 bl bel b2 cl cal c2
LXFM - dlag(LXFM ’LXFM ’LXFM ’LXFM ’LXFM ’LXFM ’LXFM ’LXFM ’LXFM )
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R, =diag(RY,, . R}, R,

XFM > =" XFM > =" XFM )9><9

al Cabl Cabl —RGe
- (RXFM + Ry ) Ryiu a
Rab _ RCabl _RCabl R)((;;I;/}
XFM — XFM XFM a
Cabl Cabl Cabl
—Ryrm Ryrm _ Ral + Ryim
a a XFM a?
3x3

2.4.2.8 Protective Devices

The protective devices modeled in this work are over-current relays, low-voltage
relays (LVP), low-voltage relays with automatic re-closers (LVR), automatic bus
transfers (ABTs), and manual bus transfers (MBTs). The RMS voltages and currents of

any phase and for any protective devices are computed using (2.33).

X2 (1) = \/Ti [(x,(¢)) ar (2.33)

where:

T, = fundamental period in seconds
X, (t) = instantaneous measurement (voltage or current) of phase y

Xis (1) = RMS value of x (¢)
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2.4.2.8.1 Over-current and Low-voltage Relays

Over-current and low-voltage relays are modeled as three-phase switches that
change positions when their protective logic dictates to do so. The logic for over-current
relays is based on instantaneous over-current and a fixed opening delay. The relay logic
for under-voltage relays is based on a comparing whether the line-to-line voltage has
reduced to <405V. If the under-voltage is controlling an LVP, human intervention is
required to reclose the switching. If the under-voltage relay is controlling and LVR, the
switches reclose automatically when the voltage is restored.

The over-current relay logic is depicted with Fig. 2.4.14, where when any of the

line currents {I;MS,I 1’;MS,I;MS} (in RMS Amps) exceeds 777« a timer is initiated. When

the relay timer elapses, the relay issues a signal to the circuit breaker to open the
contacts. The logic equations corresponding to Fig. 2.4.14 are given in (2.34), where

¢t represents the present simulation time in seconds, ¢ represents the time in

now Sfault

seconds when fault was detected, and 7,, is the delay in seconds that the relay waits

delay

before opening the circuit breaker contacts.
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Fig. 2.4.14. Over-current relay logic

Over-current

relay logic

RMS

pickup b pickup c pickup
rus > s ) or (IRMS > s ) Or(IRMS >1 ))

if (l‘now - tﬁmlt) > ZLdelay

open conacts; (2.34)
end

t =t

Jault

(clear fault time flag)

now?

The under-voltage relay logic for LVPs and LVRs is depicted in Fig. 2.4.15. The

line-to-line voltages (RMS) as used as inputs to determine whether to isolate a load. If

any of the line-to-line voltages of a load falls below 90% of the system’s nominal

voltage, the relay issues a command to open the LVP or LVR’s contacts. In the case of

LVRs when the voltage level is restored, the LVR contacts re-close automatically. The

logic equations corresponding to Fig. 2.4.15 are given in (2.35).
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To open
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Fig. 2.4.15. Under-voltage relay logic for low voltage protective devices (LVXs)

else
Under-voltage

relay logic

end

if (Vs <0.9%450) or (Vs <0.9%450) or (Vs

< 0.9*450))

lf (tm)w - ZL;‘imlr) > ZLd(’lay

open conacts;

end
(2.35)
if (LVR)
if (voltage is restored)
close conacts;
else

!t =toos  ((clear fault time flag)

Sfault

The electrical network model used for over-current and low-voltage relays is

shown in Fig. 2.4.16. The in-line voltage sources {uZRK,ugRK,ugRK} are included to

model arcing behavior when the contacts part according to Cassie’s model [82]. The

equations for electrical network shown in Fig. 2.4.16 are given in (2.36).
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Fig. 2.4.16. Over-current relay and low-voltage protective device model

_ .ab Bl a AB2 | b
R, +R, R, sk | _ | Vere ~Usrk — Vark T Usrg (2.36)

_ BCl1 b BC2 ¢
Rb Rb + Rc Vark ~Uprk ~ Varx T Uppk

-bc -
lBRK
The over-current relay states shown in Fig. 2.4.17 illustrate the transition stages
from the closed to open positions. If the protective device is an LVR, the contacts are
re-closed when the voltage is restored; if the protective device is an over-current or low-

voltage relay, the contacts remain open.
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H Closed HCIosed & FaultedHArcing & FaultedHOpen & FaultedH Open )

[Voltage restored] [Low-voltage release]

‘ [Under voltage]

[Circuit breakers,
and low-voltage

protection devices]

Fig. 2.4.17. Over-current relay and low-voltage protection device states

The arcing sources activate during the arcing stage and are modeled as square-

waves with amplitude V,  as given by (2.38), where {ia,ib,i } are the branch currents

through phases a, b, and c, respectively.
1mQ, when closed

R, =1 0Q, when arcing

IMQ, when open

. 0V, when closed and open
Ugprg =

Varc Sgn (ia )
. 0V, when closed and open
Yok = V,.sgn (ib)

. 0V, when closed and open
Ul =
o I/arc Sgn (lc )

(2.37)

(2.38)
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2.4.2.8.2 Bus Transfer Devices

Bus transfer devices serve loads from either of two paths: a normal path, or an
alternate path. All bus transfers all closed on their normal path by default. There are
two kinds of bus transfer devices (XBTs): automatic bus transfers (ABTs) and manual
bus transfers (MBTs). During low-voltage conditions, ABTs switch from the normal
path to the alternate path. When the voltage is restored on the normal path, ABTs
automatically switch back to the normal path. Manual bus transfers behave like ABTs
except that human intervention is required to switch the MBT to normal path.

An illustration of the XBT model is shown in Fig. 2.4.18. Side 1 is the normal
path, side 2 is where the load connects from, and side 3 is the alternate path and only
used when the normal path’s voltage drops below 405V. The inline voltage sources
model the arcing behavior during the switching operation and follow the form of (2.38).
The resistance values model the switch positions for sides 1, 2, and 3 and follow (2.37).

The algebraic equations for XBTs are given in (2.39).
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Fig. 2.4.18. Bus transfer model
i 1 3 1 3 3
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b c
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a b
Visr — Vxar ~ Vasr T Vsr

BC2

BC3

b c
Vysr ~ Vxsr — Vxsr T Visr

When switching from side 1 to side 2, the inline voltage sources at side 1 arc

before side 2 is closed. The transition states when switching from side 1 to side 2 are

shown in Fig. 2.4.19.
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HPath 1 closed / Path 2 openHPath 1 arcing / Path 2 opeHPath 1 arcing / Path 2 closed)

) \/ [Voltage restored] [Automatic [Manual
(Path 2 arcing / Path 1 openj\ bus-transfer] bus-transfer]

‘ [Under voltage]

Fig. 2.4.19. Bus-transfer device states

The relay logic for XBTs is similar to the relay logic for LVXs as shown in Fig.
2.4.20. When any of the three line-to-voltages on side 1 falls below 90%, the contacts
move from side 1 to side 2 following the transition states in Fig. 2.4.19. If the XBT is an
ABT, the contacts will reposition themselves on side 1 when side 1’s voltage is restored

(i.e., 290%). Similar to LVXs, the XBT’s under-voltage relay logic is given in (2.40).
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Switch from side 1
to side 2
(ABTs and MBTs)

Switch from side 2
to side 1
(ABTS only)

(2.40)

752
Normal to
alternate path
Back to normal
path
Fig. 2.4.20. Under-voltage relay logic for bus transfers (XBTs)
if((V;AZS <0.9%450) or (Vs <0.9%450) or (Vs < 0.9*450))
lf (tnow - tfault) > tdelay
move contacts to side 2;
end
else
Under-voltage )
) if (ABT)
relay logic
if (Voltage is restored)
move contacts to side 1;
else
L =lopys  (clear fault time flag)
end
2.4.3 Interconnections

The previous section introduced the SPS components as stand-alone MTCs with

exogenous inputs. To interconnect all MTCs and form a system of DAESs, voltage and
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current constraints at each node must be satisfied. At each node where two or more
MTCs connect the line-to-line voltages must be the same for all MTCs at said node.
Additionally, the net sum of currents entering and leaving the same node must equal
zZero.

MTC interconnections are illustrated via the connections shown in Fig. 2.4.21,
where node 1 is reminiscent of a switchboard or load-center (bus node). To connect the
cable to the over-current relay monitoring a breaker, the voltage and current algebraic
equations in (2.41) and (2.42) are used. Equation (2.41) is Kirchhoff’s second law
(KVL), and (2.42) is Kirchhoff’s first law (KCL).

{0=ﬂﬁﬁ+V£&

B2 BCl
0=—vep + Vg

Voltage R 0 =—vpn + Varks (2.41)
constraints 0= —vggfl + Vﬁg& 2 .
0=~z + Virks
0=—Vez1 + Vires
Current N 0= _ig;u + iglel + i;]lKZ + i;]lKS (2.42)
constraints | 0=—i’y +ipy, +ipnes +innes '
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Fig. 2.4.21 . Example connection of a cable and transformer
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The voltage and current algebraic constraints in (2.41) and (2.42) are repeated at

each single-phase and three-phase node in the system. After writing differential and/or

algebraic equations for each MTC, and after all nodes have been visited and described

with KVL and KCL equations, the system is algebraically connected and the DAE

formulation is complete.

2.4.4 System Equation Formulation

The differential and/or algebraic equations for each MTC were given in section

2.4.2, whereas the interconnection equations were given in section 2.4.3. The set of all

MTC and connection equations was used to formulate a notional AC-Radial SPS DAE

model.
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Shipboard power systems can be represented by the DAEs in (2.43). In (2.43) x is
the system’s state-vector containing all SPS MTCs’ state-variables; u is the input vector
containing all SPS MTCs’ inputs; y is the vector of measurements of interest (i.e., node

voltages and branch currents). The functions (f,g,h) may be linear, or non-linear

depending on each component model. The independent variable ¢ represents time.

DAE x=f(xut)
equation —<0=g(x,u,?) (2.43)

formulation |y =A(x,u,z)

The equation X = f(x,u,t) represents the components’ differential equations,
0 =g(x,u,?) represents components’ algebraic equations and the voltage and current

constraints at each node. Equation y=/(x,u,z) specifies the variables of interest,
which are the nodes’ line-to-line voltages and select branch currents. The state vector
X is shown in block-vector form in (2.44), where each sub-vector represents the state-
variables of each group of components. For example, the vector x ., € X in (2.45)
contains the state-variables for three generators. The first generators’ subvector
Xoev) € Xgpy 1N (2.46) contains the state-variables corresponding to generator 1°s
windings (WND), prime-mover and governor (PMG), rotor (ROT), and voltage regulator
and exciter (VRE) as introduced in section 2.4.2.1. Similarly for three-phase cables

(CBL), the i" three-phase CBL equations are found in X, € X, -



73

T
X = [ Xoeny  Xyor  Xew Xepr X Xiop X yem } (2.44)
— —— —— — —— —— — .

generators  ind.mots.  1¢ cables 3¢ cables 1¢p loads 3¢ loads  transformers

T
XGEN:[XGENI XGEn2 XGENB] (2.45)
T
XGENIZ[XWNDI Xpugt  Xgor XVREI] (2.46)
T
XCBL:[XCBLl Xepr2 XCBL114] (2.47)

An illustration of a notional AC-Radial SPS is repeated in Fig. 2.4.22, where the
description of the components and topology was given in section 2.2.1. The component
models used in this work are summarized and shown with their state-variable count in
Table I1.4. The algebraic equation count is shown in . From Table 1.4 and Table IL5 it
is seen that the order of a SPS DAE simulation is nearly 3,000 equations of which ~1600

are state-variable equations, and ~1300 are algebraic equations.
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TABLE I1.4. DAE FORMULATION’S STATE-VARIABLE COUNT

o Number No. State-
Acronym Component Description of Variables Total
GEN Synchronous generator 3 15 45
MOT  Induction motor 19 9 171
Cbl  Single-phase cable 33 4 132
CBL  Three-phase cable 108 6 648
Lod Single-phase static load 33 1 33
LOD Three-phase static load 13 3 39
XFM  Three-phase transformer 11 9 99
BRK  Over-current relay 83 3 249
XBT* Bus transfer 28 3 84
LVX** Low-voltage relay 19 3 57
Totals 350 1,557

*15 Automatic (ABTs); 13 manual (MBTs)
** 2 Automatic (LVRs); 17 manual (LVPs)

TABLE IL.5. DAE FORMULATION’S ALGEBRAIC EQUATION COUNT

Comp onel}t No. Algebraic No. Connection Total Numb.er
Interconnections . of Algebraic
Equations Occurences .
From To Equations
Cbl Lod 2 33 66
CBL XFM 4 11 44
CBL LVX 4 11 44
CBL MOT's RCT 4 19 76
CBL LOD 4 32 128
CBL CBL 4 63 252
CBL IRR 4 83 332
CBL XBT 4 27 108
GEN PMG GEN ROT 2 3 6
GEN VRE GEN WND 2 3 6
GEN WND GEN ROT 2 3 6
GEN WND BRK 4 3 12
LVX MOT RCT 11 4 44
MOT PWM MOT WND 4 11 44
MOT RCT MOT PWM 2 11 22
MOT ROT MOT CTR 1 11 11
MOT WND MOT ROT 1 11 11
XFM Cbl 2 33 66
Total 1,278
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2.5 PROBLEM FORMULATION

The problem that this work addresses is to obtain, in reasonable time, the
instantaneous node voltages and branch currents defined in y =/(x,u,z). Henceforth,
to produce fast time domain simulations of AC-Radial SPSs an approach to parallelize
the solution of X = f(x,u,z), 0 = g(x,u,#) to obtain y using a multicore computer is
sought .

Parallelizing an SPS simulation requires domain decomposition a priori. In this
regard, an approach to partition SPSs as smaller sub-domains is required. Prominent
challenges associated with this requirement are the introduction of singularities,
inaccuracies, numerical stability, overwhelming simulation times, and ill-conditioning,
all of which should be overcome in the end.

To partition a SPS, a formulation approach suitable for tearing should be
developed first. The suitability of a formulation approach implies that it must be
decomposable into smaller formulations of the same kind. With a suitable formulation
approach, a partitioning approach to tear said formulation should be devised.

For the partitioning approach to be valid, partitioned SPS simulation results must
agree with unpartitioned simulation results, and be obtained in less time. Multicore
computers are suitable computers to parallelize the execution of tasks previously
decomposed (i.e., partitioned). Using a multiprocessor computer SPS subsystems are
sought to be solved concurrently, which implies facing the aforementioned challenges.

An issue that emerges as a result of parallelizing the simulation is the potential

communication latency between subsystems. Subsystem communication is needed to
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exchange boundary voltages and current to other parts of a partitioned SPS. Keeping the
communication between subsystems minimal is likely to counter-act the speeds in gain
as only a few partitions could exist.

In summary, the problems this work addresses are obtaining a suitable formulation
approach for which domain decomposition can be applied. Once a SPS is decomposed
the SPS subsystems ought to be solved faster and concurrently using a multicore

computer, without incurring overhead nor affecting the accuracy of the simulation.

2.6 CHAPTER SUMMARY

This chapter introduced the concept of time domain simulations. Useful books on
the subject are [24],[45],[71],[83-84]. The reasons why time domain simulations
demand vast computer resources were given, which led to stating the reasons that
motivated this work. Relevant work in this area was presented and a literature review on
current approaches to reduce simulation run-time was given.

This chapter also introduced and assessed the problem of large-scale SPS
simulation. To assess the complexity of large-scale SPS simulation, a differential-
algebraic equation formulation was presented. The DAE equation count was
summarized in Table II.2 and Table II.3, which gives an idea of the order of AC-Radial
SPS models and the complexity of their time domain simulation. The next chapter will
present the solution methodology based on the same three stages previously listed:

discretization, partitioning, and simulation.
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CHAPTER III

SOLUTION METHODOLOGY

3.1 INTRODUCTION

This chapter presents the new methodology devised to parallelize AC-Radial SPS

time domain simulation in three stages:

e Formulation of the system’s mathematical representation
e Partition of the system and creation of its subsystems
e Simulation of the subsystems using a multithreaded approach.

The problem formulation stated that the solution of the set x=f(x,u,z),
0= g(x,u,?) is the mean to obtain y = /(x,u,¢), which is of interest to a user. With the

aim of producing fast time domain simulations and obtain y = /(x,u,#), a mathematical

system representation which can be parallelized is sought. Said aim requires the
reformulation in, preferably, less number of equations, and that the new formulation be
decomposable with minimal subdomain inter-coupling. Discretization is the process of
representing a system described in the time domain as a system described at discrete
intervals of time, which is a necessary step for computer simulation.

To ready SPSs models for computer simulation, all SPS component models were
discretized by replacing their inductors and capacitors (if any) with equivalent
discretized branches. After each component model was discretized, the SPS system

representation was mathematically re-formulated using discrete-time loop currents as
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variables, which is an alternate (and of reduced order) formulation to the DAE
formulation presented in (2.43). The resulting discrete-time formulation is a system of
linear algebraic equations that can be solved at discrete intervals of time.

The partitioning stage consists of tearing a SPS into subsystems to parallelize the
simulations. To determine where to tear the SPS, a weighted graph representative of an
SPS was created, where each graph vertex represents a (discretized) SPS component
model, and each graph edge represents a single-phase or three-phase node. Weights
were assigned to each vertex based on the estimated computational effort of solving the
loop equations of each model. The partitioning stage partitions the representative graph
using the mincut algorithm [2],[3] to create an initial graph segregation. To balance the
graph partitions, balancing heuristics are used to move vertices across partitions. The
final edge-cut resulting from the balancing heuristics corresponds to the points of
disconnection on the SPS where tearing occurs.

When the points of disconnection of the SPS have been determined, a partitioning
approach motivated by diakoptics [4] is used to tear the SPS into subsystems. The
partitioning approach presented in this work uses capacitor loops as the points of
disconnection. By shorting two (out of three) capacitors on three-phase cables, a large
portion of the network matrix’s off-diagonal region is depleted producing subsystem
decoupling. This rapid off-diagonal depletion is a direct result of the formulation
approach taken, which concentrates loop currents at bus node capacitors where most of

disconnection points are.
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The simulation stage is started by invoking threads from the Windows thread pool,
where each thread calls the solve routine on each subsystem object. The loop current
solution of each subsystem is used to find the boundary conditions of where the
capacitor loops were torn. Knowledge of the boundary condition variables allows to
patch the solution of each subsystem, which are naturally incorrect since subsystems are
solved independently.

The following subsections present the details of the aforementioned stages.
Details of programming implementation and techniques are given as references where
they are thoroughly explained. The multithreaded synchronization approach and some

of the object-oriented techniques used in this work can be found in the appendices.

3.2 MATHEMATICAL SYSTEM REPRESENTATION

To solve for the voltages and currents defined in y = /(x,u,#), a discretization and
re-formulation approach is needed. Discretization replaces the differential relationships
of x=f(x, u,t) with algebraic difference equations that can be solved in time intervals

of At (often referred to as the EMTP discretization approach [5],[24]). Once a power
system is discretized, a system of linear algebraic equations is formulated in the form of
(3.1). Several formulation approaches lead to the form in (3.1) which is why the general

notation A-x=b is used.

A-x=b (3.1)
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where:
A = network coefficient matrix
x = network variables

b = network excitation (input) vector.

To discretize a SPS (and power systems in general), each component model’s
inductors and capacitors are replaced with discretized equivalent circuits derived from
difference equations. After all component models are discretized the SPS becomes a
purely resistive (algebraic) network and can be formulated as (3.1).

The trapezoidal rule is a commonly used discretization algorithm and the one used
here due to its low truncation error (high accuracy). However, the trapezoidal rule
suffers from a well-known drawback: numerical chatter is injected when inductive
currents are interrupted (even at 0OA crossings), among other reasons detailed [85-86].
To avoid numerical chatter, a technique known as the critical damping adjustment
(CDA) [86]is implemented in this work. The CDA technique suggests the following
actions during a switching discontinuity. When a switching instant is encountered (e.g.,

protective device opening), the time step size is divided by two (i.e., At,, = At,,/2), the
integration algorithm changed from the trapezoidal rule to the backward Euler, and two
forward steps taken. Taking two forward steps at Az, is equivalent to advancing one
Aty .

The trapezoidal rule is the default integration algorithm and is recommended for
electrical networks where voltage and currents are sinusoidal, backward Euler
integration is recommended for networks that are piecewise linear, frequently switching

[85-86], or when there are many power electronic devices in a system [83],[87]. Since
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SPSs exhibit both sinusoidal and piecewise linear behaviors, an adjustable integration
algorithm [71] is presented next, which permits changing integration algorithms during

run-time .

Considering the differential equation in (3.2), where x(t) is the state-variable, and

u(t) the forcing function, backward Euler and trapezoidal integration of (3.2) result in

(3.3) and (3.4), respectively. In (3.3) and (3.4) the super-script k +1 represents a value

at the present time step, and £ a value from the previous time step.

x=h(x(6)u(r)),  x(0)=x, (3.2)

X ox =h(x"“,uk”), x(0)=1x

el ok backward
: ( j (3.3)

Euler

ek () bt .
x . (x u )+ (x u )’ x(O)sz {trapezmdalj (3.4)

At - 2 rule

The difference between (3.3) and (3.4) is an implicit right-hand side (RHS)

coefficient. To control said coefficient a parameter y is used to select between

integration algorithms as given by (3.5).

X =X :y.h(xk+l,uk+l)+(1_}/)h(xk,uk) (3'5)

for trapezoidal rule

for backward Euler
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Using the tunable integration in (3.5), the discretization of inductors, capacitors,
state-variable equations, and RMS measurements are introduced next. The discretized
component models (with their inductors and capacitors replaced) are given in the

Appendix.
3.2.1 Discretization of an Inductor

The inductor’s fundamental differential equation is discretized in (3.6). In (3.6),

v, is the voltage across an inductor in Volts, L is the inductance in Henries, Af is the

discretization time step in seconds, y is an adjustable parameter that determines the

integration method [71] (i.e., y =1 for trapezoidal rule, y =1 for backward Euler), i} *'

is the current through the inductor in Amps, and hist!"" a voltage impression which is a

function of the previous time step solution’s values. The equivalent circuit for the

discretized inductor equation is shown at the lower-left in Fig. 3.2.1.
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3.2.2 Discretization of a Capacitor

The capacitor’s fundamental differential equation is discretized in (3.7). In (3.7),

vit! is the voltage across a capacitor in Volts, C is the capacitance in Farads, At is the

discretization time step in seconds, it."' is the current through the capacitor in Amps, and

hist:"' is a voltage impression term, which is a function of the previous time step

solution’s values. The equivalent circuit for the discretized capacitor equation is shown

at the lower-right in Fig. 3.2.1.

()= Lfic(epr = vgﬂ:(ﬂ}g+l+(vg+—”(l‘7)igJ (3.7)

C

The discretization of inductors and capacitors have been introduced and
discussed. The next subsection introduces the discretization of differential equations in
state-variable form, which, in this work, are used to represent machine controllers and

rotor dynamic equations.
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PR hist!* e R, histy"
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Trapezoidal Rule: y =1
Backward Euler: y =1

Fig. 3.2.1. Equivalent circuits for discretized inductors and capacitors

3.2.3 Discretization of Controllers and Relays

Machine controllers and rotor dynamic equations were formulated using state-
variable equations in (2.17), (2.18), (2.19), and (2.25), respectively, and have the form of

(3.8). Discretization of (3.8) using tunable integration is given by (3.9)-(3.10) [88].

x(t)=A~x+B-u(t) (3.8)

At

l(xk” —xk)zA(;/-xk+1 +(1—7/)X")+B(7-uk+1 +(1—7)uk) (3.9)
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Solving for the state-variable vector x**" :

—
X =(L1-y A)_1 (il-ﬁ-(l —;/)~A)xk +Q-B(;/-uk+1 +(1—7)uk) (3.10)
M N
. . k+1 k k+1 k
Discretized state- X" =M-x +N(7/-u* +(1—7/)“ ) G3.11)
- .
variable equations | y** = C.x*" 4 D(;/ A (1-y)u )
where:
x"*! = vector of state-variables at time step k +1
x" = vector of state-variables at time step k
u“"' = input vector at time step k +1
u® = input vector at time step k
A = state-matrix; B = input matrix; I = identity matrix;
C = output-to-state matrix; D = output-to-input matrix
. . 1 .
At = time step increment; y=— for trapezoidal rule; y =1 for backward Euler.

In the discretization of inductors, capacitors, and state-variable equations, the time
step increment Af was assumed constant. Though Az can be changed during run-time, in
this work At is fixed (At is also fixed in commercial power system simulators such as
[14],[26]). The reason to hold Af constant is due to the network matrix (matrix A in a
system A-x=b), where the coefficients of A depend on Az. Referring to the equivalent
circuits of inductors and capacitors in Fig. 3.2.1, each resistance is a function of Az. As

resistance values are part of A, changing Af would require reforming and re-triangulating
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A every time Af changes [86]. Since in power system simulation the matrix A is large,
reforming and re-triangulating is time-consuming and would increase run-time. Variable
At solvers are better suited, perhaps, for the simulation of small circuits. In the
simulation of small circuits, in contrast with power systems, frequent calculations of a At
size [89] and changes of the network matrix are not as noticeable [90].

Relays constantly check their RMS measurements against pre-specified thresholds
to determine whether they should signal a tripping signal. The continuous-time RMS

introduced in (2.33) is repeated in (3.12) for convenience.

X;Ms(t):\/Fj(xy(t))z dt

0% (3.12)

where:
T, = fundamental period in seconds

X, (t) = instantaneous measurement (voltage or current) of phase y

Xps (1) =RMS value of x, (1)

The discretized RMS measurement of a continuous signal x, (t) , sampled at every

time step & (noted x* ), is given in (3.13). Use of (3.13) is computationally inefficient,

for which a recursive RMS computation is derived instead.

RMS(x*) = %z() (3.13)
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where:
N = ceil (£) = the number of samples in a running-window

At = the time step increment
T =& =16.67ms = the fundamental sampling period

Expanding (3.13) :

(k=N)+1)? (k=N)+2 ) e1)\2 )2
RMS(xk)—\/[(x ) +(x ) +---+()C ) +(x) (3.14)

N N N N
Squaring both sides:
(k=N)+1)? (k-N)+2 )2 fo1)\2 K\2
RMSz(xk)z(x ) +(x ) +---+(x ) +(x) (3.15)
N N N N

From (3.15), the next sample time at time step k+1 is:

(x(k—N)+2 )2 . (x(k—N)+3 )2 . (xkfz )2 ) (xk—l )2 ) (xk+1 )2
N N N N N
(3.16)

RMSz (xk+1) _

Subtracting (3.15) from (3.16):

(k-N)s1 k12
RMSZ(x"”)—[RMSZ(x")(x ~ )J+(XN) (3.17)

Taking the square-root of both sides:

(k=N)+1 k412
RMS(x“l)—\/RMSz(x")—(x - ) +(XN) (3.18)
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where:

RMS(xk“) = the RMS value at the present time step £ +1
RMS® (x" ) = the square of RMS value from the previous time step

x" = the previous time step's sample

x**! = the present time step's sample

The notation used for an RMS current measurement (e.g., phase @) of protective

device is illustrated with (3.19):

_ l-;mfzv 2 l-;m 2 N _ ()
Lawws = %Jr(lfws)z +%’ where (l;or (k+1)< N]' o1

3.2.4 Formulation of Loop Currents for Electrical and Control Networks

The formulation approach in this work treats SPS models as purely ungrounded
electrical networks; thus, datum nodes are not included despite implicit stray
connections to the hull. To form the network equations of the form A-x=b, loop currents
were chosen as variables. The choice of loop currents is due to three reasons: the first is
that a formulation in loop currents as variables is suitable in the absence of datum nodes;
the second is that there are generally less loop equations than node equations in power
systems; and third, because the sparsity of loop resistance matrices when using meshes
as the cycle basis is comparable to the nodal conductance matrix’s sparsity [91-92].

After the component models composing the electrical network are discretized,
mesh current equations are used to obtain each model’s branch currents and terminal
voltages. The interconnection of all components’ mesh equations results in a large

interconnected system represented with non-planar loop current equations. The set of
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system-wide loop current equations is arranged in A-x=b form as given by (3.20), where

Rk+1

1oop 18 the time-varying loop resistance matrix of the system, i;:); is the vector of all

k+1

loop currents, and e,

is the vector of loop electromotive forces (EMFs). The EMFs
are found as the contour sum of historical voltage sources in each loop.

A word on the notations of (3.20)-(3.21) is imperative. In (3.20), the vector e;;;;
contains only terms from the previous time step (i.e., historical sources due to inductors
and capacitors); the notation e;‘;; is used over efoop because efof); represents the EMF

impression at the present time step k+1, and not the EMF impression that was used at

k+1

the previous time step k. Referring to (3.21), the coefficients in R,

have upper-

scripts k+1 to indicate that their values are time-varying and are valid during the present

k+1

time step’s solution. The coefficients in R,

may be different during the next time step

if a switch’s state changes (e.g., faults are applied, protective devices operate, diodes

commutate, and so on).

k+1 sk+1 _ _k+1
Rlooplloop - eloop (320)

k+1 k+1 f+1 k+1
R, R, - e Iy €
k+1 k+1 k+1 k+1
Ry Ry e e I _| 6
k+1 f+1 k+1

R/;— + e +

exe L dpa T (3.21)
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where:

¢ = total number of loop current equations

i = the i"™ loop current
R!*' = contour sum of resistances in /i's path at time step & +1
R; ! = resistance common to /i and /j at time step k +1

k +1 = current simulation time step

e/ = contour voltage (EMF) sum in /i's path.

The non-zero structure of the symmetric positive-definite loop resistance matrix

Rk+1

1oy TOr @ notional SPS model is shown in Fig. 3.2.2. The structure plot shows
comparable sparsity to nodal conductance matrix. The dense square regions near the
main diagonal are due to coupled loop currents at switchboard and load center capacitor
loops (i.e., the right-side capacitor loop of the cable model shown in Fig. 2.4.10).

These dense regions are analogous to the situation (rare, and typically non-
physical) of mutual inductances coupling dozens of branches in a nodal formulation
[93]. The paths of the circulating currents were defined with this goal in mind. This

dense condition is exploited during the partitioning approach by shoring the capacitors

where said loop currents intersect, which results in a rapid depletion of the non-zero

k+1
structure of R, .

Rapid depletion of the non-zero structure of RZ;; permits block-diagonalizing

Rk+1

1oop With minimal boundary equations. Keeping the number of boundary equations

small implies tearing the least number of capacitor loops possible as will be shown later.
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In section 3.5, it is shown that the computational cost per time step is proportional to the

square of the number of capacitors torn (noted as 7).

Regions caused by loop currents
intersecting at bus cable capacitor loops
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Fig. 3.2.2. Loop resistance matrix structure for an unpartioned AC-Radial SPS

After solving (3.21) at each time step all node voltages and branch currents can be

found with (3.22) . Equation (3.22) states that the system’s branch currents and node
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voltages are from the loop currents and the historical voltage sources. The discretized
component models listed in Appendix A include expressions to find their terminal

voltages and line current, which are of the form of (3.22). The solution of (3.22) using
(3.23) is the same as the DAE output vector y = /(x,u,) introduced in (2.43), but

obtained using a discretized loop current formulation approach instead of a DAE
continuous formulation approach. A table summarizing the relation of the loop current

solution to the DAE formulation’s solution is given in Table III.1.

e k+1
1
k+1 __ | “branch | ek+1 k+1
y - {_;ﬁ_:| - f (lloop > eloop ) (322)

nodes
o k+1 _ o k+1 k+1 o k+1 k+1
lbmnch - f(llaop) Vnodex - f(lloop ’ elaop) (323)

where :

y**! = measurements of interest at time step & +1

i;" . =vector of all branch currents at time step & +1

k+1
nodes

f = vector function of loop currents and historical sources.

v = vector of line-to-line voltages at every node at time step & +1

The DAE output vector y=h(x,u,z) is obtained by solving x= f(x,u,z),

lloop ° eloop
nodes

sk+1
| P
0=g(x,u,z). The solution of y*" ={—h%%:|:f('k” ™ ), which is the same as

_ . . . ok+1 2 k+1 sk+1 _ _k+l
y= h(x,u,t) , 1s obtained by solving for the loop current vector i oy 1R =
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TABLE III.1. RELATIONSHIP BETWEEN DAE AND LOOP CURRENT FORMULATIONS

DAE Formulation Loop Current Formulation
Equation Count ~3000 ~1000
X = X, u,t .
Equation(s) to Solve f( ) ;(at;lpi ;{(:;lpi = e;:a;i
0=g(x,u,z)
ik+1
+ branch ok + +
Output Variables y=h(xurt) y"'= {;m-} =/ (o€l )
nodes
Domain Continous Time Discrete Time

Power system discretization and the loop currents formulation was introduced in
this section. The discretized component models with their inductors and capacitors (if

any) replaced by the discretized equivalent circuits.
3.2.5 Electrical and Control Networks

To simulate a discretized SPS, the EMTP approach [5] is followed in this work,
where an electrical network (EN) and a control network (CN) are defined as shown in

Fig. 3.2.3. The EN is responsible for the solution of Rt i**! —ef*! " whereas the

loopil/oopi = e/oopi 2

ek+1

. . . b h .
control network is responsible for the solution of y**' =| -%%= | = f (15‘0;;,ef;0;) :

The EN-CN solution is sequential, and is depictedin Fig. 3.2.4 [5]. The EN
solution is found first and its results are passed to the CN. The CN uses the results from

the EN to compute the voltages and current everywhere, solves machine controller

equations, updates the historical sources of inductors and capacitors, updates Rfof,;

(if

necessary), and makes discrete RMS measurements. The state of the protective devices
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are based on the discretize RMS measurements, which are used to determine whether
protective devices should operate (logic equations were introduced in (2.34), (2.35), and
(2.40)). After the CN solution is complete, the simulation time is advanced and the EN

solved again using the historical sources that were updated during the CN solution.

Shipboard Power
System

Solved as

Electrical
Network

Control
Network

e Cables e Compute all VI data
e Transformers e Solve machines & controllers
e Loads e Solve relay logic
e etc. .
L]

Update historical sources
etc.

Fig. 3.2.3. Overview of electrical and control network
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Electrical
Network Solution

k+l
\

Fig. 3.2.4. Solution of electrical and control networks [24]

Control
Network Solution

Output ket _ | Yoraneh | o farer g
> y - k+1 - f l[oap ’ e[nap
Vodes

Advance simulation
time step (or time)

A time-line illustration of Fig. 3.2.4 is given in Fig. 3.2.5. Starting with step 1 in

Fig. 3.2.5, the EN is solved by finding i} in (3.20). After the loop currents are found,

loop
the CN computes (3.22) and other aforementioned operations shown as step 2 before
advancing the time step. After the CN is solved the simulation time step is incremented

in step 3 and the process is repeated throughout the entire simulation.
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Electrical g 4 1. Solve electrical network at k=0
Network
etwo 3 2. Solve control network using the results
from 1
Control 3. Increment the time step to k=1
Network b g

4. Solve electrical network using control
network’s results from k=0

5. Same as 2; continue for all k

-

| | | |

I I I I
k=0 k=1 k=2 k=3 Time-
step

Fig. 3.2.5. Time-line illustration of the electrical and control network interface [71]

The previous subsections presented the discretization (and formulation approach)
used in this work, which is the first (out of three) stages that conforms the solution
methodology. The following section presents the partitioning approach followed by the

simulation approach, which is presented last.

3.3 ELECTRICAL NETWORK PARTITIONING AND GRAPH BALANCING

An approach based on diakoptics [4],[59],[94-95] is used to tear the electrical
network of an AC-Radial SPS at selected capacitor loops. To determine which
capacitors to tear in a manner that the subsystems are computationally balanced, graph
theory is used. Using graph theory a representative SPS graph was created and
partitioned first with mincut [3] algorithm. The mincut algorithm produces an initial
graph segregation which serves as the initial condition before the balancing heuristics
begin.

The heuristic balancing algorithm was developed to equally distribute the weights

of the weighted vertices across the graph partitions. The vertices were assigned weights
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based on the computational effort [96] of the component they represent, which are used
to determine if the graph partitions are balanced. After balancing the graph partitions,
the edges interfacing any two partitions indicate which capacitors should be torn.

The partitioning approach in this work tears capacitor loops on three-phase cables
to create SPS subsystems. To determine which cables to tear (i.e., 100s of cables exist
on SPSs), graph theory is used. A representative graph of an SPS is used to partition and
balance graph partitions. The resulting graph edge cut corresponds to the capacitor
loops to be torn.

When the capacitor loops that are going to be torn are known, the cable models
including said capacitor loops are replaced with a cable model that has said capacitors
shorted; shorting out said capacitors permits obtaining a block-diagonal structure from
the loop resistance matrix. The block-diagonal form of the loop resistance matrix can be
solved as subsystems on a multicore computer. The remaining of this section is

organized as follows:

1. Diakoptics and Capacitor Tearing
2. Graph Theory

a. Weight assignment
Graph creation
Graph partitioning
Partition balancing
Capacitor Tearing

°oac o

3.3.1 Diakoptics Theory and Capacitor Tearing

Diakoptics theory was introduced using general matrix notation A-x=b in (2.9)-

(2.12) (section 2.3.3). In this section, diakoptics is re-derived using the variables and
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notation pertinent to this work. It is noted that there are two types of diakoptics-based
tearing: traversal tearing and longitudinal tearing [97]. Traversal tearing is used when
systems are formulated in node voltages as variables. Traversal tearing tears two
radially attached networks by removing tie-lines (i.e., transmission lines interconnecting
two geographical areas), solving each subsystem’s node voltages, and injecting the tie-
line currents back into each subsystem. Longitudinal tearing is used when systems are
formulated using loop currents as variables. Longitudinal tearing tears two adjacently
attached networks by shorting tie-lines, solving each subsystem’s loop currents, and
impressing the tie-line voltages back into each subsystem. The partitioning approach
presented next makes use of longitudinal tearing, and is applied to cable capacitor loops.
The unpartitioned network’s loop current equations, formerly introduced in (3.20),

are repeated in (3.24).

Rk+1 ik+1 k+1 (324)

loop ~loop = eloop
Removing the k+1 (redundant) notation for clarity:

R/oopiloop = eloap (3 25)
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where:
¢ = total number of loop currents
R, = {x( loop resistance matrix (sparse, symmetric, positive-definite)
R, :the sum of resistances in loop i
R[aop (l’ ]) - .
R, :the resistance common to ¢, and /;
i, ={x1 vector of loop currents
e,,, = {x1vector of loop EMFs.

Decomposing (3.25) as the sum of two square matrices:

(was + ROﬁ'

loop loop )lloop = eloap

(3.26)

where:

R,ij; =/ x / block-diagonal matrix of subsystem loop resistance matrices

=diag(R

loop1? B Rloopp )

R

loop1

R

loopp

off
Joop where R,(mp

R = ¢x ¢ matrix with the off-diagonals of R

loop

(i,i)>0 VY,
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At switchboards and load centers (i.e., buses), source cables supply components
connected to said bus. As a result, many loop currents emanate from the same cable, a
situation which is judiciously set up and exploited in this work. If many loop currents
are incident at the same cable, the loop currents can be defined to circulate through the

same boundary capacitors C,, and C,.. There is a deliberate intention in this approach;

by defining all loop currents incidence at the same two capacitors, the loop resistance
matrix exhibits dense areas due to the loop current couplings. To illustrate this situation,
a generalized capacitor loop (reminiscent of a bus capacitor loop) is shown in Fig. 3.3.1.

Fig. 3.3.1 shows how various ab and bc loop currents can be incident at the same two
capacitors C, and C,_, respectively. This situation causes the dense regions in R;‘;o;i

shown in Fig. 3.2.2, which off-diagonals are repeated values of the same discretized

resistances for C, and C,_, respectively.



| ; network
More loop i\ , Rest of
N \ ; ,

currents N flar g
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Capacitor ab
(Cab)

Loop currents on

phases ab and bc
Loop currents on

Capacitor bc
phases ab and bc P

(Cbc)

Capacitor ca (Cca forms a

Trapped circulating closed loop with Cab, Cb)

current ca

Fig. 3.3.1. Generalized cable capacitor loop (at switchboards and load centers)
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The situation depicted in Fig. 3.3.1 suggests that the entries in RZZP consist

(mainly) of the same bus capacitor discretized resistances. It is noted, however, that not

all values in RZZP pertain to bus capacitor loops. Other values (lesser in number) pertain

to loop current intersections elsewhere in the system. Since R”

1oop Das only a few unique

entries, said entries can be arranged in a diagonal matrix R, and expressed as the tensor

transformation[53],[98] in (3.27):

R?” =D, R.D,, (3.27)

where:
¢ = total number of loop currents in the electrical network

r = total number of boundary capacitors (r < ()

R, =rxr diagonal matrix of boundary capacitor resistances (RC (i,i)e R;’pr)
D  =/xr transformation tensor:
=1, ifthe ™ loop current is in the same direction as

the /™ capacitor's voltage drop
D(i,j)—>4=-1, ifthei" loop current is opposite in direction to

the /™ capacitor's voltage drop

=0, ifthe ™ loop current does not traverse the /" capacitor.

Substituting (3.27) in (3.26) results in:

(R +D-R.D")

loop

(3.28)

lloop = elaop
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R, +D-R.D'i

loop ~loop

(3.29)

loop = eloop

Referring to the discretized capacitor model in Fig. 3.2.1, the term RCDTi,oop on
the right of (3.29) corresponds to resistive voltage drops across {RCab,RCbc} of all
boundary capacitors {Cab,Cbc}. The matrix R, is a diagonal matrix of discretized

boundary capacitor resistances, and the term D'i, is the current (i.e., net loop current

loop

sum) through each capacitor. Referring to Fig. 3.2.1, the resistive voltage drop

R.D'"i,, can be expressed as the difference between the capacitors’ across voltage and

loop

historical source as given by (3.30). Substitution of (3.30) into (3.29) results in (3.31).

R D'i,,, = v  —hist, (3.30)

C

Ry, +D(v. —hist.)=e, (3.31)

loop ~“loop

where:
hist . =rx1 vector of boundary (torn) capacitor historical sources

v =rx1 vector of boundary (torn) capacitor across voltages.

Solving for i, in (3.31):
iloap = (R?::; )_1 el()op - (R;:f; )_1 D(VC - hiStC) (332)

Substituting (3.32) in (3.30):

R.D' ((R”‘b“‘ ) e, —(Ry™) D(v,. ~hist, )) —v.—hist. (3.33)

loop loop



Solving for Ve

ve —hist. =R D" (

(ve —hist.)+R D" (

(I +R_.D" (R”””

loop

VC:(I+RCDT(

Rs ubs

R subs

loop

R ) D(v, —hist.)=R D'

loop

loop

loop

) D)(Vc ~hist.)=R.D" (R;) e,

loop

) D)_l (RCDT (R e, ) + hist,.

loop

Rsubs

105

)" e,, ~RD'(R:) D(v.—hist.) (3.34)

) e, (3.35)

(3.36)

(3.37)

The sequential solution of (3.32) and (3.37) (repeated as (3.38)) is the solution

approach used in this work to solve the electrical network as subsystems.

form, (3.38) is given by (3.39):

-1 -1
. _ subs subs
llaup - (Rluup ) eloup - (R ) D- VC

Vo= (Ir +R.D'(

loop

R D)1 (RCDT (Ri™) e, ) + hist,.

lluopl

lloopZ _

1 loopp

o

loop loop
B

fp-1 T -t

loupleluupl RluoplDl boundary

R71 -1 conditions
luop2e100p2 loop27"2
: g Ve

-1 -1
L luoppeluupp i _Rlouppr
subsystem solutions patch

Re-introducing k+1 notation for (3.38) and (3.39) results in (3.40)

In vector

(3.38)

(3.39)
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-1 -1
k+1 k+1 k+1
ik+1 (Rloopl ) loop1 (Rloopl ) Dl
loop1
e R* 1 R -l D
loop2 | _ loop2 eloupZ _ loop2 2 Vk+1
. . 4-4
step 2: boundary
ik+l . | conditions
loopp k+1 " k+1 k+1 \
_(Rl(mpp ) loopp N _(Rloopp ) Dp i
SOlVed step 1: step 3: patch
. subsystem solutions
using (3.40)
p threads k+1 -lpk+1 k+1
Ve =o B° +hist,
N T (pk+ !
— + .
a=I + Z(Di (Rloopi) Dl.) (constant matrix )
i=1
P
b ke 1 ke vector updated at
B - Z Di Rloo i el j
pi oopi .
= NI every time step
from step 1

The 2™ term on the RHS atop (3.40) is called the patch; its computation becomes

k+1

increasingly burdensome as p increases. When p increases, computing v~ governs the

performance of the partitioning approach. The capacitor tearing partitioning approach
creates subsystems by removing off-diagonals from the loop resistance matrix, but
mainly those off-diagonal resistance values intentionally defined to exist as off-diagonal
values. That is, the bus capacitor loop currents were intentionally defined to create

dense couplings in the loop resistance matrix because it was known in advance that those

resistance values would be removed (torn).
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The three-phase cable model used in this work is shown in Fig. 3.3.2, which has
capacitor loops on each side. In this work, only the right side capacitor loops are torn

because they are on the side of bus nodes (i.e., a bus node is always immediately to the

right of a cable). In physical terms, removing off-diagonals from R;:;,

is equivalent to
replacing boundary capacitors {Cab,Cbc}with short-circuits. Consider the discretization
of a cable’s capacitor loop is shown in Fig. 3.3.3, where everything to the left-and-right

is obfuscated. Replacing {Cab,Cbc}with short circuits results in the new cable model

shown in Fig. 3.3.4.-Fig. 3.3.5 Where two or more subsystems interface, the cable to the
left of said interface is replaced with the cable in Fig. 3.3.4.-Fig. 3.3.5. By

interconnecting the meshes of all components, except those meshes adjacent to boundary

cables, makes the resulting loop resistance block-diagonal and is how R,:‘:; is obtained.
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3¢ node 1 3¢ node 2

Side 1 Side 2

Y
/1

——
)\
N |
/

|
/1
S >

Fig. 3.3.2. Three-phase cable model
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Fig. 3.3.3. A discretized capacitor loop

Subsystem 1 Subsystem 2

Fig. 3.3.4. Torn cable forms two subsystems
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Fig. 3.3.5. Normal and torn cable model (replaced at boundaries)
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This subsection presented the partitioning approach of tearing cable capacitor
loops. By tearing two of three capacitors in a capacitor loop, two subsystems are
created: subsystem 1 to the left and subsystem 2 to the right of a capacitor loop. To
automate the process of tearing (i.e., to decide upon how many partitions and where to
tear), graph theory is used. Each component model is represented by a weighted vertex
in a SPS representative a graph. Each vertex is assigned a weight based on the estimated
computational requirement of each component model. The details of how each

component model is assigned a weight is presented next.

3.3.2  Flop Computations for Graph Vertices

A common measure of computer work is the floating-point arithmetic operation
(flop) [45],[99],[96], and is used here to estimate the computational effort imposed by
each component model. A flop is defined as a computer operation requiring floating-
point arithmetic, such as a sum, subtraction, multiplication, or a division. The number of
flops required to solve a component’s electrical and control network equations is used as
the component’s weight when represented by a graph vertex. In the next subsections,

the algebraic operations that were used to determine the vertex weights are presented.

3.3.2.1 Flops for Updating Inductor and Capacitor Historical Terms

Updating inductor and capacitor historical terms is the most frequently repeated
operation. The historical terms for inductors and capacitors were presented in (3.6)-(3.7),

and are repeated in (3.41)-(3.42) for convenience.



s gkl
hist;” =

s gkl
hist.” =

1 flops

1 flops 1 flops

/_/%
2 flops 2 flops
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/4 At-y

1 flops

1 flops
3 flops

(1-7)
At(1-y) .
v§+—c il
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(3.41)

(3.42)

k+1

The number of flops to update hist;™is f, =7 flops, and to update hist™" is

fo =5 flops, which were obtained by counting the number of additions, subtractions,

multiplications, and divisions as shown in (3.41)-(3.42).

3.3.2.2 Flops for Matrix Algebra

Consider the product of two rectangular matrices G and D given in (3.43).

g 8
gy 8x»
G,.D..=|8 &xn

gml ng

813
823
833

gm3

8 dll

8an d21

83 d,,

gmn Amxn _dnl
(3.43)

K

12

QU

22

QL

32

n2

Y

23

QL

33

n3

S
bl

2k

3k

X

dnk

Adnxk

The computational effort of the dot product between the first row of G and the

first column of D is given by (3.44), where the multiplications and summations require:
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n multiplications +

g4, +8,d, +8,d;, +...+g,d,, <4 n—1summations (3.44)

=2n-1 flops

Since D has k columns, (3.44) is repeated k times for each of the m rows of G

resulting in (3.45), where f,,ZZl.,t,ect is the number of flops required to multiply two full

rectangular matrices.

St =m(2n—1)k (3.45)

rectrect

If G and D in (3.43) are both square matrices of dimension n, then m=n=k and
(3.45) becomes (3.46), where "I is the number of flops required to multiply to full

5q-sq

square matrices.

" =n(2n—1)n=2n"-n’ (3.46)

sqsq

If G remains the same as defined in (3.43), and D is a nx1 vector, setting &=1 in
(3.45) reduces to (3.47), where ﬁ:glid is the number of flops required for a matrix-vector

multiplication.

St =m(2n—1)=2mn—m (3.47)

The sum of two full m xn rectangular matrices G and D requires f...,,.., flops as

given by (3.48).

frsz;ireet =m-n (3'48)
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If G and D are both vectors of dimensions nx1, the vector sum operation has

S number of flops as given by (3.49).

vet+vet

fum = (3.49)

ct+vet

3.3.2.3 Flops for Solving State-Variable Equations

The discretization (and definition of terms) for a set of state-variable equations

were given in (3.8)-(3.11) and were repeated in (3.50) for convenience. The number of

flops required to find X" and yk+1 are derived in (3.51)-(3.52).

Xk+1 =M'Xk +N(uk+1 +uk)

(3.50)
k+1 k+1 k+1
y " =C-x""+D-u"
Sretryer=n
St =2mn=m
St =2 mn—m Sretaver=n
k+1 _ k k+1 k _
x, =M __-x  + men( Tt unxl) where m=n (3.51)
/, rﬁurl[»a =2mn-m_f rlcncl;][v(t =2mn—m
f—/\'ﬁ f_/\'ﬁ
k+l __ C k+1 +D k+l h _ 3.52
ynxl - mxnxnxl mxnunxl where m=n ( . )

The number of flops required to find X s 2 frem 42 fm" | and the number of

vet+vet rect-vet ?

flops required to find yk+1 is 2 fm The combined number of flops required to find

rect-vet *
the state-variable vector X*" and the output vector yk+1 is given in (3.53), where 7 is the

number of the state-variable equations.
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_ sum mult mult
ﬂmlespace - Zf +2 +2

vet+vet rect-vct rect-vct

=2 [t T4 et
=2n+4(2mn—m) (3.53)
=8mn+2n—4m

=8n”>—2n (form=n)

3.3.2.4 Flops to obtain an RMS Measurement

1 flop
1 flop
1 flop 2 flops
(k-N)+1\2 ﬁ:ﬁ
RMS(x*") = RMSz(x")—( N) +(XN) (3.54)

where:

RMS(xk+1 ) = the RMS measurement computed at the present time step k +1
RMS(xk ) = the RMS measurement made at the previous time step &

x" = the signal sample from N time steps ago
x**! = the signal sample at the present time step

N = the number of samples per RMS measurement.

Equation (3.18) is a recursive (and effective) way to obtain an RMS value. The

first term under the square-root only requires one subtraction since the term subtracted

from RMS? (x") is already known. The number of flops f3,, required to (recursively)

make an RMS measurement is given by (3.55).

Number of ~ Number of Number of ~ Number of Number of
negations squared terms  additions divisions by N square-roots
- - - - “

Jos= 1 + 3 + 2 4+ 2 + 1 =9 (3.55)
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Table III.2 summarizes the flop-counts introduced in this section. Using Table
II1.2, the vertex weights of the representative graph were determined, which play an

important role in determining to what partition a components belongs to.

TABLE I11.2. SUMMARY OF COMMON FLOP OPERATIONS

Description of Operations

Numbers of Flops

Update inductor historical term

f[,:7

Update capacitor historical term

Jo =5

Multiplication of m X n matrices

Sy =m(2n—1)k

ect-rect

Multiplication of n X n matrices

mult __ 32
o =2n" —n

Multiplication of m x n matrix & nx1 vector  f"  =2mn—m
Matrix sum of m x n matrices

sum

.frect+rec't =m-n
Sum of n x1 vectors Srcriee =1
Solution of n th order state-variable equations /... =87° —2n
Computation of an RMS value Srus =9

Table III.5 summarizes the weights for each component model based on the flop-
counts listed in Table III.2. The number of flops required by each component is given as
the sum of its electrical network (EN) and control network (CN) equations examined
earlier. To illustrate how the component weights were determined, the weight calculation

for a discretized three-phase cable is given in Table II1.3.
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TABLE III.3. EXAMPLE OF WEIGHT CALCULATION FOR A THREE-PHASE CABLE

Network Description of Operation(s) Arithmetic Nugs;z of
Inverse of mesh matrix times right-hand-side
eloop vector fmult/rect.vect = 2n"2-n with n=8 120
Compute inductor La current iLa=i3 0
Compute inductor Lb current iLb=i4-i3 1
Compute inductor Lc current iLc=-14 1
Compute inductor La voltage vLa=iLa*Ra-+histLa 2
Compute inductor Lb voltage vLb=iLb*Rb+histLb 2
Compute inductor Lc voltage vLc=iLc*Rc+histLc 2
. Compute capacitor Cabl current iCab1=10+i2-i3 2
Electrical - - —
Network Compute capaqtor Cbcl current ¥Cb01:.11+12-14 2
(EN) Compute capaqtor Ccal current 1Cca1:12 : 0
Compute capacitor Cabl voltage vCabl=iCabl*RCabl+histCabl 2
Compute capacitor Cbcl voltage vCbc1=iCbc1*RCbc1+histCbcl 2
Compute capacitor Ccal voltage vCcal=iCcal *RCcal+histCcal 2
Compute capacitor Cab2 current iCab2=13+i5-i6 2
Compute capacitor Cbc2 current iCbc2=14+15-i7 2
Compute capacitor Cca2 current iCca2=i5 0
Compute capacitor Cab2 voltage vCab2=iCab2*RCab2-+histCab2 2
Compute capacitor Cbc2 voltage vCbc2=iCbc2*RCbc2-+histCbc2 2
Compute capacitor Cca2 voltage vCca2=iCca2*RCca2+histCca2 2
Subtotal 148
Network Description of Operation(s) Arithmetic Nugllz);z of
Compute line-to-line voltages on side 1 3 * fRMS 27
Compute line-to-line voltages on side 2 3 * fRMS 27
Control - — m
Network Compute 1¥ne currents enteqng s¥de 1 3 - fRMS 27
(CN) Comput.e line curr.ents .entermg side 2 3 * fRMS 27
Update inductor historical terms 3 *fL 21
Update capacitor historical terms 6 * fC 30
Stamp right-hand side vector due to 10 -histCabl 1
Stamp right-hand side vector due to il -histCbcl 1
Stamp right-hand side vector due to i2 -(histCab1-+histCbcl+histCcal) 3
Stamp right-hand side vector due to i3 -(histLa+histCab2-histLb-histCab1) 4
Stamp right-hand side vector due to i4 -(histLb+histCbc2-histLc-histCbcl) 4
Stamp right-hand side vector due to i5 -(histCab2-+histCbc2+histCca2) 3
Stamp right-hand side vector due to i6 histCab2 1
Stamp right-hand side vector due to i7 histCbc2 1
Subtotal 177
Total 325
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TABLE II1.4. EXAMPLE OF WEIGHT CALCULATION FOR OVER-CURRENT RELAYS

Network Description of Operation(s) Arithmetic Nu;;:sz of
Inverse of mesh matrix times right-hand-side

Electrical eloop vector fmult/rect.vect = 2n"2-n with n=2 6

Network Compute phase a current ial=i0 1

(EN)  Compute phase b current ib1=il-i0 2

Compute phase c current icl=-il 1

Subtotal 10

Network Description of Operation(s) Arithmetic Nu;rll:))gz of

Compute line-to-line voltages on side 1 not measured directly 0

Compute line currents entering side 1 not measured directly 0

Compute line-to-line voltages on side 2 not measured directly 0

Control Compute line currents leaving side 2 not measured directly 0

Network Check if arcing is needed IF (opening) 1

(CN)  Update arcing source ua ua=Varc*sign(ial) 2

Update arcing source ub ub=Varc*sign(ibl) 2

Update arcing source uc uc=Varc*sign(icl) 2

Check for overcurrent in phase a 1aRMS > Threshold current (x) 1

Check for overcurrent in phase b IbRMS > Threshold current (y) 1

Check for overcurrent in phase ¢ IcCRMS > Threshold current (z) 1

Check OR condition for labcRMS currents x ORy OR z (w) 2

Check IF condition for 'w' IF (w) 1

Check if pickup time delay has elapsed Tdelay > (Tnow - Tfault) 2

Change resistance of phase a update Ra entries in mesh matrix 1

Change resistance of phase b update Rb entries in mesh matrix 4

Change resistance of phase ¢ update Rc entries in mesh matrix 1

Stamp right-hand side vector due to i0 -ua+ub 2

Stamp right-hand side vector due to il -ub+uc 2

Subtotal 25

Total 35
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TABLE III.5. SUMMARY OF VERTEX WEIGHTS PER COMPONENT

Electrical Control Total

Acronym Component Description Network Network Number of
Flops Flops Flops
GEN Synchronous generator 23 320 343
PMG Prime-mover and governor 0 68
ROT Rotor swing equation 0 28
VRE Voltage regulator and exciter 0 129
WND Windings circuit 23 95
MOT Induction motor and drive 182 428 610
CON Speed controller 0 7
INV Three-phase inverter 59 108
RCT Three-phase rectifier w/DC-link capacitor 92 168
ROT Rotor swing equation 0 28
WND Windings circuit 31 117
Cbl 1-phase Cable 26 78 104
CBL 3-phase Cable 148 177 325
Lod 1-phase Static Load 3 26 29
LOD 3-phase Static Load 23 80 103
XFM Transformer 82 134 216
BRK Over-current relays 10 25 35
LVX 10 25 35

Low-votlage relays controlling LVP or LVR
Bus transfer device with undervoltage relay
(ABT or MBT)

XBT 35 99 134

From Table IIL.5, the most expensive (heaviest vertex) component model is the
induction motor with drive. The motors have their effort concentrated in polling the
diodes and transistors and determining whether their states should be toggled. It is noted
though that the vertex weights are fixed (do not change during a simulation) and are only
estimations of the true amount of floating point arithmetic required at the computer
hardware level.

In the next subsection using the vertex weights summarized in Table IIL.5, the
procedure of creating, balancing, and partitioning a graph is discussed. The weighted

graph’s vertices correspond to the SPSs component models. Using the weight of each
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vertex, the graph partitions are compared , and it is determined whether vertex migration

is required to balance the partitions.
3.3.3 Creation of a Representative Graph

To automate the determination of where to partition the electrical network of an

SPS model a representative weighed graph G(V,€) is used, where V represents the set of

graph vertices and ¢ represents the set of graph edges. In G, each weighed vertex
represents a discretized component model which weight is the computational effort (in
flops) required to solve each model as listed by Table III.5. Each graph edge (un-
weighted) represents a single-phase or three-phase node (i.e., the junction where 2 or
more MTCs interconnect).

To illustrate the mapping of an SPS electrical network to a representative graph,
consider the components in Fig. 3.3.6. The arrows next to each component represent
the power flow direction and define each component’s input and output terminals. The
black cross bars represent the junctions between two or more components, and are
normally referred to as three-phase nodes (the cross bars for single-phase nodes are
represented in the same way) . The representative graph for the network in Fig. 3.3.6 is

shown in Fig. 3.3.7.
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GEN2 BRK2 CBL2
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J (BRKs 37-21 elided) ‘
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Fig. 3.3.6. A group of components to illustrate the representative graph

Fig. 3.3.7. Representative graph of electrical network in Fig. 3.3.6
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With a representative graph Gof an SPS model, graph theoretic algorithms can be
used to find (automatically) and determine the locations where to tear the system. For
example, if the graph in Fig. 3.3.7 was partitioned in p=2 partitions by tearing the edges
in front of CBL2 and CBL3, the resulting partitions would appear as shown in Fig. 3.3.8.
The electrical network subsystems corresponding to the graph partitions are shown in

Fig. 3.3.9. Each removed edge from the graph corresponds to a disconnection point in

the SPS model.

Partition 1

Partition 2

Removed edge 1

Fig. 3.3.8. A graph divided into two partitions
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3 2
BRK54 CBL4 BRK4 T 2

Cc (BRKs 5-18 elided) ©
Disconnection - e -

point 1 al bl

GEN1 BRK1 CBL1

Fig. 3.3.9. Subsystems corresponding to graph partitions

To partition a large SPS model, the representative graph G is first partitioned
using the mincut algorithm [3]. The mincut algorithm produces graph partitions where
each partition has approximately the same vertex count (not vertex weight), and where
the number of removed edges is minimal. Graph partitions with unequal weight
correspond to SPSs of unequal computational effort. To mitigate the computational
imbalance, a heuristic approach was used to balance the graph partition weights.
Starting from the initial segregation created with the mincut algorithm, the vertices are

heuristically migrated across partitions as explained next.
3.3.4 Graph Balancing Heuristics

The graph balancing heuristics used in this work are based on Kernighan and Lin’s

algorithm [100]. Kernighan and Lin’s algorithm balances a set of pre-existing graph
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partitions by exchanging vertex pairs across partitions. The choice of vertex pairs is

based on the gain equation in (3.56), where k <n is chosen to minimize the partial sum

k n
Z g, , and where Z g, =0 (i.e., some g,’s are negative unless all are zero). Each time
1 1

the gain g, of a potential vertex pair removal is computed, the vertex pair is removed

from the graph partitions and the procedure of computing the gains is repeated for the
remaining vertex pairs. Because Kernighan and Lin’s algorithm aims to minimize the

external cost of the graph partitions with (3.56) (i.e., minimize edge cost
thj’ i,j=1,...,n, where the edge ij extends across partitions 4 and B), most of the

vertex-pair exchanges occur at the boundary of 4 and B [101]

g =D +D,~-2c, i=1,..,n (3.56)

where:
i =the i"™ vertex-pair exchange
n = the number of vertices in each partition
g, = the gain of exchanging vertices a <> b across partitions 4 <> B, respectively
D, = the difference between the external and interal costs of vertex a
D, = the difference between the external and interal costs of vertex b

c,, = the edge weight between vertices a and b

In this work, instead of assigning weights to edges extending across partitions,
weights are assigned to vertices. Instead of exchanging vertex pairs, single vertices are

allowed to move to another partition. The maximum weight imbalance A, for a

max

partitioned graph is defined as the weight difference between the heaviest partition ¢
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where A varies according

i#j 9 X

and the lightest partitiong, as A, =(max(W)-min(W)))
to how many times a graph is partitioned.

To reduce the graph imbalance the vertices are heuristically moved one-at-a-time
across partitions, where after each move the graph partitions’ are weighed again. To

determine if the graph partitions are balanced after each move, the following metric

should be satisfied: A, <z, where A’ is the new imbalance factor after vertices are

moved across partitions, and 0 <7 <20% is a specified tolerance factor. When there are

is reduced for a pair of partitions{g,.,gj} , A, 18 Te-

i max

more than two partitions, after A __

X

computed for a different pair of partitions {G.G,} . The process is repeated

xX£y

until A, <7 v{G.G | .- In case A, cannot be reduced to A, <z for a given pair of

i X ma:

graph partitions{g,.,gj}#l_, partitions ; and j are skipped and tried again after all other

partitions pairs have been balanced. The graph partitioning and balancing steps are

summarized below.
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P
e Partition graph into p partitions G = JG, using mincut algorithm

i=1

o Compute graph partition weights {w w,....w,}

e Balance partitions as follows:

i. Compute A =—1% ‘max(l/\{)—min( )

max(W) J

i#j
. Ifa <z,
1. balancing is complete (or not needed)
2. exit

iii. Elseif A >7 for any two {g,.,gj} , do:

i#]
1. If w,>w, move heaviest boundary vertex v, from G, to G
such that |w, |<(W,.—Wj), where |w, |is the weight of v, .
2. Goto1)

After moving as many boundary vertices as are necessary to satisfy A <z, the
graph partitions are considered balanced. It is noted that due to the constraint that only
boundary vertices can be migrated, the tolerance factor r might have to be increased. A
larger 7 means more imbalance, and is not desirable. This is a limitation of the
balancing heuristic method used in this work. However, as will be shown in Chapter IV,
computational imbalance in multicore computers is not as detrimental. Even with
unbalanced partitions, acceptable speed gains are possible. Referring to the original
work in [100], Table III.6 summarizes the differences between Kernighan and Lin’s

algorithm and the algorithm used here.



126

TABLE II1.6 . COMPARISON OF GRAPH BALANCING HEURISTICS

Kernighan and Lin’s Algorithm As used in this Work
Assignment of a  Sum of external and internal weights based Weight based on computational
vertex weight on a vertex's degree effort or flops
Connectivi . Weighted vertices represented as
. y Weighted edges represented as non-zero off- & . prese
matrix . . non-zero diagonals; off-diagonals
. diagonals; diagonals are Os
representation are s
Gain from vertex g, =D,+D,-2c, i=l,.,n A =20 ‘max(l/\{)—min()/\/j)#f
exchange(s) mex(%) S
Initial graph Varios suggested, mainly based on Uses the mincut algorithm as the
segration multilevel partitioning starting graph segration
Migration of
vertices By vertex pairs By stand-alone vertices
Vertices
considered All vertex pairs Only vertices at the boundaries

Two software programs are used for the graph creation, partitioning, and balancing
stage as shown in Fig. 3.3.10. C# 3.0 is used to create the graph as an edge-list.
Mathematica® [2] imports the edge-list, forms the graph G as an object, and partitions
the graph with Mathematica’s built-in mincut algorithm. The mincut algorithm outputs

Pow SEts of partitions, where p . is the maximum number of partitions desired (e.g.,
DPuax =12 1s used in Chapter IV). Each partition set p,contains a subset of components,

where the i"™ subset contains the components of subsystem i. The component sets in the
form of an output file are read back into C# where the balancing heuristics were

programmed.
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The mincut algorithm is run once per number of partition p desired. For example,
to partition a graph into p={1,2,3,4,5,6,7,8} (i.e., p,.. =38), the mincut algorithm is run
eight times. For each p, each graph partition’s weight is computed. If an imbalance
exists, vertices are moved across partitions. A constraint of the aforementioned
balancing approach is that when moving vertices across partitions, the vertices must be

boundaries vertices as suggested by the activity diagram of Fig. 3.3.11.

Pass graph as a cost matrix in
edge-list jj format

Mathematica

Returns a list of pmay cOmponent sets, where pmax
is the maximum number of partitions desired.

Each component set pmax COntains p subsets, where
the /" set p; contains the components of subsystem

Fig. 3.3.10. Interaction between C# and Mathematica
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Gssign vertex weights)
[Create weighted graprD

Run ‘mincut’ algorithm on
weighted graph

[Compute each partition’s weight}<

Move boundary vertex
from heaviest partition
to lightest partition

[unbalanced]

[balanced]

Output partition
Information file Balanced when
imbalance is less than the
user-specified tolerance

Fig. 3.3.11. Activity diagram illustrating steps to balance graph

A sample output file is provided in Fig. 3.3.12. The output file in Fig. 3.3.12
shows all components at the top for p=1. The components listed under
“<Partition30f4>" are the components belonging to subsystem 3 when a power system is

partitioned into p=4 subsystems.



129

- <Partitions >
- <OnePartitions=
- <Partitionloflz

<MTCs>GEN1,GEN2,GEN3,MOT1,MOT2,MOT3,MOT4,MOT5,MOT6,MOT7, MOTS,MOT9,MOT10,MOT11,MOT12,MOT13,MOT14,MOT15,MOT16,MO’
</Partitioniofl>
</OnePartitions =
- <TwoPartitions>
- <Partition1of2= L

<MTCs>GEN1,GEN2,MOT6,MOT7,MOT8,MOT9,MOT10,MOT11,MOT12,MOT13,MOT14,MOT15,MOT19,Cbl10,Cbl11,Chl12,Cbl13,Cbl14,Cbl15,C|
</Partitionlof2=>
- <Partition2of2=

<MTCs>GEN3,MOT1,MOT2,MOT3,MOT4,MOT5,MOT16,MOT17,MOT18,Chl1,Chl2,Cbl3,Cbl4,Cbl5,Chl6,Cbl7,Cbl8,Cbl9,Cbl22,Cbl23,Cbl24, Cbl2E
</Partition2o0f2 >
</TwoPartitions>
- <ThreePartitions>
- <Partition1of3=

<MTCs>GEN3,MOT1,MOT2,MOT3,MOT4,MOT5,MOT16,MOT17,MOT18,Chl1,Cbl2,Cbl3,Cbl4,Cbls,Cbl6,Cbl25,Cbl26,Cbl27,Cbl28,Cbl29,Cbl30,C
</Partition1of3=
- <Partition20f3=

<MTCs>GEN1,GEN2,MOT6,MOT7,MOT8,MOT9, MOT10,MOT11,MOT13,MOT14,MOT15,ChI10,Cbl11,Cbl12,Cbl13,Cbl14,Cbl15,CBL1,CBL2,CBL4,}
</Partition2o0f3>
- <Partition30f3=> 4

<MTCs>MOT12,MOT19,Cbl7,Cbl8,Cbl9,Cbl16,Cbl17,CbI18,Cbl19,Cbl20,Cbl21,Cbl22,Cbl23,Cbl24,Cbl31,Cbl32,Cbl33,CBL15,CBL16,CBL17,C
</Partition3o0f3
<{ThreePartitions>
- <FourPartitions >
- <Partition1lof4=

<MTCs>GEN2,MOT6,MOT8,MOT9,MOT10,MOT11,MOT15,Cbl13,Cbl14,Cbl15,CBL1,CBL2,CBL6,CBL31,CBL32,CBL35,CBL37,CBL38, CBL39,CBE
</Partitioniofd >
<Partition20f4>

<MTCs>GEN1,MOT7,MOT12,MOT13,MOT14,MOT19,Chl10,Cbl11,Cbl12,Cbl16,Cbl17,Cbl18,Cbl19,Cbl20,Cbl21,Cbl31,Cbl32,Cbl33, CBL40,CBL
</Partition20f4 =
<Partition3ofd=

<MTCs>GEN3,MOT1,MOT2,MOT3,MOT4,MOT5,MOT16,M0OT17,MOT18,Chl1,ChI2,Cbl3,Cbl28,Cbl29,Cbl30,CBL3,CBL4,CBLS5,CBL7,CBLS,CBLY,
</Partition3of4 >
- <Partition4of4=

<MTCs=Chl4,Cbl5,Chl6,Cbl7,Chi8,Chl9,Chl22,Cbl23,Chl24,Cbl25,Cbl26,Chl27,CBL14,CBL15,CBL16,CBL17,CBL18,CBL19,CBL20,CBL21,CBL’
</Partitiondof4 >
</FourPartitions = 3
- <FivePartitions>
- <Partition1of5= 3
<MTCs>GEN3,MOT3,MOT5,Cbl1,Cbl2,Cbl3,Cbl4,ChlS,Cbl6,Cbl31,Cbl32,Cbl33,CBL3,CBL4,CBL11,CBL12,CBL13,CBL14,CBL15,CBL17,CBL18,¢
</Partition1of5:
- =Partition20f5=

Fig. 3.3.12. Component sets output file from Mathematica

Mathematica’s output is a segregation of stand-alone components residing in each
graph partition, which is the equivalent of an electrical network having all its
components disconnected or isolated from each other [96],[102]. The stand-alone
vertices correspond to the components in each subsystem and need to be interconnected
to form the respective subsystem’s loop resistance matrix. After all components are

assigned a subsystem number as shown with the listing in Fig. 3.3.12, the first step is
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replace boundary three-phase cables with their torn equivalents as shown in Fig. 3.3.5.

k+1
loopi

The second step is to form the i subsystem’s loop resistance matrix R} by equating

the terminal meshes of adjacent components belong to the same partition.
3.3.5 Summary

Different software programs were used at the different stages of the program
development. The software programs used were: MATLAB/Simulink as the drawing
canvas to create the one-line diagram and Mathematica [2] to create and partition the
SPS representative graph. A multithreaded simulation program was created in C# to
balance the graph partitions, assign the subsystems to threads, and execute the threads on
multicore computer. The partitioning stage takes place once per power system. Once a
SPS is partitioned (i.e., subsystems are formed by interconnecting only those
components in the same partition), the number of components in each subsystem
remains constant and partitioning is not needed again. Re-partitioning of a power
system would only be needed if/when re-adjusting the vertex weights, adding or
removing components from a power system, or when changing the balancing tolerance

factor 7.

3.4 SIMULATION AND MULTITHREADED SIMULATION

This section discusses the implementation of the SPS simulation approach. As
introduced in section 2.5, an operating system thread is an independent path of code of
execution commonly regarded as an asynchronous agent. Threads are asynchronous

because threads do not inherently abide to synchronization rules, and therefore execute
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tasks regardless of what other threads are doing; as a result, data corruption, dead-locks,
and contention for computer resources are common issues in multithreading
programming [103-104].

Referring to Fig. 3.4.1, multiple subsystems can be created and each solved with a
different thread.  As of this writing, the number of subsystems that can be created
exceeds the number of cores available on a multicore computer; hence, many threads
will be appointed to the same core creating sequential work; the simultaneous execution

of the threads, however, is a parallel task.

w

Distribute on a
a multicore processor

Multicore processor

Core 1 % ‘ Core 2 % ‘ Core 3 % ‘ Core 4 %

Fig. 3.4.1. llustration of subsystem simulation on a multicore processor
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Subsystem 2 / thread 2
Subsystem 3 / thread 3

Subsystem 11 / thread 11

Subsystem 12 / thread 12
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12 subsystems
on 1 core

Quad-core processor

Core 1

‘ Core 2 %

Core 3 % Core 4 j

Subsystem 1/ thread 1
Subsystem 4 / thread 4
Subsystem 7 / thread 7

Subsystem 2 / thread 2
Subsystem 5 / thread 5

Subsystem 3 / thread 3
Subsystem 6 / thread 6

7 subsystems
on 3 cores

Quad-core processor

Core 1

\J
‘ Core 2 %

v
‘ Core 3 Core 4

Subsystem 1/ thread 1
Subsystem 5/ thread 5

Subsystem 2 / thread 2

Subsystem 3 / thread 3

Subsystem 4 / thread 4

5 subsystems
on 4 cores

Quad-tore processor

Core 1

\J
‘ Core 2 %

A\ A\
‘ Core 3 Core 4

Fig. 3.4.2. Examples of various subsystem/thread distributions on four cores

The subsystems are distributed with the criteria that each core observes an equal,

but minimal, number of subsystems. For example, to solve 7 subsystems on 3 cores, the

subsystems are distributed as shown in the second row of Fig. 3.4.2. In the case of an
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odd number of subsystems (e.g., 5 subsystems on 4 cores), the left-over subsystem
creates an imbalance as shown on the third row of Fig. 3.4.2.

Although it is possible to intentionally use fewer cores and leave computer
resources for other applications thus under-utilizing a multicore processor, this
deliberate option gives rise to inefficiency--computationally speaking. For example, a
power system partitioned in p=12 can be solved using 1 core. However, with 3 unused
cores a quad-core computer would not be fully exploited.

A Microsoft Windows-based program was developed in C# 3.0 with .NET 3.5 to
perform the multithreaded parallel-sequential simulations. When the simulation starts,
each thread solves the electrical and control networks of each subsystem as explained in
section 3.2.5. A swim-lane showing the thread interactions at each time step is shown

in Fig. 3.4.3 and explained in detail next.



134

o
Thread1 Thread2 Thread 3 --—---- Thread p 3
‘ ! i i =%
o
Step 1: Threads solve subsystems
Electrical Network < Steps 2: Thread 1 c'omputes )
Solution boundary conditions; other threads wait
Step 3: All threads apply patch
=
=3
Step 4. Use loop currents to compute + ?
voltage and currents everywhere %
kel

Step 5. Solve machine equations

Step 6. Determine if protective
devices should operate

Control Network
Solution

Step 7. If topology changed, thread 1 re-inverts
subsystem and updates patch term (alpha)

Step 8. Save new subsystem matrices
and continue

S

<

<

<4444444 R
oxl

“deysowi]

Fig. 3.4.3. Thread swim-lane diagram: 1 thread-per-core shown

e Flectrical Network Solution

o Step 1: The threads (one per subsystem, though many per core are
possible) solve the first term on the RHS of (3.57) using forward
and backward substitutions. When there are multiple threads per
core, each core switches among threads using time-slicing.



135

-1 -1
_ _ k+1 k+1 k+1
ik+1 (Rloopl ) eloopl (Rloopl ) Dl
loop1
sk+l k1 7' ke k1 )7
1100172 _ (th)opZ ) el()opZ Rl()opZ D2 k+1
72| = - vk (3.57)
: .
step 2: boundary
ik+1 ! { conditions
| "loopp | k+1 \ 1 k+l k+1 )~
(Rloopp ) el()opp (Rloopp ) D p
step 1: step 3: patch

subsystem solutions

o Step 2: using the p solutions from Step 1, thread 1 computes the

boundary conditions u**' with (3.58). While thread 1 computes

vi', the other threads await. The synchronization constructs

used in C# to synchronize the threads are rutoresetEvent
handles [103] and are explained in Appendix B. The term a is a
constant coefficient matrix and does not change unless the
network topology changes. The term Bkﬂ changes at every time
step of the simulation.

ch+1 —a Bt +histlgl
S Tk 7! .
a=I + Z(Di (Rloopl.) Dl.) (constant matrix )
im1
N T (ke ke
= + +
B _ZDI (Rloopi) eloopi
im1

|

from step 1

(3.58)

vector updated at}

every time step

Step 3: After thread 1 computes the boundary conditions, the
threads patches their subsystems using the second term on the

RHS of (3.57). The term v represents the capacitor voltages at

the boundaries of disconnection. The superposition form in (3.57)
suggest that the capacitors impress a voltage at the boundaries of
disconnection to counter-act the short-circuit currents of each
subsystem. After step 3, the control network (next step) does not
experience (i.e., it is oblivious to) a partitioned electrical network.
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e Control Network Solution

o Step 4: The control network solution begins. Using the patched
(corrected) loop currents of each subsystem, each thread computes
the instantaneous voltages and currents for each component
model. Using the components’ terminal voltages and currents, all
node RMS voltages and branch RMS currents are obtained. This
step gives the solution to (3.22).

o Step 5: If a subsystem has machines, it uses the stator voltages
computed in Step 4 to find the field voltageand winding currents.
With the winding currents, the electromagnetic torque is
computed and the mechanical speed obtained.

o Step 6: Using the RMS measurements from Step 4, each
protective device determines if it needs to operate. If so, a signal
is sent to the master thread indicating that re-triangularization of
the appropriate subsystem’s loop resistance matrix is needed.

o Step 7: If there is a topology change (e.g., diode or transistor
commutation, fault, or protective device), thread 1 re-triangulates
the appropriate subsystem’s matrix, and updates the static term of
the boundary conditions (i.e., matrix o).

o Step 8: After thread 1 completes re-triangulating any subsystem’s
matrix (if any), all threads continue into the next time step.

3.5 DETERMINING THE NUMBER OF PARTITIONS

This subsection discusses how to determine in general a good number of partitions
p to minimize simulation run-time. A simulation’s run-time is proportional to two

components:
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o the total number of time steps in a simulation &, , =¢,, / At, where ¢, , is

the user-specified simulation end-time in seconds and At is the time step
increment in seconds, and

e the amount of time in seconds it takes to solve each time step k, which is
proportional to the number of flops per time step

To reduce the amount of time it takes to solve each time step, the number of flops
per k should be reduced. In terms of flops, the computational cost incurred at each time

step is defined in (3.59), where C,,, is the total and C,,, is the cost of only the i" step,

which was defined earlier for the swim-lane diagram in Fig. 3.4.3.

Electrical Control
Network Network
Cstep = Cvtepl + CstepZ + Cvtep3 + Cvtep4 + CvtepS + Cvtep() + Cstep7 + CstepS (359)

Fig. 2.2.4 illustrated that the solution time is governed by the solution of A-x=b,
which in (3.59) corresponds to the EN solution. The solution of the CN makes up for a
smaller percentage of computational effort in each time step and is not used in
determining the number of partitions p.

Although multiplications take longer than summations [83],[105], for simplicity
both operations are assumed to cost one flop each. The cost of each of the terms

c._.+C +C

e vep2 weps 18 presented next.
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3.5.1 Costof Step 1

Referring to (3.57), and assuming that the number of loop currents in subsystems 1

through p are the same (i.e., ¢, =(,=..=/ ), the flop-cost of step 1 for the i"

subsystem is given by (3.60)

11111 t - _
Srectver=2mn—m

Co =(RED ) el (3.60)

stepl loopi

. k+1
Since R}’

loopi

. . J+1 . .
has dimensions n,xn, =>m=n, and e,(;pl. has dimensions 7, x1

where n, =/, (3.60) becomes

=202~/ (parallel) (3.61)

it

stepl

The cost C,,,, in (3.61) assumes subsystems 1 through p are solved in parallel,

which is the best-case scenario. In the worst-case scenario, subsystems 1-p are all

solved sequentially, which changes (3.61) to (3.62) [83]

C,.=>20—1,. (sequential ) (3.62)

3.5.2 Cost of Step 2

Referring to (3.58), the cost of step 2 is broken down into the computation of p**'

k+1

and v

, respectively (it is assumed that a remains time-invariant)
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( p—l) summations

~mult
Srectver=2mn—m

L -1
k+1 _ T k+1 k+1 e 2 L2
B =YD (R ) e | =r—pr-2r"+2p-r (3.63)
i=1 -
l from step 1 m=n=r
Setyer=n
Frattse=2mn=m_ foxr=Sr
— —
vil= o ' +histy! =5r+2r (3.64)
c - C lm=n=r — ' :

In (3.63), p is the number of partitions and 7 is the total number of torn capacitors
for the entire system. The cost of step 2 is the sum of costs in (3.63) and (3.64). This
summation is given in (3.65). Referring to Fig. 3.4.3, step 2 is the major bottleneck of

diakoptics-based approaches and cannot not be parallelized [106]

C

step?2

=6r—p-r+2p-r’. (sequential) (3.65)

3.5.3 Costof Step 3

Referring to (3.57), the cost of step 3 consists of a matrix-vector multiplication and
a vector-vector summation as given in (3.66). It is assumed that the negative sign in
(3.66) can be treated as a pure addition instead of, first, a multiplication by -1 and, then,

an addition.
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~sum - _
£ vettver =M

cmult
j rrrrr ,_m—Zmn—m

(Rk+l

loop1

71 B

) D,
k+1 1

step3 =T (lepz.) D, e =2r-(, (parallel) (3.66)

—
step 2: boundary|
conditions

(Ri,) ' D,

step 3: patch

m={;;n=r

loopi

In (3.66) the product (R"+l )_1 D, is constant and does not need to be computed at

k+1

each time step. The dimensions of v

are rx1, which when multiplied by

(Rk+1

Joopi )_l D,, gives a /,x1 vector which in turn acts as a patch for the solution in step 1.
The patch term is the summation of two vectors: one obtained from step 1 and the other
obtained from step 3, which is a vector summation of m = ¢'" order.

The cost in (3.66) assumes that subsystems 1 through p are solved in parallel,

which is the best-case scenario. In the worst-case scenario, subsystems 1-p are all

solved sequentially, which changes (3.66) into (3.62)

Cips = lip: 274, (sequential ) (3.67)
i=1

3.5.4 Cost Function

The costof C,. +C. . +C

wept T Cuepr T Cepy 18 given in (3.68), and represents the flop-cost at

each time step £ . Minimization of (3.68) is expressed as a cost function of three

variables in (3.69), and is considered an NP-complete problem. The essence of the cost
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function resides in reducing the objective function without violating the inequality
constraints.

In (3.69) the dominant variables are the subsystem’s order /,, and the number of

torn capacitors 7. To minimize C,

tot >

both ¢, and r should be reduced which is a
conflicting requirement. To decrease /,, p must increase; if p increases, so does 7.

There is an intrinsic (and intricate stochastic) relationship between p and » , which can

reduce the cost function of (3.69) to be a function of two possible variables pair: ¢, and

p,or /, andr.

Ctot = Cstepl + CstepZ + Cstep3
=(2€f—fl.)+(6r—p-r+2p-r2)+(2r-€i) (3.68)
=(6-p)yr+2p-r’ +(=1+2r), +20

min{C,, =(6— p)r+2p-r* +(=1+2r), + 20} (3.69)

subject to:
2< P P
2<r<r, rzf(p)
(=~
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where:
¢ = the order of the unpartitioned system
¢, = the order of the i" subsystem
r = the number of torn capacitors
7. = the maximum number of capacitors that can be torn
p = the number of partitions
P,.. = the maximum number of possible partitions

f(p) = a function of p.
Minimization of the cost function (3.69) is an NP-complete problem and cannot be
expressed in closed form [96],[107-108]. In (3.69), p is constrained on its upper-end to

Pax » Which 1s unknown until a power system has been defined by the user. The number

of torn capacitors 7 in this work is at least 2, and is related p, and cannot be expressed in

closed form. The upper limit of r is r which is determined by the number of

capacitor loops in a system. Once a power system (i.e., a SPS) is defined by the user
and after the balancing heuristics is completed, the value of r is exposed. The number of
loop currents in the /™ subsystem is unknown until the graph’s balancing heuristics is
complete.

Different values of p and » will be shown in Chapter IV, during the performance

metric studies. When introducing (3.60), it was stated that ¢/, represented the
assumption that all subsystems have the same number of loop currents. Due to the
heuristic solution requirement to minimize (3.69), and the possible { Dy Proacs sl ,.}

solutions, which depend on system order and topology, the cost function in (3.69) was

not solved in this work. In Chapter IV, a good value for p was determined empirically.
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3.6 CHAPTER SUMMARY

This chapter presented the discretization, partitioning, and simulation approaches
used in this work. At the end of the chapter, a theoretical cost function was introduced
to predict the best number of partitions. The interconnection of all discretized
component models produced a large interconnected resistive network which is
formulated using loop currents.

To partition a power system and reduce simulation run-time, a representative
graph is created and partitioned according to the mincut algorithm. To balance the graph
partitions, boundary vertices are moved across partitions heuristically. Once each
component is assigned a partitioning number, each subsystem’s loop resistance matrix
can be formed by connecting only those components in the partition. When cables are
the boundary of partitions, their RHS is left short-circuited (i.e., the capacitors do not
form part of their equations).

The simulation approach was also presented in this chapter. Threads were taken
from the Windows thread pool and used to invoke the so/ve method on each subsystem
object. The thread synchronization approach used in this work is given in Appendix B.
The swim-lane diagram in Fig. 3.4.3 presents the details of what occurs during each
time step of the simulation.

Producing various subsystems from a large power system permits simulating the
subsystems in a parallel-sequential fashion using multithreaded programming. =~ When
fewer threads than cores are used, the simulation is purely parallel. When there are more

threads than cores, the simulation is partially sequential and partially concurrent.
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CHAPTER IV

STUDIES AND PERFORMANCE ANALYSIS

4.1 INTRODUCTION

This chapter presents the performance metrics used to validate the solution
methodology. The performance metrics (PMs) were assessed by repeatedly running a
benchmark case study based on SPS battle damage scenario [8]. The section on results
presents select simulation waveforms, and the results of evaluating the performance
metrics. A summary of the performance metrics results and conclusions are presented in

the last section of this chapter.

4.2  DESCRIPTION OF PERFORMANCE METRICS

4.2.1 Performance Metric 1

The first performance metric (PM1) evaluates the speed gain and accuracy of
partitioned simulations using a fixed time step of A=50us for all number of partitions p

and number of cores ¢. The simulation speed gain was computed as the ratio of

unpartitioned to partitioned simulation run-times using (4.1) [35], where ¢, ... 18 the
unpartitioned (i.e., p=I, ¢=1) simulation run-time in seconds, and 7 . ... 1S any
partitioned (p>1) simulation’s run-time in seconds.
T
— unpartitioned (41)

speed
partitioned
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Simulation accuracy was assessed by comparing the unpartitioned and partitioned

simulation results at each time step of the simulation using (4.2), where Xfrf;miﬁone

Ji1sa
data sample from the unpartitioned simulation results (i.e., an instantaneous voltage or
current measurement), and xﬁ;iiﬁoned is the same sample but taken from a partitioned

simulation.

k+1 okt
100 unpartitioned X

% (4.2)

partitioned
k+1
X

unpartitioned

k+1 k+1 k+1
vab vbc v
s s

At each simulation time step, line-to-line voltages « were saved for all

k+1 k+1 k+1
330 three-phase nodes, and currents fa B ere saved for all 281 branches. For

the simulation length of 7, ,=1s, a time step of Ar=50us, and p=12 partitions,

((3><330)+(3><281))><50—11(ﬁx12 =439.92x10° data points were evaluated using (4.2).
X

The number of simulation runs to evaluate PMI is illustrated with Fig. 4.2.1,
where each block represents a unique p and ¢ combination. The abscissa and ordinates
show how p and ¢ were swept to evaluate PM1, which resulted in a total of 42

simulation runs.
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One simulation run:

p=10
c=3
A At=50ps
4
) 3 RN
o .
@]
O
2
1
1 2 3 4 5 6 7 8 9 10 1 12
Partitions

Fig. 4.2.1. Number of simulation runs (42) to evaluate performance metric 1

4.2.2 Performance Metric 2

The second performance metric (PM2) measures speed gain and accuracy, but

additionally sweeps the time step as: Af = {75,100, 250,500} ps. An illustration of the

time steps sizes (relative to Ar=50us) is shown in Fig. 4.2.2. The time step increase is
non-linear, starting with a 1.5x size factor and ending with 10x size factor. The non-
linear increase was chosen as such to observe if the error introduced from partitioning

SPS simulations follows this trend.
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Fig. 4.2.2. Time step sizes used for performance metric 2

The evaluation of speed and accuracy for PM2 was conducted in the same way as

was conducted for PM1. Equation (4.1) was used to assess the speed gain, and (4.2) to

assess accuracy. The three dimensional sweeping of p 6{1,12} , C 6{1,4} , and
At={75,100,250,500} ps for PM2 required the as many simulation runs as depicted
with Fig. 42.3. If N, =4 is the number of different As sizes used, N,,, =12 is the

maximum number of partitions created (i.e., pmax), and N, =4 is the number of cores

on the multicore computer used, the total number of simulation runs for PM2 is given by

(4.3).

a6 @)
Ncores=4
Ny=4

Total no. N N_. -1
= N dt (N part” " cores - == ( == )j
runs 2
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Cores

500 pus

250 s

Time Step

100 ps

Partitions

Fig. 4.2.3. Number of simulation runs (168) to evaluate performance metric 2

4.3 DESCRIPTION OF CASE STUDY

A case study was chosen to assess the aforementioned PMs. The simulations were
conducted using a multithread program developed in C# 3.0 which ran on the computer

listed in Table IV.1.

TABLE IV.1 . COMPUTER USED TO EVALUATE PERFORMANCE METRICS

Computer A Dell Precision PWS690

Memory 3.25GB

Operating System Windows XP Professional 2002 with Service Pack 3
Processor Intel Xeon E5345 (quad-core)
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The present case study simulates the battle damage scenario presented in [8] as
three-phase cable faults causing the successive and simultaneous tripping of protective
devices throughout the system. The one-line diagram of the notional AC-Radial SPS
model used for the case study is shown Fig. 4.3.1, where acronyms and component count
(as XYZ, 12) are provided in the legend.

The objectives, limitations, and assumptions, of the system model and case study
are stated next.

Objectives:

e To observe system behavior under battle damage
e To measure the simulation speed gain after parallelizing the simulation
e To assess the accuracy of partitioned simulations

Limitations and Assumptions:

e The battle damage is modeled as nine three-phase cable faults
e The fault locations were obtained from the geographical information
system (GIS) presented in [§]
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e The SPS model in this work is the same as presented in [8]
e The nine faults (FLTs), 1 through 9, were applied as follows:

FLT1 appliedatz=0.1s
FLT2 applied at#=0.2s
FLT3 appliedatz=0.3s
FLT4 applied atz=0.4s
FLTS applied atz=0.5s
FLT6 applied at  =0.6s
FLT7 appliedatt=0.7s
FLT8 applied at# =0.8s
FLT9 applied at=0.9s

* The fault line-to-line resistance was R, = 50mQ

e All faults occurred on the 450V side of the system
e All faults occurred at the center (midway) of a cable
e The simulations ran for 60 cycles (==0s to z.,;~1s)

e The system was partitioned up to 12 times ( pe [1,12])

e The system was ran on 1,2,3, and 4 cores (c € [1,4])

e Only generators 1 and 2 were online

Protective Device Initial States:

e All bus transfers started on their normal supply path (side 1)

e All over-current relays started in the closed position

e The emergency generator’s relay was the only relay in the open position
(i.e., GEN3 was offline)

e All low-voltage protective devices started in the closed position
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The system ratings and protective device settings are listed in Table IV.2 and
Table IV.3, respectively. As noted, LVRs are the only protective devices without a time
delay, which means LVRs operate instantaneously when any line-to-line voltage
becomes <405V.

The average number of components per partition, the number of boundaries, and
the number of capacitor loops torn are shown in Fig. 4.3.2. The exact component
distribution in each partition (i.e., subsystem) is listed in Appendix C. It is noted that
there is no direct relation between p and the number of boundaries. For example, when

p =12 there are 22 boundaries, which is less than when p=7 having 24 boundaries.

This indirect relationship between the number of partitions and number of boundaries is
due to two reasons: the first is the mincut algorithm, where the edge-cut depends on the
graph connection matrix and p. The second reason is due to the graph balancing
heuristics. When, and if, an internal vertex that is not at a boundary is moved to another
partition, a new boundary is created to detach said vertex from its current graph

partition.



TABLE IV.2 . NOTIONAL AC-RADIAL SPS MODEL BASE QUANTITIES

Description of Quantity Symbol  Value Units
Base 3-phase total power S5, 3.125 MVA
Base 3-phase real power Py, 2.500 MW
Base 3-phase reactive power o, 1.875 Mvars
Power factor PF 0.8
Power angle ¢ 36.87 degrees
Base frequency Srase 60 Hz
Base voltage V.. 0.45 kV RMS line-to-line
Base 1-phase power Sy 1.042 MVA
Base 1-phase current I, 2.31 kA RMS
Base line-current 1, 4.009 kKA RMS
Base per-phase impedance z, 0.1944 Ohms

TABLE IV.3 . PROTECTIVE DEVICE SETTINGS

153

Restore Restore

Protective Device Pickup Condition Tirfr)::l;lgay TiIIr)llgll(Dugay g;r:; g:lr:;

(cycles) (secs) (cycles)  (secs)
Overcurrent relays at load centers Any phase current > specified threshold 3 0.05 - -
Overcurrent relays at switchboards Any phase current > specified threshold 6 0.1 - -
Overcurrent relays on ring bus Any phase current > 2kA 12 0.2 - -
Overcurrent relays at generators Any phase current > 4kA 15 0.25 - -
Low voltage protective devices (LVPs) Any line-to-line voltage < 405V (90%) 3 0.05 - -

Low voltage protective releases (LVRs) Any line-to-line voltage < 405V (90%) 0 0 2 0.033

Automatic bus transfers (ABTs) Any line-to-line voltage < 405V (90%) 2 0.033 2 0.033
Manual bus transfers (MBTs) Any line-to-line voltage < 405V (90%) 2 0.033 - -
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The model used for the faults is shown in Fig. 4.3.3, where R, =50m€ is the

fault resistance during the fault, R = =1MQ is the fault resistance before the fault, Vf,fjl-

open

is the fault voltage across phase ab. To stage the three-phase faults, the three resistances

in Fig. 4.3.3 simultaneously change their values from Ropen to Rfau” .

o * 0
+
k+1 -
Vaby Rjault
o - o
+ vk+l
caf
k+1
Vi +
> g 0

Fig. 4.3.3. Three-phase fault model (inside three-phase cables)

This section presented the PMs, their importance, the number of runs required to
asses said PMs, the system model, an average component distribution in each partition,
the number of capacitor loops torn, fault times, and an overview of the protective device
settings. The following sections present select simulation waveforms and the

performance metric results.
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4.3.1 Simulation Waveforms

The battle damage scenario simulation produced (when Ar=50us) 77 switching
events: 68 protective device operations, and 9 faults; the switching events are listed in
Fig. 4.3.4 and Fig. 4.3.5. The meaning of the column headers in Fig. 4.3.4 and Fig. 4.3.5
are given in Table IV.4. Select simulation waveforms are presented before the
performance metrics results. The waveforms shown in this chapter are annotated to

reduce their explanations.

TABLE IV.4 . COLUMN HEADER DESCRIPTIONS FOR SWITCHING EVENTS OUTPUT FILE

Column Header  Description

Event Switching event number

Step The time step number immediately before the event. At this time step the loop resistance matrix is updated
Time (ms) The time corresponding to the time step number immediately before the event

Sub The subsystem number where the event occurred

Relay The relay number that operated (r 1 stands for side 1, 72 for side 2, and 3 for side 3)

Det The time step number at which the overcurrent or undervoltage was detected by the relay

Action The action that occurred at the present event

Vabc (RMS) The last measured RMS voltage made by at the relay before the event occurred

labc (RMS) The last measured RMS current made by at the relay before the event occurred

The simulation’s voltage and current envelope for te[O, I]S, as measured at the

terminals of generators 1 and 2 (GENI and GEN2) are shown in Fig. 4.3.6 and Fig.
4.3.7, respectively. Since generator 3 (GEN3) was disconnected, waveforms are not
shown for GEN3. The three-phase waveforms in Fig. 4.3.6 and Fig. 4.3.7 show the
system’s response at a high-level, where the generator voltages and the total current

injection into the system can be seen.
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Fig. 4.3.4. Summary of switching events (1 of 2)
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Fig. 4.3.5. Summary of switching events (2 of 2)
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The times at which the nine faults closed-in are labeled on the current plots. From
the fault locations shown on the schematic in Fig. 4.3.1, and from the envelope response
shown in Fig. 4.3.6, faults FLT 1, 2, 3, and 4 are closer to (and supplied mainly by)
GENI except for FLT4. Fault location 4 (FLT4) was not supplied from any generator
for long because its upstream breaker BRK1 9 on switchboard 1 (SB1) opened moments
after FLT4 was applied. The list of switching events in Fig. 4.3.4 show that BRK1 9
tripped at ¢ = 400.2ms, that is, briefly after FLT4 was applied at ¢t = 400ms .

An overlay of bus tie 12 (p=1 vs. p=12; ¢=2; Ar=50us) and bus tie 13’s (p=1 vs.
p=7; c=4; At=T5ps) envelope waveforms are shown in Fig. 4.3.8 and Fig. 4.3.9, which
show inter-switchboard flows during the first three faults near SB1. Before the faults
were applied (i.e., 1 <0.1s) the bus tie flows were small as expected from a ring bus
topology. During the faults the bus ties served as paths from generators to faults and
initiated the bus tie breakers timers. Ring breakers BRK1 16 and BRK2 1 tripped
simultaneously at 7 = 404.95ms, which opened bus tie 21 and the supply from GEN2 to
FLTs 1,2, 3, and 4 downstream of SB1. The ring breaker tripping are listed as events 18
and 19 in Fig. 4.3.4. Similarly for bus tie 31, breakers BRK1 1 and BRK3 16 opened

the ring as given by events 24 and 25.



e e

=

g 0
-200
-400
-600 —

W “"Nlﬂ u"u’u. Mu“t\m u'u’ ________ l lwt ’u‘u"»'n' ‘M' 'o'(f"'l'u'a‘!t ‘.‘u”.‘u’ us ! u"t : 'm IMI : u‘




161

________________________________

----------------------------------------------------------------------------------------------------------------------------------

mmmmmm

---------------

.ulmmmmt tmm

-----------------------------------------------------------------

__________________________________________________________________________________________________

,ﬂ,’,‘,"‘hw.w.h’&\‘.‘},’{“ﬂﬂ'{,‘ﬁ' 1,u‘ﬁ.ﬂ’&k‘fﬂ.‘f&%‘f ’ 7 ""M're.w."; m ..'.ﬂ'.'.'a'|*.'.'a.u'.'.*.~.u'.','.'.'.'.5'.'.'.'.*a.'.'.z'.'.'.'.'.u'.'r:.'

_____________________________

___________________

.mnmnms mm

____________________________

-----------------------

mmmmmm



Valts

Amps

162

Vab
600 — - HHH s s ettt == = - = s A = === == DA PR Fma rma rm T e 7 e B H A A A S === = = A b R - - - - - - bHARHA P - - = - =
—Vbc
400 Veca
200
0
-200
-400 -
-600 (A LRGP O EE R CRICRITC R BRI b - SRR .
) . . A s s
I 1 1 I I 1 1 I I
0 100 200 300 400 500 600 700 800 900
Time (ms)
5000 === | T T F | T T T == o
e e a
| —— b
e
0 : ;
5000 oeceeceeos [ Jocoooeiioains [ [ [ Joceeeoeos doeieiioi.. [ [ |
0 100 200 300 400 500 600 700 800 900
Time (ms)

Fig. 4.3.8. Voltage and current: BRK2 1 (p=1 vs. p=12; c=3; Ar=75us)
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Fig. 4.3.9. Voltage and current: (p=1 vs. p=7; c=4; At=75us)

Application of FLT1 caused BRK11 1 operated at t =150.3ms (event 2). The
voltage and currents measured at load center 11 (LC11) due to said opening are overlaid
in Fig. 4.3.10. The voltage transients due to BRK11 1’s opening exhibit fast resonance
due to the cables’ small time constants. The voltage waveforms shown in Fig. 4.3.10.

are the common to all over-current relays connected from LC11. The current
decay from BRKI11’s disconnection is shown on the lower part of Fig. 4.3.10. As

BRK11 1 opened high resonant decaying currents were noted for a few milliseconds.
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The resonant behavior shown in Fig. 4.3.10 is also common to other protective device
openings throughout the system. At various points in the system, and every time a

protective device opened, the same resonance was observed.

I |
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Fig. 4.3.10. Voltage and current: BRK11 1 as FLT1 was cleared



165

Shown in Fig. 4.3.11 are voltage overlays {p=1 vs. p=10; ¢=3; A=75us} at LC11
and current through BRK11 2. The current through BRK11 2 is OA prior to the fault
because BRK11 2 is on MBT4’s alternate path which is normally open. MBT4’s
normal path is connected from BRK31 3 on LC31. Also noted from Fig. 4.3.11 are the
voltage dips caused by the faults.

Shown in Fig. 4.3.12 are voltage overlays {p=1 vs. p=6; c=2; Ar=50us} for

FLT3’s voltage and the fault’s line-to-line (LL) current. The current through FLT3 is

OA prior to the fault (R e =1MQ). When FLT3 was applied the fault LL current

increased to a peak level of ~10kA as the fault resistance changed to R, =50mC2 .

Also noted from Fig. 4.3.12 is the rate at which the RMS current increases. There are
inherent delays in RMS computations which retards the moment when the relay detects

the fault.
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Shown in Fig. 4.3.13 are voltage overlays measured at SB1 {p=1 vs. p=5; c=1;
Ar=500ps}and current overlays measured by BRK1 9. The current through BRK1 9 is
the largest current detected during the simulation which occurs when FLT3 is applied.
Faults FLT1 and FLT2 occurred downstream of LC11 and are electrically further from
SB1 than FLT3 is. Fault 3 drew the largest current due to the proximity (electrically
close) to SB1, and sunk in-feed current from GEN1 and GEN2.

Also noted from Fig. 4.3.13 are the voltage dips at SB1 due to the faults. The
lengthiest voltage dip was caused by FLT3 because BRK1 9’s time-delay setting is
longer than for load-center relays (i.e., BRK1 9 took ~6 cycles (~0.1s) to react as shown
by event 16).

From the select simulation waveforms presented, there is no apparent error
between unpartitioned and partitioned simulation results. Following similar
explanations as given for Fig. 4.3.6 through Fig. 4.3.13, voltage and current overlays for
FLTs 4-9 are shown in Fig. 4.3.14 through Fig. 4.3.19, respectively. The generators
response to each fault were labeled in Fig. 4.3.6 and Fig. 4.3.7, and the fault locations

shown in Fig. 4.3.1.
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4.3.2 Performance Metric 1 Results

4.3.2.1 Case Study Results

The simulation run-time and speed gain for the 42 simulations of PM1 are shown
in  Fig. 4.3.20. The unpartitioned (p=1) simulation’s run-time was

Lpartitioned = 2» 7098 (45mins; 09secs) when c=1. When p=2, the simulation’s run- time

reduced to 15 minutes 30 seconds for ¢=1, and to 10 minutes 12 seconds for ¢=2. It is
interesting to note that partitioning alone (i.e., p=2 holding c=1 constant) decreased run-

time by ~30 minutes.  This result indicates that speed gain is possible without
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parallelizing simulations, and suggests that sequential simulations of partitioned power
systems should be optimized before parallelizing the simulations. Following the run-
time trend atop of Fig. 4.3.20, the shortest run-time was 2 minutes 18 seconds when
p=11 and c=4. With Ar=50us, and before partitioning the SPS, simulations took ~45
minutes; after partitioning, run-time reduced to ~2 minutes.

The smallest run-time of 2 minutes 18 seconds corresponds to a maximum speed

gain of K, =19.63. Since K,

o > P the speed gain is said to be super-linear [35]. It is
also noted that c=4 does not always result in the highest speed gain for all p, which is a

counter intuitive result. There is a general belief that speed gains always increments if ¢

was obtained with ¢=2 and ¢=3 than with

speed

does. For example, when p=4 a higher K

c=4. This result indicates that X, is not only a function of ¢, but of both of p and c.

eed
Referring to the lower part of Fig. 4.3.20, K, increased asymptotically for p €[2,11]vc

but diminished when p>11 Vc. This result indicates that p=11 is a good number, if not
optimal, number of partitions for the AC-Radial SPS model used and the case study
conducted.

The simulation error for PM1 was assessed using (4.2). The number of cores ¢
does not influence the accuracy of the simulation; it only influences run-time. A
summary of the errors obtained for PM1 are plotted using on a base-10 logarithmic scale

in Fig. 4.3.21 and are tabulated in Table IV.5.
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Fig. 4.3.21 . Simulation errors for performance metric 1 (A=50us)
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TABLE IV.5.SIMULATION ERRORS FOR PERFORMANCE METRIC 1 (A7=50 MICROSECONDS)

Minimum Error (At=50ps)

NO No. . Unpartitioned - Partitioned Absolute Error % Error Time (secs) Location of Error Variable
Partitions Boundaries Value Value
2 7 17.84E-9 17.84E-9 568.00E-21 3.18E-9 0.000050 BRK11_3rl - Subsystem 1 of 2 la
3 7 -2.04E-9 -2.04E-9 2.53E-18 124.47E-9 0.000000 BRK12 4rl - Subsystem 3 of 3 la
4 11 -65.64E-9 -65.64E-9 28.60E-21 43.57E-12 0.438200 BRKI11 3rl - Subsystem 1 of 4 Ia
5 10 6.49E-9 6.49E-9 762.42E-21 11.76E-9 0.000050 BRK21 5rl - Subsystem 1 of 5 Ia
6 16 17.84E-9 17.84E-9 6.77E-18 37.93E-9 0.000050 ABT14r2 - Subsystem 6 of 6 la
7 24 -2.04E-9 -2.04E-9 565.53E-21 27.78E-9 0.000000 MBT1 112 - Subsystem 4 of 7 la
8 17 5.81E-12 5.81E-12 365.23E-24 6.28E-9 0.964500 MBTI 112 - Subsystem 7 of 8 Ia
9 18 10.02E-9 10.02E-9 481.70E-21 4.81E-9 0.000000 ABT14r2 - Subsystem 7 of 9 Ia
10 24 5.09E-12 5.09E-12 100.01E-24 1.97E-9 0.921000 BRK21 4rl - Subsystem 10 of 10 Ib
11 22 -5.29E-6 -5.29E-6 3.64E-18 68.76E-12 0.479250 FLT2rl - Subsystem 8 of 11 Vbe
12 22 -113.51E-9  -113.51E-9  413.01E-21 363.84E-12 0.597700 MBT1112 - Subsystem 12 of 12 Ic
Average Error (At=50us)
.o No. o
No. Partitions Boundaries Avg. % Error

2 7 482.35E-9

3 7 511.65E-9

4 11 2.25E-6

5 10 2.27E-6

6 16 6.89E-6

7 24 17.31E-6

8 17 8.16E-6

9 18 9.08E-6

10 24 22.48E-6

11 22 16.28E-6

12 22 16.07E-6

Maximum Error (At=50us)

NO No. . Unpartitioned - Partitioned Absolute Error % Error Time (secs) Location of Error Variable
Partitions Boundaries Value Value

2 7 -196.83E+0  -196.81E+0 18.12E-3 9.21E-3 0.250350 BRKI11 3rl - Subsystem 1 of 2 Vca
3 7 341.61E+0  341.59E+0 17.82E-3 5.22E-3 0.400250 BRK12 4rl - Subsystem 3 of 3 Vbe
4 11 -196.83E+0  -196.79E+0 32.23E-3 16.38E-3 0.250350 BRK11 3rl - Subsystem 1 of 4 Vca
5 10 -159.46E+0  -159.42E+0 41.94E-3 26.30E-3 0.750350 BRK21_5rl - Subsystem 1 of 5 Vca
6 16 -151.83E+0  -151.72E+0 108.39E-3 71.39E-3 0.750350 ABT14r2 - Subsystem 6 of 6 Vca
7 24 -189.86E+0  -189.71E+0 144.66E-3 76.19E-3 0.250350 MBTI 112 - Subsystem 4 of 7 Vca
8 17 -189.86E+0  -189.74E+0 119.55E-3 62.97E-3 0.250350 MBT1 112 - Subsystem 7 of 8 Vca
9 18 -151.83E+0  -151.68E+0 155.19E-3 102.21E-3 0.750350 ABT14r2 - Subsystem 7 of 9 Vca
10 24 -159.46E+0  -159.27E+0 192.21E-3 120.54E-3 0.750350 BRK21 4rl - Subsystem 10 of 10 Vca
11 22 -171.41E+0  -171.24E+0 164.25E-3 95.82E-3 0.150350 FLT2rl - Subsystem 8 of 11 Vca
12 22 -189.86E+0  -189.65E+0 210.31E-3 110.77E-3 0.250350 MBTI1112 - Subsystem 12 of 12 Vca

A plot of the maximum error against the number of partitions and boundaries is

shown in Fig. 4.3.22. The exact relationship between the error, number of partitions,

and number of boundaries was not investigated. From Fig. 4.3.23 and Table IV.5 the

maximum error detected was when p=10 at relay 1 of BRK21 4 in subsystem 10 of 10.

The maximum error occurred when the number of boundaries was maximum (24

boundaries), which suggests that the error has a relationship with the number of

boundaries.
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The time at which the maximum error occurred was ¢ =0.750350s, and occurred
for variablev*"'. An overlay of the voltage waveform for BRK21 4 is shown in Fig.

4.3.23, where the maximum error is annotated. The abbreviation BRK21 4 stands for:

switchboard 2, load center 1, circuit breaker 4, and can be located in the schematic

k+1
ca

shown in Fig. 4.3.1. A close-up of v_" is shown on the lower part of Fig. 4.3.23 to

show the maximum error value as indicated by Table IV.5. It is seen from the lower part

k+1 o

of Fig. 4.3.23 that v*"' suffered from a magnitude deficiency when v ’s slope

k+1
ca

changed sign. The event that triggered the maximum error found in v, was event 61

as listed by Fig. 4.3.5, which corresponds to the tripping of BRK21 1.
The second largest error occurred at # =0.250350s when p=12, and also for v*".

An overlay (p=1 and p=12) of the voltage waveforms for MBT11 are shown in Fig.

4.3.24, and annotated where the maximum error was reported. A close-up of v''' is

shown on the lower part of Fig. 4.3.24, which shows the maximum errors as indicated by

Table IV.5. It can be seen again that the partitioned waveform also suffered at the peak

k+1 s
ca

where v " ’s slope changed sign. The event that triggered this error is event 6 in Fig.

4.3.5, and occurred moments after BRK11 2 operated. There is no apparent difference
between the unpartitioned and partitioned waveforms shown in Fig. 4.3.24 either, which
indicates a good agreement of simulation results. As seen before the voltage transients
occurred, the unpartitioned and partitioned waveforms appear to be exactly the same. To

note the differences (if/when any), close-ups of the waveforms are necessary.
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4.3.2.2 Summary of Results and Findings for PM1

Speed gains >11 were obtained when c=1. This result indicates that before going
parallel, sequential simulations of partitioned SPSs should be optimized. The largest

speed gain was K.,

=19.63 corresponding to a run-time of 2 minutes 18 seconds.
Comparing the slowest and fastest run-times, partitioning SPS simulations increments
the number of simulations that can be ran per diem by a factor of ~20. These results can

speed up the advancement of technology as significantly more case studies can be

executed in the same amount of time.
The speed gains for p =12, C={2,3, 4} were almost the same. The reason for

this unintuitive result is that when threads are manually assigned to the cores (i.e., unsafe
programming) it leaves the operating system at an un-optimal operational state. If the
operating system (Windows®) needs to give a time slice to the threads of another
process, the threads of the SPS simulation are suspended until Windows lets them
continue. This inherent thread suspension mitigates speed gain, causes undesirable
dead-time, and a natural (uncontrollable) internal computational imbalance. In this
regard, it is recommended that Windows handle the thread-to-core assignment (i.e.,
thread affinity) automatically based on computational resource information (not

available to the user) [104].

k+1

The maximum error detected was 0.12%, when p =10, for variable v, and at

over-current BRK21 4. The event that triggered the maximum error found in v was

ca

event 61, which corresponds to the tripping of BRK21 1 as listed by Fig. 4.3.5. As seen
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from Fig. 4.3.1, both BRK21 1 (cause) and BRK21 4 (effect) are connected to the same
load center. In this case, the tripping of BRK21 1 created a voltage transient local to
BRK21 4. Both the cause and effect were in the same partition 10 of 10 as shown by
the component distribution in Appendix C.

The second largest error also corresponded to v**' but at MBT11, 0.5s earlier, and

moments after BRK11 2rl tripped. In this case, the transients from BRK11 2 tripping
in partition 11 of 12 caused the second 2™ largest simulation error to occur at MBT11 in
partition 12 of 12. The error locations may be produced and observed in the same
partition as was noted for the largest error; however, this is not a necessary condition as
was seen by the second largest error. All errors for A=50us were fractional percentages
and indicate general good agreement between unpartitioned and partitioned results. The
switching of protective devices caused errors to be introduced during fast voltage

transients.
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A good way to show that the error incurred from partitioning SPS simulation is
negligible is to compare the number of switching events (and their time instants) of
unpartitioned (p=1) and partitioned simulations (p>1). If the simulation error would
have been significant, the number of switching events (and RMS measurements) would
have disagreed between p=1 and p>1. The consequences of wrong RMS measurements
are a different number of protective device trippings, and switching events occurring at
different time instants. Since the number and times of the protective devices for
partitioned and unpartitioned simulations was the same, it is said that the error observed
did not alter the simulation results.

Another way to assess the impact of the simulation error is by considering the

average error in Table IV.5. The average error gives an idea of how close a partitioned

value is to its true unpartitioned value. Since the average errors were in 0(10‘6) , there
is confidence in the partitioned simulation results.
4.3.3 Performance Metric 2 Results

The results descriptions of PM2 follows those of PM1. Since the graphics and
tables of PM2 convey the same information as those of PM1, explanations for Fig.

4.3.25-Fig. 4.3.36 and Table IV.6-Table IV.9 are elided.
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4.3.3.1 Case Study Results

4.3.3.1.1 Results for Performance Metric 2: At=T5us
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Fig. 4.3.25 . Simulation run-time (top) and speed gain (bottom) for Ar=75us
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TABLE IV.6.SIMULATION ERRORS FOR PERFORMANCE METRIC 2 (AT=75 MICROSECONDS)

Minimum Error (At=75us)

NO No. . Unpartitioned Partitioned Absolute Error % Error Time (secs) Location of Error Variable
Partitions Boundaries Value Value
2 26.49E-9 26.49E-9 4.09E-18 15.43E-9 0.000075 BRK11 3rl - Subsystem 1 of 2 la
3 7 -2.24E-9 -2.24E-9 7.11E-18 317.34E-9 0.000000 BRK 12 4rl - Subsystem 3 of 3 la
4 11 -406.76E-9 -406.76E-9 11.19E-18 2.75E-9 0.498150 BRK11 3rl - Subsystem 1 of 4 la
5 10 23.85E-9 23.85E-9 14.50E-18 60.80E-9 0.000075 BRK21 5rl - Subsystem 1 of 5 la
6 16 8.76E-9 8.76E-9 19.19E-18 218.92E-9 0.000075 ABT1412 - Subsystem 6 of 6 la
7 24 8.01E-9 8.01E-9 343.68E-18 4.29E-6 0.000000 ABTI112 - Subsystem 6 of 7 la
8 17 -4.45E-12 -4.45E-12 371.96E-24 8.35E-9 0.929850 MBT!1112 - Subsystem 7 of 8 Ib
9 18 46.14E-9 46.14E-9 109.02E-18 236.25E-9 0.000075 ABT1412 - Subsystem 7 of 9 la
10 24 5.90E-12 5.90E-12 3.97E-21 67.30E-9 0.930825 ABT1512 - Subsystem 7 of 10 la
11 22 8.16E-9 8.16E-9 13.04E-18 159.85E-9 0.000000 FLT2rl - Subsystem 8 of 11 la
12 22 -134.31E9 -134.31E-9 6.75E-18 5.03E-9 0.620025 MBT1 112 - Subsystem 12 of 12 Ic
Average Error (At=75us)
No. Partitions No. Boundaries ~ Avg. % Error

2 7 520.01E-9

3 7 543.37E-9

4 11 2.42E-6

5 10 2.48E-6

6 16 7.57E-6

7 24 19.21E-6

8 17 8.91E-6

9 18 9.91E-6

10 24 24.51E-6

11 22 17.80E-6

12 22 17.89E-6

Maximum Error (At=75us)
NO No. . Unpartitioned Partitioned Absolute Error % Error Time (secs) Location of Error Variable
Partitions _Boundaries Value Value

2 -398.69E+0 -398.60E+0 89.11E-3 22.35E-3 0.250200 BRK11 3rl - Subsystem 1 of 2 Vca
3 7 467.12E+0 467.04E+0 84.22E-3 18.03E-3 0.400200 BRK12 4rl - Subsystem 3 of 3 Vbe
4 11 -398.69E+0 -398.53E+0 160.94E-3 40.37E-3 0.250200 BRK11 3rl - Subsystem 1 of 4 Vca
5 10 -377.72E+0 -377.51E+0 209.89E-3 55.57E-3 0.750225 BRK21 5rl - Subsystem 1 of 5 Vca
6 16 -375.33E+0 -374.79E+0 534.86E-3 142.50E-3 0.750225 ABT1412 - Subsystem 6 of 6 Vca
7 24 -370.90E+0 -370.14E+0 756.32E-3 203.92E-3 0.750225 ABTI112 - Subsystem 6 of 7 Vca
8 17 -396.49E+0 -395.91E+0 584.81E-3 147.50E-3 0.250200 MBT1112 - Subsystem 7 of 8 Vca
9 18 -375.33E+0 -374.58E+0 752.05E-3 200.37E-3 0.750225 ABT1412 - Subsystem 7 of 9 Vca
10 24 -370.90E+0 -369.94E+0 957.75E-3 258.22E-3 0.750225 ABT1512 - Subsystem 7 of 10 Vca
11 22 -387.58E+0 -386.77E+0 810.74E-3 209.18E-3 0.150225 FLT2rl - Subsystem 8 of 11 Vca
12 22 -396.49E+0 -395.47E+0 1.03E+0 259.03E-3 0.250200 MBT1 112 - Subsystem 12 of 12 Vca
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4.3.3.1.2 Results for Performance Metric 2: At
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TABLE IV.7.SIMULATION ERRORS FOR PERFORMANCE METRIC 2 (A7=100 MICROSECONDS)

Minimum Error (At=100ps)

NO No. . Unpartitioned Partitioned Absolute Error % Error Time (secs) Location of Error Variable
Partitions _Boundaries Value Value
2 7 19.11E-6 19.11E-6 76.10E-18 398.17E-12 0.737400 BRK11 3rl - Subsystem 1 of 2 Ib
3 7 -2.54E-9 -2.54E-9 1.65E-15 64.75E-6 0.000000 BRK12_4r] - Subsystem 3 of 3 Ia
4 11 551.22E-9 551.22E-9 1.46E-15 264.70E-9 0.507600 BRKI11 3rl - Subsystem 1 of 4 Ib
5 10 3.40E-9 3.40E-9 4.01E-15 117.99E-6 0.000000 BRK21 5rl - Subsystem 1 of 5 Ia
6 16 -2.86E-6 -2.86E-6 2.84E-15 99.43E-9 0.713400 ABT1412 - Subsystem 6 of 6 Vbe
7 24 -264.56E-9 -264.56E-9 2.09E-15 790.59E-9 0.060500 FLT3r] - Subsystem 1 of 7 Ic
8 17 1.75E-12 1.75E-12 39.58E-21 2.26E-6 0.911900 MBT11r2 - Subsystem 7 of 8 Ic
9 18 -1.99E-6 -1.99E-6 122.67E-18 6.15E-9 0.446900 ABT1412 - Subsystem 7 of 9 Vbe
10 24 5.10E-12 5.10E-12 12.48E-21 244.56E-9 0.987700 ABT112 - Subsystem 7 of 10 Ib
11 22 -351.94E-9 -351.94E-9 1.33E-15 371.57E-9 0.623600 FLT2r] - Subsystem 8 of 11 Ia
12 22 6.17E-9 6.17E-9 289.05E-18 4.68E-6 0.000000 MBT11r2 - Subsystem 12 of 12 Ia
Average Error (At=100us)
No. Partitions No. Boundaries ~ Avg. % Error

2 7 5.21E-6

3 7 5.40E-6

4 11 24.39E-6

5 10 25.08E-6

6 16 76.38E-6

7 24 1.10E-3

8 17 89.76E-6

9 18 99.01E-6

10 24 244.27E-6

11 22 178.22E-6

12 22 178.67E-6

Maximum Error (At=100us)

NO No. . Unpartitioned Partitioned Absolute Error % Error Time (secs) Location of Error Variable
Partitions _Boundaries Value Value

2 7 -440.74E+0 -440.20E+0 532.32E-3 120.78E-3 0.250300 BRK11 3rl - Subsystem 1 of 2 Vca
3 7 508.15E+0 507.66E+0 490.19E-3 96.46E-3 0.400200 BRK12_4r] - Subsystem 3 of 3 Vbe
4 11 -440.74E+0 -439.77E+0 969.79E-3 220.04E-3 0.250300 BRKI11 3rl - Subsystem 1 of 4 Vca
5 10 -431.24E+0 -429.98E+0 1.26E+0 293.27E-3 0.750300 BRK21 5rl - Subsystem 1 of 5 Vca
6 16 -430.18E+0 -426.98E+0 3.20E+0 743.83E-3 0.750300 ABT14r2 - Subsystem 6 of 6 Vca
7 24 8.76E+3 8.50E+3 255.58E+0 2.92E+0 0.359000 FLT3r] - Subsystem 1 of 7 Ic
8 17 -439.77E+0 -436.28E+0 3.48E+0 792.25E-3 0.250300 MBT11r2 - Subsystem 7 of 8 Vca
9 18 -430.18E+0 -425.73E+0 4.45E+0 1.04E+0 0.750300 ABT1412 - Subsystem 7 of 9 Vca
10 24 -424.83E+0 -418.99E+0 5.84E+0 1.38E+0 0.750300 ABT112 - Subsystem 7 of 10 Vca
11 22 -437.08E+0 -432.24E+0 4.84E+0 1.11E+0 0.150300 FLT2r] - Subsystem 8 of 11 Vca
12 22 -439.77E+0 -433.66E+0 6.11E+0 1.39E+0 0.250300 MBT11r2 - Subsystem 12 of 12 Vca
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4.3.3.1.3 Results for Performance Metric 2: At=250us
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TABLE IV.8.SIMULATION ERRORS FOR PERFORMANCE METRIC 2 (A7=250 MICROSECONDS)

Minimum Error (At=250us)

NO No. . Unpartitioned Partitioned Absolute Error % Error Time (secs) Location of Error Variable
Partitions _Boundaries Value Value
2 7 -282.78E-9 -282.78E-9 11.04E-18 3.90E-9 0.450000 MBTS5r1 - Subsystem 1 of 2 la
3 7 -4.16E-9 -4.16E-9 157.58E-18 3.79E-6 0.000000 BRK12 4rl - Subsystem 3 of 3 Ia
4 11 -267.41E-9 -267.41E-9 371.57E-18 138.95E-9 0.805750 BRK3 12rl - Subsystem 3 of 4 Ic
5 10 -322.02E-9 -322.02E-9 63.66E-18 19.77E-9 0.528750 BRK21 5rl - Subsystem 1 of 5 Ic
6 16 16.56E-9 16.56E-9 98.93E-18 597.27E-9 0.000250 ABT1412 - Subsystem 6 of 6 Ia
7 24 47.91E-9 47.91E-9 131.76E-18 275.02E-9 0.000000 ABTI112 - Subsystem 6 of 7 Ia
8 17 -5.41E-12 -5.41E-12 24.82E-21 458.77E-9 0.957000 MBT1112 - Subsystem 7 of 8 la
9 18 1.83E-6 1.83E-6 351.33E-18 19.16E-9 0.806500 ABT1412 - Subsystem 7 of 9 Ic
10 24 -4.80E-12 -4.80E-12 24.47E-21 509.67E-9 0.904250 BRK1rl - Subsystem 2 of 10 la
11 22 -302.80E-9 -302.80E-9 102.96E-18 34.00E-9 0.622750 BRK3rl - Subsystem 11 of 11 Ic
12 22 73.74E-9 73.74E-9 284.50E-18 385.80E-9 0.000250 MBT11r2 - Subsystem 12 of 12 la
Average Error (At=250ps)
. No.
No. Partitions Boundaries Avg. % Error

2 7 512.23E-9

3 7 535.91E-9

4 11 2.45E-6

5 10 2.45E-6

6 16 7.50E-6

7 24 19.44E-6

8 17 9.08E-6

9 18 9.51E-6

10 24 23.94E-6

11 22 17.59E-6

12 22 17.59E-6

Maximum Error (At=250us)
NO No. . Unpartitioned Partitioned Absolute Error % Error Time (secs) Location of Error Variable
Partitions _ Boundaries Value Value

2 7 558.03E+0 558.02E+0 11.57E-3 2.07E-3 0.251500 MBTS5r1 - Subsystem 1 of 2 Vbe
3 7 567.61E+0 567.60E+0 9.83E-3 1.73E-3 0.251500 BRKI12 4rl - Subsystem 3 of 3 Vbe
4 11 -395.22E+0 -395.24E+0 24.52E-3 6.20E-3 0.028250 BRK3 12rl - Subsystem 3 of 4 Ib
5 10 91.29E+0 91.32E+0 25.90E-3 28.37E-3 0.750000 BRK21 5rl - Subsystem 1 of 5 Vab
6 16 91.35E+0 91.41E+0 66.11E-3 72.37E-3 0.750000 ABT1412 - Subsystem 6 of 6 Vab
7 24 569.76E+0 569.65E+0 112.54E-3 19.75E-3 0.251500 ABT112 - Subsystem 6 of 7 Vbe
8 17 -506.88E+0 -506.81E+0 67.16E-3 13.25E-3 0.250000 MBT11r2 - Subsystem 7 of 8 Vca
9 18 91.35E+0 93.87E+0 2.52E+0 2.76E+0 0.750000 ABT1412 - Subsystem 7 of 9 Vab
10 24 -2.33E+3 -2.33E+3 223.95E-3 9.61E-3 0.028250 BRKrl - Subsystem 2 of 10 Ib
11 22 -2.53E+3 -2.53E+3 167.49E-3 6.61E-3 0.028250 BRK3rl - Subsystem 11 of 11 Ib
12 22 -506.88E+0 -506.76E+0 117.16E-3 23.11E-3 0.250000 MBT11r2 - Subsystem 12 of 12 Vca
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Fig. 4.3.33 . Maximum simulation error for A=250ps
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4.3.3.1.4 Results for Performance Metric 2: At=500us
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TABLE IV.9.SIMULATION ERRORS FOR PERFORMANCE METRIC 2 (A7=500 MICROSECONDS)

Minimum Error (At=500ps)

NO No. . Unpartitioned Partitioned Value Absolute Error % Error Time (secs) Location of Error Variable
Partitions _Boundaries Value
2 7 -3.49E-9 -3.49E-9 8.58E-15 245.76E-6 0.000500 BRK2 7rl - Subsystem 1 of 2 la
3 7 -4.87E-9 -4.87E-9 50.19E-15 1.03E-3 0.000000 BRK1 _11rl - Subsystem 1 of 3 Ia
4 11 -455.38E-9 -455.38E-9 121.05E-15 26.58E-6 0.584500 BRK3_12r] - Subsystem 3 of 4 Ic
5 10 -379.21E-9 -379.21E-9 7.90E-15 2.08E-6 0.853500 BRK1 9rl - Subsystem 2 of 5 Ic
6 16 -6.79E-6 -6.79E-6 25.13E-15 370.25E-9 0.457000 BRK3 12rl - Subsystem 6 of 6 Vab
7 24 2.34E-6 2.34E-6 423.93E-15 18.14E-6 0.859500 BRK2 13r] - Subsystem 7 of 7 Ic
8 17 2.38E-12 2.38E-12 1.34E-18 56.29E-6 0.962000 BRK3 12r] - Subsystem 6 of 8 Ic
9 18 7.35E-6 7.35E-6 250.68E-15 3.41E-6 0.509500 BRK2 7rl - Subsystem 3 of 9 Vca
10 24 5.38E-12 5.38E-12 6.81E-18 126.71E-6 0.954500 BRKIrl - Subsystem 2 of 10 Ib
11 22 753.60E-9 753.61E-9 131.15E-15 17.40E-6 0.495500 BRK3r1 - Subsystem 11 of 11 Ib
12 22 2.92E-9 2.92E-9 368.36E-15 12.60E-3 0.000000 BRK2 13r] - Subsystem 7 of 12 la
Average Error (At=500us)
No. Partitions ~ No. Boundaries ~ Avg. % Error
2 7 57.45E-6
3 7 60.70E-6
4 11 275.83E-6
5 10 274.50E-6
6 16 816.95E-6
7 24 2.01E-3
8 17 1.01E-3
9 18 1.03E-3
10 24 2.60E-3
11 22 1.90E-3
12 22 1.85E-3
Maximum Error (At=500us)
No. No. Unpartitioned L . . .
.. . Partitioned Value Absolute Error % Error Time (secs) Location of Error Variable
Partitions _Boundaries Value
2 7 -735.22E+0 -736.20E+0 976.38E-3 132.80E-3 0.028500 BRK2 7rl - Subsystem 1 of 2 Ib
3 7 -207.87E+0 -208.86E+0 989.26E-3 475.90E-3 0.028500 BRK1 1l1rl - Subsystem 1 of 3 Ib
4 11 -396.46E+0 -399.55E+0 3.08E+0 771.20E-3 0.028500 BRK3 12r] - Subsystem 3 of 4 Ib
5 10 7.90E+3 7.90E+3 1.52E+0 19.20E-3 0.355500 BRK1 9rl - Subsystem 2 of 5 Ib
6 16 -396.46E+0 -400.91E+0 4.45E+0 1.12E+0 0.028500 BRK3 12r] - Subsystem 6 of 6 Ib
7 24 -136.07E+0 -146.27E+0 10.20E+0 7.50E+0 0.028500 BRK?2 13r] - Subsystem 7 of 7 Ib
8 17 -396.46E+0 -403.60E+0 7.13E+0 1.80E+0 0.028500 BRK3 12r] - Subsystem 6 of 8 Ib
9 18 -735.22E+0 -742.68E+0 7.46E+0 1.02E+0 0.028500 BRK2 7rl - Subsystem 3 of 9 Ib
10 24 -2.34E+3 -2.37E+3 28.14E+0 1.20E+0 0.028500 BRKIrl - Subsystem 2 of 10 Ib
11 22 -2.54E+3 -2.56E+3 21.05E+0 827.83E-3 0.028500 BRK3r1 - Subsystem 11 of 11 Ib
12 22 -136.07E+0 -145.43E+0 9.36E+0 6.88E+0 0.028500 BRK2 13r] - Subsystem 7 of 12 Ib
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Fig. 4.3.36 . Maximum simulation error for A=500us

The maximum error for PM2 was found when A=500us, p =7 at BRK2 13 as

given by Table IV.9 as 7.50%. Waveform overlays of BRK2 13’s current are shown in

Fig. 43.37. From the upper overlay apparently there is good agreement between
unpartitioned and partitioned (p=7) line currents. A close-up of ilfH is shown on the

lower part of Fig. 4.3.37, where a magnitude difference of 7.5% was detected at
t =28.5ms . The error shown occurred in the lower part of Fig. 4.3.37 is the largest error
obtained for PM2, which also occurred when using the largest Az. Furthermore, no event
triggered the error. This error was detected early during the simulation before any
switching event took place. All switching events that occurred after / =28.5ms did not

exceed this error.
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Fig. 4.3.37 . Current overlay of BRK2 13 showing largest error for PM2

4.3.3.2 Summary of Results and Findings for PM2

Over 200 simulations were conducted to obtain the results presented for PM2. The
purpose of PM2 was to determine if variations in At affected the speed gain and the
accuracy and, if so, by how much. The largest error for PM2 occurred when A=500us,
p =7 at BRK2 13, was 7.50%. and occurred early during the simulation before any
faults were applied. The maximum errors for all Az considered in PM2 increased
similarly to the ratios in Fig. 4.2.2, which suggests that a correspondence between Af and

error exists (i.e., the error from partitioning may accrue more significantly with a larger

A?).
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The largest error of 7.5% is considered acceptable because it neither changed the
values of the RMS measurements nor the number of switching events. For example,
when comparing p=1 and p=9 (both at Ar=500us), the number of switching events was in
both cases as listed in the Appendix C. Henceforth, a user comparing the switching
event log of unpartitioned and partitioned simulation results could not tell the difference
between results.

The combined run-time, speed gain, and error per At for PM1 and PM2 are
summarized in Fig. 4.3.38. Referring to the first set of columns in Fig. 4.3.38, the most
accurate simulation was when A=50us. Using the same Az, the least run-time was 2

minutes and 18 seconds when partitioned as p=11. The maximum error found with

Ar=50ps was 0.12%. The peak error only occurred for the duration of one time step,
which indicates that all subsequent errors (if any) are smaller than this peak.
Referring to the right-most set of columns in Fig. 4.3.38, the least run-time of 25

seconds (shown as 0.25), the largest speed gain of K, =27.85, and largest error of
7.5% all occurred during PM2 with Az =500us . The results for A=75us through

At=250ps are also shown in Fig. 4.3.38.

The run-time decreased as At increased because there were less number of time
steps to execute. The maximum error increased with A¢, but not at a linear rate. The
maximum errors shown in Fig. 4.3.38 are peak values, which mean that these errors
occurred only once during the simulation and lasted for exactly one time step. More
important than the maximum error is the average error, which is a good representation of

the veracity of each partitioned simulation data point.
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Fig. 4.3.38 . Run-time, speed gain, and maximum error per time step

The most important result is that the error from partitioning AC-Radial SPS
simulations does not cause additional protective devices to operate. The reason the
number of protective device operations was different for A=50us vs. A=500us (77 vs.
79 events, respectively) was the At size, not the partitioning approach. The partitioning
approach is validated by noticing that for the same At the number of protective device
operations does not change as exemplified for the Ar=500us case in the Appendix C.

The maximum speed gain obtained per each core is summarized with Fig. 4.3.39.
The first column group represents the speed gains obtained when c=1 at different Az.

For example, the maximum speed gain with ¢=1 occurred when A=500us and was

K

peed =19:05. Referring to the second column group, when ¢ =2 the maximum speed

gain also occurd when A=500us and was K,

=25.86. Generally K ,,, increases
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with both ¢ and p, but not always. For example when ¢=3 at Ar=75us gave

K

peea =17.57 which is less gain than for A/=50us of . In other words, larger A#’s tend to
return higher gains than smaller Az’s but it is not guaranteed.

Another interesting result is observed from Fig. 4.3.39. When A=50us, the gain
does not increase proportionally to c. For example, when using c=1 at A=50us the gain
when using ¢=2 incrased by only 17.82/11.33=1.57, and not =2 as may have been
expected from using twice as many processors. Similary, when using c=4 the gain
increase with respect to c=1 was 19.63/11.33 =1.73. More suprisingly is that the speed
gain ratio between ¢=4 and ¢=2 was only 1.73/1.57 =1.1. This result implies that the
gain of using 4 cores vs. 2 cores (on the quad-core machine used) is only 10%; an
empiral, counter-intutive, and non-deterministic result at the same time.

Referring to the swim-lane diagram in Fig. 3.4.3, the dominant computation times
at each time step (as p increases) are steps 2 and 7, which are the serial steps of the
simulation approach. To estimate the influence of the serial steps on the fastest run-time
of PM1 (depicted with Fig. 4.3.40), the average times to compute the serial steps were
measured and tabulated in Table IV.10. For the simulation indicated in Fig. 4.3.40 the
average time to compute the serial steps was ~2.2ms (per time step). The total time used
to compute the serial steps (for the entire simulation) was ~45 seconds, and constitutes
~32% of the total run-time of 138 seconds. This result indicates that ~32% is likely to
be the maximal affordable time that can be spent doing serial work over parallel-
sequential work before diminishing returns are experienced. The serial-work

computation time for other combinations or p, ¢, and Af was not investigated.
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Fig. 4.3.39 . Summary of speed gain for each A and ¢
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Simulation case used to
quantify the serial
influence of multithreaded
simulations

Cores

\

Partitions

Fig. 4.3.40 . Simulation case to determine computation time of serial steps

TABLE IV.10.INFLUENCE OF SERIAL STEPS ON RUN-TIME

Average Time Spent on

the Serial Steps Totals

Whole Simulation Influence of Serial

1;: T(m:; Simulation| Run-Time  Steps on Simulation
P K (secs) (secs) Run-Time
2253.6 45.072 138 32.66%

44 CHAPTER SUMMARY

This chapter introduced, described, and discussed the performance metric results
used to evaluate the solution methodology. To obtain the results of PM1 and PM2, ~250

simulations of the same SPS battle damage scenario were conducted.
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The are several factors that limit the observed speed gain; some are: Windows
background processes, computational imbalances, computation of the patch term or
boundary conditions, the non-zero count and structure of the subsystem matrices,
programming efficiency, processing power, memory cache, thread affinity, sequential
simulation techniques, efficient switching models, interpolation techniques, etc.

The computation of the patch term is the major bottle neck of diakoptics-based
approaches and becomes dominant as the simulations become finer-grained.
Computational imbalance was present for two reasons: because the graph partitioning
and balancing heuristics require that capacitors be present to form partitions and when
p>c the thread-to-core distribution is not even.

Errors in the partitioned simulation results were detected. Referring to the
discretized capacitor circuit in Fig. 3.2.1, discretized capacitors have a series resistance
and a series historical source. The partitioning approach in this work tore active
branches (i.e., branches with sources), and further tore branches with rapidly-changing
voltages (i.e., capacitor state-variables). The shorted capacitors at each boundary
include the historical sources as part of the torn capacitors which influences the
computations of the boundary conditions. The current through the capacitors is very
small due to the high impedance of the capacitors. However, the capacitors’ state-
variable (their voltage) is oscillatory due to cable resonance. This high frequency (fast
time constant) phenomenon caused fast voltage transients at load centers which is where

the largest errors occurred.
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The simulation speed gain increased as the number of partitions increased, but
only through 11 partitions. Beyond 11 partitions, the computational burden of
calculating the boundary conditions dominated the solution at each time step and
produced diminishing speed gains. When using all four cores, the simulation speed gain
does not increase linearly from its two- and three-core counterparts. This result occurs
due to processor overwhelming. When Windows is left without resources for graphical
rendering or other background process, the thread scheduler must suspend the
simulation’s threads and respond to other requests.

The observed errors were within acceptable reason because they did not change
the RMS measurements, or the number of switching events in the partitioned
simulations. The errors observed increased with Az, occurred at difference time
instances, and at different locations throughout the SPS. The errors reported were peak
values, which mean that these errors only lasted for one time step. What is important to
consider than the maximum error is the average the average error, which gives an idea of
how accurate each partitioned simulation data point is with respect to its unpartitioned
counterpart.

The amount of serial work was measured in terms of computational time for p=11,
c=4, and Ar=50us. It was found that, for this particular combination of p, ¢, and Af the
serial work amounts to ~32% of the total run-time. Other combinations of p, ¢, and At to

measure the serial work were not investigated.
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CHAPTER V

CONCLUSIONS AND FUTURE WORK

5.1 CONCLUSIONS

The work in this dissertation presented a formulation-partitioning approach to
parallelize the simulation of AC-Radial SPSs using multicore computers. The solution
methodology was validated with performance metrics, which assessed speed gain and
accuracy. This chapter presents concluding remarks organized in two subsections:
advantages and limitations of the solution methodology. The chapter ends focusing on
central research topics to explain what seem likely to become useful future specific
research work aimed at reducing simulation run-times while preserving accuracy in the

process and outcomes.
5.1.1 Advantages of the Solution Methodology

The run-time of AC-Radial SPS simulation was reduced by ~30 times. This result
indicated that significantly more case studies could be run in one day, which was the
main purpose of this work. An example of said improvement was the run-time
comparison of the unpartitioned run-time (A=50us) of ~45mins vesus the partitioned
run-time of ~2 minutes.

The hardware cost of using multicore computers is very low when compared to
other existing hardware solutions (e.g., PC-clusters or dedicated real-time simulators).

Further, since multicore computers are already ubiquitous, it is likely that hardware need
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not be bought to implement the simulation approach presented in this work. The
simulation approach presented in this work does not demand additional hardware cost to
implement it, which makes simulation an attractive option for investigators in need of
conducting repeated parallel simulations of AC-Radial SPSs.

On the other hand, the accuracy of unpartitioned simulations was preserved when
compared to partitioned simulations results. It was shown in Fig. 4.3.38 that the peak
simulation error, when A=500us, was barely 7.5%. This error was a peak one and only
lasted for one time step. The error observed in the partitioned simulations nonetheless
did not alter the number of switching events; that is, for a given combination {Az, p, c}
the number of switching events was the same whether the simulation was unpartitioned
or unpartitioned. Had the error impacted the results, protective device RMS
measurements would have been erroneous, which was not the case in this work,
according to the findings of the performance metrics explained earlier. Erroneous RMS
measurements, however, may lead to a loss in protective device security [109] and did
not occur here.

More important than the peak simulation errors observed in the partitioned
simulations were the average errors listed in Table IV.5-Table IV.9. The average error

shows the level of uncertainty that each partitioned simulation data point is incorrect.
For instance, for a given random sample point an average error of O (106) indicates that
for a random sample point, the %-error between unpartitioned and partitioned simulation

results is of this order. Chapter IV established that the average errors were of negligible

concern.
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Formulation of an AC-Radial SPS using loop currents variables is attractive in

terms of equation count. Comparing the number of DAE equations versus the number of

k+1 ek+1 k+1

equatlons n Rluopilloupi = elonpi

(for p=1), the equation count of the latter is lower. Low

equation-count simulation results in faster solution times. The same can be said of a
formulation using node voltages as variables, where typically there are more node
equations than loop equations. Another factor that results in fast computation times is
the sparsity of the loop formulation. The loop current approach results in a system over
99% sparse, which is solved very effectively.

The simulation approach in this work is both single and/or multicore. The
simulation approach was implemented by assigning one subsystem per thread instead of
one subsystem per core. The latter method imposed a limitation on the maximum
number of partitions since there are only four cores to a multicore PC (quad-core
computers are readily available desktop computers; however, as of the writing dual-
cores are more common). The simulation approach, by assigning threads to subsystems,
permits simulating a partitioned SPS on a single core. From Fig. 4.3.39, the gain with a
single core simulation neared 20x with A=500us, which indicates that parallelism is not
a necessary pre-requisite (though it is desired).

Due to the low-latency of shared-memory computers, thread synchronizations and
subsystem overheads were found to be negligible. It was shown that for p=11, which
gave the least run-time for all A¢, the amount of time spend in thread overhead was a
fractional percent of the run-time. This result is due to the low-latency in data sharing,

idle-time, and thread synchronization that in shared-memory computers is not
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pronounced.  Although subsystem imbalances were not expected, their presence

however was not detrimental overall.
5.1.2  Limitations of the Solution Methodology

The first limitation was that capacitor loops were required to implement
partitioning approach. Not all SPS cables were modeled as having capacitor loops [81];
however, the inclusion of capacitors in cables of short length should be considered.
Capacitor loops introduce complex eigenvalues causing oscillatory transients otherwise
not observable in resistive-inductive networks [110]. Another motivation to include
cable capacitance is to perform transient recovery voltage studies [30],[82].

It should be highlighted that for the partitioning method presented in this work to
be effective, capacitor loops must exist at buses (i.e., switchboards or load centers).
Buses produce dense off-diagonal regions in the loop resistance matrix because many

loop currents are coupled to each other at the same two capacitors. By shorting two

capacitors at a bus, much of the off-diagonal region in R/ becomes zero. This makes

loopi

the partitioning method particularly effective as the number of flops per time step is

proportional to the number of non-zeroes in R

loopi *

Another limitation of the partitioning approach presented in this work is that a
ground plane must not exist. The partitioning approach has only been validated on a
system modeled as purely ungrounded, where two capacitors per capacitor loop were
torn. The presence of ground capacitance would require additional tearing that have not

been considered (i.e., tearing two capacitors per cable would no longer suffice).
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An AC-Radial SPS model was used in this work. Although other, new, and
emerging SPS architectures exists (e.g., the future all-electric ship), the partitioning
approach has been tailored to an AC-Radial SPS. Complex SPS models employing both
AC- and DC-side have not been tested while writing the work.

A shared memory machine was used to implement this work. Though the idea of a
PC-cluster is plausible, said implementation is likely to result in less speed gain due to
the communication delay of a physical network. Shared-memory machines are flexible
in terms of permissible subsystem imbalance because incurred dead-time is recuperated
by the speed at which the subsystems access shared memory. On a PC-cluster, if the
computational nodes were imbalanced as a result of subsystem imbalance (as in this
work), the combined dead-time and communication delay would influence the maximum
speed gain.

In this work the capacitance between cable conductors was considered to be linear.
While there was no motivation nor was the scope of this research to assume otherwise,
tearing non-linear capacitances has not been considered. If component models with non-
linear capacitors existed and a boundary created at said capacitors, the results might not
be accurate with the presented approach. Finally, although non-linear processes are
typically handled iteratively, the particular partitioning approach employed in this work

did not take into account iterative techniques of any sort.
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5.2 FUTURE WORK

Additional case studies and performance metrics may be created to further test and
validate the solution methodology presented and examined in detail in this work. The
case study provided in Chapter IV modeled nine sequential homogeneous three-phase
faults. Another research work to look into is that is likely and expected that under
different assumptions and applying the faults sequentially in lesser time-intervals
different estimates may be obtained. Within the behavior and restrictions of the work
presented, the interval between each fault was 6 cycles, which allowed the extinction of
many transients before the next fault was applied.

Rigorisity and coverage of most possible scenarios--if not all—in setting up a case
study is central to determining whether the partitioning approach is valid. Consequently,
the degree of complexity the researcher engages in will determine the type of results he
or she will obtain from a work similar to the one provided. Asides from sequential faults,
one recommendation to further this work is to consider modification inter alia of
faulting boundaries, simultaneous faults, combinations of single- and three-phase faults,
and non-linear faults instead of linear ones.

Another recommendation has to do with gaining full knowledge of the emerged
errors and average errors treated and analyzed in the work. It is desirable that the error
behavior be completely understood. It was shown that the error accounted for followed
or depended upon both the number of partitions p and the number of boundaries. But no
exact relationship was found. If future investigation could predict the error in advance,

corrective measures could be taken to damp (or even prevent) said error.
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Optimizations at the programming level that can improve the speed gain are:

e Using N-core machines

e Reducing thread overhead times

e Exploit subsystem latency

e Automatic thread-to-core assignment

e Assessment of when it is justifiable to partition
e Sequential vs. simultaneous subsystem solution
e Choice of granularity

¢ Fill-in reduction

e Sparse matrix storage techniques

e Use existing hyper-graph partitioning software

Latency exploitation (i.e., multi-rate simulation) takes advantage of the fact that all
subsystems may not require the same A¢ to simulate. Subsystems with slow time
constants can be simulated at larger integer multiples of a base At and allow subsystems
with faster time constants to better utilize available computational resources. Work in
power system simulation using multi-rate simulation techniques have been presented in
[33],[60],[111].

Manual thread-assignment is unsafe. Hardware resources on computers are
constantly changing and, thus, optimal resource availability cannot be determined
analytically. In this regard, assigning one thread per core is not the worse strategy, but it
is simplistic in its analysis [104]. Simulation runs have shown that in some cases
Windows® 1is able to better allocate the threads to the cores based on the internal
hardware information that it has; in some other cases, manual (unsafe programming)

assignments may be better.
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Standard sparse linear solvers permute coefficient matrices (say A) with a
permutation matrix P. The permutation matrix is used to permute the rows and columns
of A to minimize fill-ins during factorization. In this work, triangular factorization was
performed without a permutation matrix which is inefficient. A typical (and
recommended) approach is the minimum degree ordering (Tinney-II) proposed in [55].

Although the linear subsystems A-x=b in this work are sparse, a sparse storage
technique was not used. Speed gain can improve by only storing the non-zero structure
of the network matrix. A good storage scheme is the compressed column storage [112],
but others are possible. The flop count for component models were based on full-matrix
computations. If a sparse storage scheme is used, the vertex weights and cost function
that endeavors the best p should be revisited.

An alternative to using the mincut algorithm and create an iterative refinement
approach customized to tear capacitor loops, would have been to use hMETIS [113].
The algorithms in hMETIS are targeted towards hyper-graphs arising from large-scale
circuit integration (a.k.a., VLSI), are fast, and robust. hMETIS would have taken the
representative graph of the SPS and used multilevel hyper-graph bisection to reduce the
size of the edge cut. Further, the refinement process would have been more accurate as
algorithms based on Kernighan and Lin’s do not handle hyper-edges properly. In this

work, graph hyper-edges were created due to the loop current couplings at buses.
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5.3 CHAPTER SUMMARY

This chapter presented the conclusions of this work, and was organized as
advantages and disadvantages of the solution methodology. The subsection on
organization summarized each chapter in the order presented. The section on future
work suggested that case studies with added complexity and additional performance
metrics should be considered.

The multithreaded program developed in C# implemented the partitioning
approach correctly, but not necessarily efficiently. An efficient implementation of
partitioning theory [4-5],[53],[98] requires raising the importance of this pragmatic step.
Lastly, several research topics were described and discussed and other likely research
interests were itemized as future work. All in all, these topics concern, and are
expected to increase speed gain without affecting accuracy. Several items were listed as

future work and are expected to increase speed gain without affecting accuracy.
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APPENDIX A

DISCRETIZED COMPONENT MODELS

A. Discretized Component Models

The discretized component models presented next are the discretized versions of

the models introduced in Section 2.4.2, but use different notation. The voltages and

Rk+1 e k+1 k+1

currents for all component models are from the solution to Ry, i, . =e;,, ., where i

represents the subsystem containing the component model.

Synchronous Generator Windings

Discretization of the generator’s stator and rotor winding is based on [114-116].

d
b ke
facy abl
sapktl| =
hist, E
y — st

e+l
Rm

Fig. 5.3.1. Discretized generator stator and rotor windings
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Generator winding nomenclature:

k+1 _ k+1 k+1
v

Vil vl = terminal voltages (V)

{lk+1 k+1 -k+1

.0, .1, ¢ = line currents out of terminals (A)

iy mesh currents (A )

}
|
{.k+1 . +1 1}
=

{hlst’”l hist,"', hist*"'

ab >

discretized winding inductance

historical sources (V)

m'! = time-varying mutual inductance between winding

ab and bc(H)

m' ! = time-varying mutual inductance between winding

a

ab and ca(H)

k+1 . . . . .
m,,"~ = time-varying mutual inductance between winding

bc and ca(H)
ab > “bc

{R" RS R ”} = time-varying discretized winding

inductance resistances (Q)

Synchronous Generator Prime-Mover and Governor

k+1
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Y ruc
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- CPMGXPMG + DPMG“PMG
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(A.1)

(A.2)
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Prime-mover and governor nomenclature:

{Ters Ty s Wieros> Cigr» Cogr» Congr § = Prime-mover constants

K. = governor gain

T, = governor time-constant

T, ... = generator base torque

puref _
P = reference speed

pumech

Wpey . = per-unit rotor speed

yhr . = prime-mover's output torque
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X,;;)lr :(I_%AROTJ (I"'%Akorjxk
-1
At At . (A.3)
+(I _TAROTJ (TBROTj(uI;{OlT + ufwr)
yg)lr = CR()TXII;BIT
1 .
Aror = =D | Bror=| 1 -1 Cror = diag(l,l);
J J J
K+l h n T . K+l h tec T .
Xior =| Orer" @i | ; wior = The Thae |

Rotor nomenclature:
D =friction coefficient (N-m-s)
Obue" = instantaneous rotor position in per-unit
J =moment of intertia in (kg-mz)
@b = instantaneous rotor speed in per-unit

Thie" = applied mechanical torque (N-m)

T = electromagnetic counter-torque (N-m)

Synchronous Generator Voltage Regulator and Exciter

-1
. At At
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At A . (A.4)
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Voltage regulator and exciter nomenclature:

{VVIRE Vs Vi E} = excitation system state-variables
{K;.K,, K }=gain coefficients
E[ = field excitation voltage

{T,,,T,,,T,, T, } = time-constants

viwd = reference voltage in per-unit

vhee™ = stator voltage in per-unit

k+1

Y=z = voltage applied to the field winding

k+1
VRE —

—[v

vV, Em.

base

puref
VRE

ooo}

puterm
VRE

I
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Induction Motor
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Fig. 5.3.2. Induction motor and drive

Induction Motor Rectifier

The instants of diode commutation are found by polling all diodes to determine
whether commutation has occurred. If any diode requests a commutation according to
(A.5), the simulation time is interpolated to the earliest diode commutation time and the
EN and CNs solved again. Details of the interpolation technique can be found in

[521,[117].

>1V, turn diode on and make V, =1V
vil —{<1V, turn diode off ¥, =0V (A.5)
=1V, do nothing

The diode model are characteristics are shown in Fig. 5.3.3 and Fig. 5.3.4,
respectively. Since the diode resistance is time-variant and the diode on-voltage varies

between 0Vand 1V, diodes are modeled with the two equations as represent in Fig. 5.3.4.
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Fig. 5.3.3. Continuous and discretized diode model
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Fig. 5.3.4. Discretized diode voltage and current characteristic
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Fig. 5.3.5. Discretized induction motor rectifier model
k+1 ek+1 _ _k+l
Ricrizer = €per (A.6)
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[ pk+l k+1 k+1 k+1 k+1 k+1 ]
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i’ hist .
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cl
k+1
ldc

Induction motor rectifier nomenclature:

k+1 _k+1 _ k+1| _ : :
{vabl Vet > Ve } = terminal voltages on AC side

{sz ik l,ifl“} = line currents on AC side

{ié‘“,if‘“,if”,if”,if“} = mesh currents (A )
i, = DC side current (A)
Ry =the i" diode's resistance (Q)

vy =DC side output voltage (V)

V,, = series on-voltage (V)

Induction Motor Windings
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The motor windings are modeled as approximate per-phase equivalent circuits

referred to the rotor side [78], where due to slip s the winding equations are time-

varying.
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Fig. 5.3.6. Discretized induction motor windings model
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(3.3) (ﬂ)
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Induction motor nomenclature:

k+1  k+l o k+1 : . ' .
{ Ve Vv caz} motor windings' terminal voltages (V)

{k+1 e+l k+l

Ly slyy 5l motor input line currents (A)

}
} mesh currents (A)

e+l k41 -k+1 k+1 k+l +1
{lo L oh

k+1 k+1 k+l
{hlst viapo ISt hist

"1 | = Magnetizing inductance historical sources (V)

b=
{hlst’”1 hist*! hlStk+1}

Lsrab? Lsrbc Lsrca

combined stator and rotor leakage
inductance historical sources (V)

R, = stator winding resistance of phase ab (Q)

R, = rotor winding resistance of phase ab (Q)

R

. = stator leakage inductance resistance of phase ab (Q)

R, = rotor leakage inductance resistance of phase ab (Q)
R, .., = discretized magnetizing inductance
resistance of phase ab (Q)

s =slip coefficient

Induction Motor Inverter

The inverter transistors are modeled as controlled (i.e., ImQ,or IMQ) resistances

and without a snubber circuit.
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Fig. 5.3.7. Discretized induction motor inverter model
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k+1 l-k+le+l _ l-k+1Rk+l
Vie2 06 Yo T o2 o2

k+1 e+l pk+l e+l pk+1
v Iy Ryy —ip Ry,

cal
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k+1 k+1

lon I

e+l k+1 k41
Branch currents — | i, |=|i," —i " [;

Nast _-k+l

) Iy

Induction motor inverter nomenclature:

vl = terminal voltages on rectifier side (V)

k+1 k+1 _ k+1 | _ : :
{vabz,vb(,2 , vcaz} = terminal voltages on motor side( V')

{iff,i,fgl,if;l} = line currents on motor side(A)
e+l k4l k4l k41 k1|
{zo S HARIN LS A } =mesh currents(A)
<+l :
iy = DC current from rectifier (A)

i&” = current through the ;" transistor (A)

Rgl =the i"™ transistor's resistance (Q)

Single-Phase Cable

k+1 s 4kl k+1
lal Rfl v RL“ hlStLa laZ
o . b . )
L=
+ s . b+
‘ Rean '; Reus i
Je+1 lk+1 § ~k+1 i l~k+1 § Je+1
vabl ’ i + k+1 " § k+1 + ’ Vabz
§ . hlStCabl § hlStCabZ
S &
- ‘ 77777777777777 I ‘77 777777777777 -
e} L 4 + \k 1 L 4 O
s gkt
R, +R, hist’;,
Fig. 5.3.8. Discretized single-phase cable model
ek+1 _ _k+1
Reyicy =€y (A.9)
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RCabl _RCabl
Ry =| —Reun (Rcabl Ho ke +j a2
Reyy + R, + Ry,
_RCabZ RCabZ
it —histf),
i =i |, el =| histy,) —histi" —histt)  +hist! !
it hist’}

-k+1 <k+1 skl
o (lo —h )RCabl+hIStCab1

k+1
Node voltages —{ kﬂ} = "
Je+ Jo+ . +
Vaba (11 —h )RCabZ +hist .,

Iy L

l-k+1 l-k+1
Branch currents —| “ |=]
k+1 k+1

Single-phase cable nomenclature:
{v{’f;ll,vf;zl} = terminal voltages on sides 1 and 2 (V)
{iffl,iff} =line currents on sides 1 and 2 (A)
{z’é‘“,i{‘”,if”} =mesh currents (A)
R, = cable resistance of phase a(Q)
R,, = discretized cable inductance resistance of phase a ()
R, = discretized cable capacitance resistance

of phase ab, side 1 (Q)

{histg}ﬂ,histg})z} = capacitor historical sources on sides 1 and 2 (V)

{histlzzl,histlzzl} = inductor historical sources (V)



Three-Phase Cable
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k+1 .
Iy iy
— —
]
+ | T -~ N T +
k+1 k+1
abl l'(’]‘” ab2
— k41 <k+1 -
B lbl, PP S0y R 4+Rr, st b L Iy _

o2 2ol
+ v T e e N R N k+1 +
cal ca2
k+l + s + k+1
Vel ! Vher

<k+1 . _
- Loy -oooooomeoeo - N7 @ R+r WL, T e lf;l
o2 0
Fig. 5.3.9. Discretized three-phase cable model
ek+1 _ _k+l
RCBLlCBL =€cp (A'IO)
RCBL =
RCabl RCabl _RCabl
RCbcl RChcl _RChcl
RCabl RCbcl (Rzz ) _RCabl _RChcl
_RCabl _RCabl (R33 ) Ra - RLa RCabZ _RC
_RChcl _RCbcl _Ra - RLa (R44 ) RCbcz _RC
RCab2 RCch (Rss ) _RCabZ _RCbcz
_Rc _RCabZ RCab2
L _Rc _RChz:Z RCch |




246

R22 ( Cabl+RCbcl+RCcal)
Ry =(Rey +R, +R,, +Repyy +R +R,,)
R, =(

=(

33

44 Cb2+R +RLb+RCbc2+R +R )

R

55 RCab2 Cbc2 + RCcaZ )

[ k1] k+1
I —hist,,,,
N K+l
A —hist,
<k+1 s gkl s gkl s gkl
I —hist,,—hist, ,—hist
<k+1 s okl L <31 k+1 k+1
g | B ekl _ —hist; —hist,,,+hist;, +hist;
CBL | k4l |? CBL S| - gk k+1 k+1
N —hist}, —hist, ,+hist; +hist/, ,
K+l s okl k+1 k+1
I —hist,,,—hist, ,— hlSthz
k+1 o Lkl
I hist,,,
<k+1 s gkl
2 i hist ., J
kil ( it = )RCabl +histl)
b1
Node voltages °
k+1 k+1 k+1 k+1 s k4l
. | Voer | T ( ThL )RCbcl +histg, |
side 1 ol
A kL kel
cal Vapt = Vel
k+1 <k+1 k+1 s g k+l
" ( +is —ig )RCab2 +hist,, ,
Node voltages °
k+1 | _ <k+1 fk+1 <k+1 s ekl
. | Vper |7 ( T~ )RCbcz +hist .,
side 2 il
k+l k+l
cal ab2 vch
-k+1 -k+1 -k+1 k+1
La Ly Loz ls
e+l | | skl S+l |, skl | | skl k]
Branch currents — | ,," =i " =i, |; Ly |=|6 —ig
k+1 k+1 k+1 _ck+1

Iy ) leo Iy
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Three-phase cable nomenclature:

k+1 _k+1 k+l
{vabl > Vhe1 5V,

cal

} = terminal voltages on side 1 (A)

k+1 k+1 _k+1| _ : :
{ Vs Vi sV mz} terminal voltages on side 2 (A)

k+1 k+1 -k+1 1 .
{zal AN }—hne currents on side 1 (A)

<k +1 k+1 -k+1 : :
{z MY AR } line currents on side 2 (A)

k1 k4l k4l k41 k4l .k+1 k+1 k+1
{zo IS AR AR ALY PRRNY AR = mesh currents (A)

R = cable series resistance (Q)
R, =discretized inductance resistance (Q)

R = discretized capacitor resistance (Q)
{hlstg;l,hlstg:,l,hlstgil} historical sources of cable capacitance on side 1 (V)
{hlstg}]z, histl>! ,hlst"ciz} historical sources of cable capacitance on side 2 (V)

{hlstgl,hlst’zzl,hlstk”} = historical sources of cable inductance (V)
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Single-Phase Static Load

k+1

lal

—
[o}
o

Rab + RLab
k+1 et
Vabi Iy

T ——— ¢ .
_ E] hlStZ;
(o}

Fig. 5.3.10. Discretized single-phase static load model

(R,+R,,)iy" =—hist,,, (A.11)

a

Node voltages — v/ = (Ra,, +R,, ) iy +hist})

Branch currents — i =i

Given the power rating of a single-phase load, the phase resistance and inductance

are computed with (A.12).

R _ BV L 9
ab _Pz—z ( ) ab 2 2
2+ 0 22f (B, +0;,

) (H) (A.12)



Single-phase static load nomenclature:

viy! = terminal voltage (V)

i/ =line current (A)

i, " = mesh current (A)
/ = system frequency (Hz)
hist;, = inductor historical source (V)
L,, =load inductance of phase ab (H)
R, = rated real power (W)
0,, = rated reactive power (VARs)
R,, =load resistance of phase ab (Q)
R, , = discretized load inductance resistance

of phase ab(Q)

V,, = rated line-to-line voltage (RMS Volts)

249
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Three-Phase Static Load

k+1
lal
—
o
+ |
Rab + RLab
k+1 f+1
Vabi fo T —
hist;,
E
- LY 251
PR |:+ hlStha
- K+l
L)
° — i§+1
+ vk+l
cal N
Rca + RLca
\J
Rbc + RLbc
k+1
Vbcl + 'lkH
P s gkl
<k+1
lcl+ e [========= = hlStLbc
- —
(e} L

Fig. 5.3.11. Discretized three-phase static load model

k+1
LOD

s k+1
RLOD1L+0D =
Rab + RLab
Rbc + RLbc
(Rab + RLah + Rbc + RLbc + Rca + RLca )

Rab + RLab

RLOD =
Rab + RLah

Rhc + RLhc
Rhc + RLhc

(A.13)
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it —hist}"
ek+l | k41, k+1 s g k4l
Lop =|h |5 €op = —hist; .
K+l : 4 k+l s okl s o k+
i —hist;,, —hist}, —hist;
kel | ekl skl
yhr (lo +i) )(Rab +R,,, )+hist};,
a
k+1 | _ <k+1 k+1 s gkt
Node voltages — | v/ |= (z1 +i) )(Rbc +R,, )+ hist};
k+1
4] s
Veal i" (R, +R,,)+hist]

k+1 k+1
Lo Ly
k1 kol kel
Branch currents — | i, |=|i "~ —i,"
<k+1 __ck+1
Lt L

Given the per-phase power rating of a three-phase load, the per-phase resistance

and inductance is also computed with (A.12).

Three-phase static load nomenclature:

k+1 k+l o k+l :
{vabl Vit > Veal } = terminal voltages (V)

723 WY 23 WY &5 B RN B :
{zal St i }—lme currents on side (A)
e+l k41 k4

711

i A } =mesh currents (A)

R,, = phase resistance of phase ab ()
R, , =discretized inductance resistance

of phase ab(Q)

{hist’;;,hist’z;i,hist’g;} = load inductance historical sources (V)
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Three-Phase Transformer

k41 l-A +1
ab a[?”.
NS R R okl N, [ +k+1 k+1 kel k41
Ly a t Ry hist;;,, R,+R hist, ;,, )
— ’—‘ a2 Lta2 —
+
e+l k41
+ v e Icab vt
. i R R, ik Ny kn . |
i ' LMab Cab "2 Wiy ~ VMab i !
0 . N 9
I ”/ ! i
K+l ' ke
Il oa + |
Vabt hlst:‘M‘M,y i Vab2
- l-k+] —
Zbely L en skt
! R +R hist}},, hist;,, it
bl b1 Libl b2
[
+
k41
— lLMb(‘ -
+ vA+1 | vkq o+
at | z w
) | LMbe N, u 9 3
+ b | N Vitbe ko + |
: 1 |
| hiaphtl i
el § hist} Lk
Vbt i )
- sl k41 -
ca ca
o .k kil n
lA_]H R +R hist;,, R.+R hist, ., llf:I
c el Lécl 2 Lec2 cc,
+ 1 (S — . Y
I
kel
i Mea
R N, pEH
) LMca ‘Mea
A | & A |
! [’ i gkl i 2 i
: U | hist;y., | I

Fig. 5.3.12. Discretized three-phase transformer model (A-A)

k+1 sk+l _ _k+l
RXFMIXFM _eXFM (A14)
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K+l _
XFM =
R(n.o) 7RLMuh } } Ral +RL/al } }
Ry | | | |
—R B —R | | R | !
LiMab [ +Re,, Cab i i Cab i i
TR Rew b b Rew b L
i R(J,z) R i Ry + R,y i i
i i i i
I R I I I
i Rige [ e j —Rae | Rey | |
1 o) o 1 1
,,,,,,,,,,,,,,,,,,,,,, }L,,,,,,,,,,,_,Rickc;,,,132"5,}L,:ISQ’E,,,,,,,,,,,,,,,,L,,,,,,,,,,,,,,,,,,,,,,,L,,,,,l,,,,,
Ry + Ry Rea —Rews i Ry + Ry Rep, Ry i R(s,s) Ry —Re., i i
| | | |
| | R “ | |
i i RCux +;; 7R(,'<’u i i
! ! Cea ! !
s R Rew Rew s L
i i i +Ry 0 Ry i o
| | | |
! ! ! [sz j [sz j -
| | | | v
i i i Ry Ry )1 !
i i i i
! i ' [Raz ] [sz ] R A VR 'A
! ! ! (1) LN, Ny N,
,,,,,,,,,,,,,,,,,,,,,, N R R
1 { P W]
! ! ! -N, -N, !
N,
i i i L W 1]
R(o,o) =R, + R+ Ry
R(3,3) = Ry + Ry + Ry
R(6,6) = (Ral + RL//fal + RLMab + Rbl + RL%bl + RLMbc + Rcl + RL//fcl + RLMca)
R(l 1,11) = (RaZ + RL(aZ + Rb2 + RL(bZ + RCZ + RL(CZ)
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ot _ _ _ _
i —hist{ ! —hist})
it hist}
k+1
i
2
Tkl R Y 25 BTy 2%
I —hist} ,, —hist}
iy hist 1.
k+1
i
5
Tkl Tkl ek ik
Ig - hISthtal - hISthtbl - hlSthtcl
ek+l | k41 k+1 o k4l
Ve =1 4y e = hist}
k+1
b S _
yan) Py s
iy —hist},,
iy — hist},,
k+1 s 4kl . okl s 4kl
i — hist, ,, —hist; , —hist,
k+1
vMa/J
k+1
vMbc
k+1
_cha L i
f+1 B e+l f+1 e+l
Li ¢ Lot Iy Li ¢ Les Iy
Ine currents gl | | kel ks |, ADC CUITCNUS el | | k4l kel
. Iy =l T |s . Iy [Tlho b
de 1 side 2
81 k+1 _ skl k+1 _ skl
Iy L 2 Lo
k+1 k+1 k+1 <k+1 <k+1 k+1
Lopt Ly +1i ab2 ly +1;
Phase currents Phase currents
k1 | | skt k41|, K4+l | | sk+l k+1
e |=|LG Tl |5 ey [T ho T
ide 1 ¢ side 2 y
S1 k+1 k+1 k+1 k+1

cal l() lcaZ ll 1



l-k+1 lk+1 ~k+1
.. LMab 0 1
Magnetizing o 4 s | Core-loss
e | = | Tl
currents il ksl currents
LMea -4
k+l
s Mab
Magnetizing ial
Mbc
voltages sl
Meca
vk+1
bl
Node voltages .
. vbcl =
side 1 ol
_Vcal
vk+1
b2
Node voltages .
v
. bc2
side 2 o
_vcaZ

] [ e -
g;i — k+1 +léc+1 _l-5k+1
g;r; k+1 + léc+1 l-éwl
if;lrllabRLMab + hiStIZ;/}ab
i]i{;/llbcRLMbc + hiStlljl—/;bc
i]i{]:r/llcaRLMca + hiStlliEca

k+1 k+l1 k+1
abl (Ral + RL/al ) + hlStL/al Mab
<k+1 k+1 k+1
Lper (R +R,, ) +hist), + Vi
k+1 k+1 k+1
cal (R + RL//cl ) + hlStL//cl + cha
k+1 k+1 k+1
_VMab 2 (RaZ + RLEaZ) hist;,,,
k+1 <k+1 k+1
vMbc “lyes (sz + Rubz) hist;
k+1 <k+1 k+1
VMca - lca2 (RCZ + RL€c2 ) hlSthcZ
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Transformer nomenclature:

k+1 _ k+1 _k+1 | _ : :
{vab1 v } = terminal voltages on side 1 (V)

k+1 _k+1 _k+1 | _
{abz,vbcz, mz} terminal voltages on side 2 (V)

e+l k+1 k+1 :
AN AN A } line currents on side 1 (A)

k+1 o -k+1 +1 :
i il } line currents on side 2 (A)

k+1 k41 +1
abl ’lbcl b cal

phase currents on side 1 (A)

L+l ek+] k+1
Lap2 s Ued o bcan

)
|
{6 81}
|
|
=

t
t
t
t

phase currents on side 2 (A)

mesh currents (A)

{hlstlgw1 ,»hist; T histt®

v | = Magnetizing inductance historical sources (V)

Llal> Licl

{hlst"+1 hist};, , hist;;., { = leakge inductance historical sources on side 1 (V)

{hlStk+1 hist**! hist®"!

Lias > histy,, hist;; ), { = leakge inductance historical sources on side 2 (V)

N,/ N, =450/120 = winding turns ratio
{Ral R, } = winding resistances of phase ab on sides 1 and 2,
respectively (Q)
R, = core resistance for phase ab (Q)
{Rual , RLM} = discretized leakage inductance resistance of side 1 and 2,
respectively (Q)

{RLMab R e RLMW} = discretized magnetizing inductance resistances

for phases ab, bc, and ca, respectively (Q)
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Over-Current and Under-Voltage Relays

<k+1 fe+1 k+1 -k+1
lal Ra ua la2
— —

o e ) o
+ N +
k+1 k+1

k+1
Vanl iy Vab2
e+l Rk+1 e+l
- | = et S B2 - -
° K+ % (&) x °
+ +1
+ vcal uk“ 3 Ve +
k+1 b k+1
k+1
Vol | + i + Vi
e+l k+1
— lcl - ch —
— —
[ = o
k+1 k+1
R’ u,

Fig. 5.3.13. Over-current relay

R =1mQ, when the i" phase is closed or arcing
i =1MQ, when the i" phase is open

k+1 k+1 k+1 k+1 k+1 k+1
R"+R, -R, oy | | u, tu,
k+1 k+1 K+ || ck+1 | T k+1 k+1 (A' 15 )
-R, R™+R" || i —u, +u,

Since over-current and under-voltage relays do not have shunt branches between
phases, the node (i.e., line-to-line) voltages are passed-in from the left-hand side’s

component (e.g., generator, or cable).

ck+1 <k+1 <k +1

la Lo Ly

k1 k] el k]
Branch currents — | i," |=|i,, |[=|§ "~ —i,"

Je+1 k+1 k+1

Lot Iy -
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k+1 -k
I/oerSIgn (Zal )

Arcing =10V, when arcing
( ) arc %

k+1
—>qu, =V sign(i

sources e =0V, otherwise

k+1 -k
I/oerSIgn (lcl )

Overcurrent/undervoltage relay nomenclature:

k+1 _ k+1 _k+1| _ : :
{vabl I VA } = terminal voltages on side 1 (V)

k+1 o k+l k1] . .
{ Ve Vv wz} terminal voltages on side 2 (V)

k41 k1 k+1 1 :
{al AR A }— line currents on side 1 (A)

jet et ke
L) cz

i)
)-

k+1 k+1 k+1
a

line currents on side 2 (A)

mesh currents (A)
= arcing voltages (V)
Rl."+1 = time-varying breaker resistance

of the i"" phase (Q)
V . =arcing voltage magnitude (=10V)

arc

Bus Transfer

The bus transfer model (automatic and manual) is shown on the next page.



Normally closed

Normally closed

Alternate path
(side 2)

\

Normally open

Fig. 5.3.14. Bus transfer model

Normal path Load path
(side 1) \\ (side 3)
k+1 K+l \\ k+1 K+l
g+l <k+1
Lo Rul ual Ra3 uug I
— —
o ’ &)
+ +
P i - k+l -
b1 & i b3
a K+l R},] Rb3 ¢ ik
_ Iy ‘ _ Iy3
—  —» —_ —»
=) - )
k+ / K+l
T v Kl , [ TV
vt + ji41 K+l Gl K+l i ol
. i .
bel e+l ! R, R be3 il
— Lo - — I3
— =) ° ) —
k+1 k+1
ucl ucS
k+l k4l
e+l
it R, Uy,
e o)
+
k;r; ié”l Rk+1
al
e+l
_ Iys b2
— —» = =
K+l
t Ve u}l:;rl
yero el e+l
be2 P ? RcZ
2
— - =
k+1
ch

6S¢
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The center-point (non-physical) shunt resistances of IMQ each were added for the
following reasons: to compute XBT terminal voltages easily, to avoid >1 output loop

current per phase on the load side, and to be able to model XBTs with the load side

k+1

sy Makes

open-circuited (i.e., removing the last two rows and columns of R

i#'=i"=0 ). The peak leakage currents through R, and R, ~are

450~/2 /10° = 636x10° A, which are negligible.

R’y = €y (A.16)
_ a | _
R(O,O) R]fl 1 : Rxab : _Rxab
" [ [

-Ry;" R(l,l) | Ry : R,
[ e oo _

k1 Rxab : R(2,2) _RII:Z l : _Rxab

Riwr = gt R R

Rxbc : _sz (3.3) : T be
TS, T T T T, T Y T
R : R, | R(4,4) R},

| I .
L _Rxbc i _Rxbc i R:3 : R(S,S)




L+l Tkl k+17]
) U, tuy,
k41 k+1 k+1
b —Uy, U
k+1 k+1 k+1
il | b ekl Uy, TUY,
XBT | k4l |? XBT — k+1 k+1
) —Uy, tU,
k41 k+1 k+1
I U,z Uy
k41 k+1 k+1
s | Uy FUS
k+1 k+1 e+ 4+l +1 k+1
alJr lOJr la;r lZJr la; lS+
Branch skl | | skl ekt k+1 skl k+l k+1 k+l _ ck+1
t Li |[=|h Iy v | L L] Iys ls I
currents e+l _k+l e+l kel k1 _sk+l
el 4 Ir I3 I3 ls
: «k+1 k+1 <k+1 k+1
Center-point Loy | _| Tt Flay ~la3
k+1 -+l k+1 k+1
currents Lpe Ly +1, —1;
: k+1 -f+1
Center-point | v/ iR
k+1 K+l
voltages Vo iR,
k+1 k+1 pk+1 k+1 k+1 k+1
N d lt Vabl lal Ral + al +anb
ode vo ages k+1 | _ -k+1Rk+1 + k+1 + A+l k+l .
de 1 Voet || b1 f1 TUYy TV —Uy —1
s1dae k+1 .20 N 2|
Veal Va1 ~ Vel
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e+l pk+1
—uy, —I, Ry,

k+1 pk+1
cl Rcl
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k+1 e+l pk+l k+1 k+1 k+1 K+l pk+l
Node voltages Vab2 Iy Ry iy +Vi, —uyy —iy Ry,
k+1 e+ pk+l k+1 k+1 k+1 K+l pk+1
e 2 Vbeo by Ryy +uy, +vy, —u, —i, R,
siae k+1 .2 e 2
Vear Vb2 = Vpe2
k+1 k+1 K+l pk+1 k+1 k+1 pk+1 k+1
Node voltages Vab3 U,y —l Ry + Ve, iy Ry +uy,
k+1 | _ | k+l _ ck+l pk+l k+1 k+1 pk+1 k+1
e 3 - Vies | =| Upy —hyy Rz Vi tig Ry g,
s1dae k+1 _ k+1 _ k+1
Vca3 VabS Vch
k+1 _ : -k
ual - I/arcSIgn(latl)
Arcing sources ey sion(it): =10V, when arcing
ubl - arcSIgn lbl ’ arc

on normal path =0V, otherwise

k+1 _ : -k
ucl - VrcSIgn(lcl)

a

k1 . &
Uy = I/arcSIgn(laZ)
Arcing sources
k+1 _ : k.
ub2 - I/arcSIgn(le)’ Varc -

K+l _ . N
u, =V mgn(zcz)

arc

=10V, when arcing

on alternate path =0V, otherwise

Arcing sources =10V, when arcing

arc

on load path =0V, otherwise
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Bus transfer nomenclature:

{vf;l,vf;,vf;f} = terminal voltages on side 1 (normal path) (V)

{ v, (";21} = terminal voltages on side 2 (alternate path) (V)

{ Ve v, (";31} = terminal voltages on side 3 (load path) (V)

{ffl,lffl, i 1} normal path line currents (A )

{ e+l okl k4l

iy' iy, ity = alternate path line currents (A)

1
{ iy, =1oad path line currents (A)

{z’é‘” it = mesh currents (A)

k+1 k+1 k+1
Uy sUp U

normal path arcing sources (V)

k+1 k+1 +1

sy uyy uly' b =load path arcing sources (V)

k+1 k+1 k+1
{Ral ’Rbl ’R

normal path contact resistance ()

k+1 k+1 k+1
{Raz ’sz ’R 2

=
|
i} =
{u |
{ul3',u}y" ,uly'} = alternate path arcing sources (V)
{u =
=
} = alternate path contact resistance (€2)
=

k+1 k+1 k+1
{RaS ’Rb3 ’R

load path contact resistance ()

V. =arcing voltage magnitude (=10V)

arc
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APPENDIX B

THREAD SYNCHRONIZATION

B. Thread Synchronization

The thread synchronization constructs in this work are based two-way signaling,
which use auto-reset and wait-handle arrays (Autoresetivent [] in C#). When solving
p subsystems, p threads were invoked from the Windows thread pool. The first thread
(thread 1) is designated the master thread. Thread 1 has two roles: as a master, and as a
slave. When acting as a master thread, thread 1 is signals slave threads 2-p that they
may continue working after being in the wait state. As a slave thread, thread 1 is
responsible of solving subsystem 1. A high-level illustration of the thread
synchronization scheme is shown in Fig. 5.3.15.

Two rutoresetEvent[] arrays are used: a signal array and a wait array. The
signal array is used by the slave threads to signal the master thread of their readiness or
work completion. The wait array is used so that the master thread can tell slaves 2-p to
continue working (i.e., leave their wait states). The signal array works as follows. The
master thread waits on this signal array by calling the waitHandle.waitall () method.
When all slave threads fully signal the signal array, the master thread can do work alone
while slaves 2-p wait (i.e., serial work, or steps 2 and 7 in Fig. 3.4.3).

The wait array is used so that slave threads can wait for the master to finish the
serial work. When the master finishes the serial work, the master calls the set ()

method on the wait array and threads 2-p are released and can continue their work. The
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atomic  operation in C# for said signaling and waiting is the

WaitHandle.SignalAndWait () method.

Thread Synchronization Signal Array

1. All threads work
— WaitAll) concurrently Il
2. As slave threads finish,
A A A signal is signaled by each
Set() thread
3. After signal array is fully
signaled, each slave waits on
the wait array

Thread Thread Thread 4. When thread 1 finishes its
1 2 serial work and notices the
p wait array fully signaled,
= A

y thread 1 releases slave
threads waiting on wait array
5. Goto 1

I
osesley

_ WaitOne

Set()

h 4

Wait Array

Fig. 5.3.15. Thread synchronization arrays and logic

The threads were assigned to each core using the following code snippet, where

processorNumber 1s the integer that selects the core number.

foreach (ProcessThread thread in Process.GetCurrentProcess () .Threads
if (thread.Id == GetCurrentThreadId())

thread.ProcessorAffinity = (IntPtr)processorNumber;

The thread priority was left at its default value of Normal. As the SPS simulations
took place, other Windows background processes ran as well. The PCs booted normally

into Window normally when running the simulations.
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APPENDIX C

COMPONENT DISTRIBUTION

C. Component Distribution

<Partitions><Partitionlofl
MTCs="ABT1,ABT2,ABT3,ABT4,ABRTS, ABT6,ABT7,ABTS8,ABTS,ABT10,ABT11,ABT12, AB
T13,ABT14,ABT15,BRK1,BRKl 1,BRK1 2,BRK1 3,BRKl 4,BRKl 5,BRKl 6,BRKl 7,B
RK1 8,BRK1 9,BRK1 10,BRK1 11,BRK1 12,BRK1 13,BRK1 14,BRK1 15,BRK1 16,BR
K2, BRKZ 1, BRK2 2, BRK2 3, BRK2 4, BRK2 5, BRK2 6, BRK2 7,BRK2 8 BRK2 9, , BRK2
10, BRK2 11, BRK2 12, BRK2 13, BRK2 14, BRK2 15, , BRK2 16 BRK2 l7 BRK2 18, BRK2
19, BRK3 BRK3 1, , BRK3 2, BRK3 3, BRK3 4, BRK3 5, BRK3 6, BRK3 7,BRK3 8 BRK3 9
BRK3 10,BRK3 11, BRK3 12, BRK3 13, BRK3 14, BRK3 15, , BRK3 16 BRK11 1, BRK11
2 BRK11 3, BRK11 4, BRK11 5, BRK11 6, BRK11 7, BRK12 1, BRK12 2, BRK12 4, BRK12
5, BRKl3 3, BRK21 1, BRK21 2, BRK21 3, BRK21 4, BRK21 5, BRK22 1, BRK22 2,BRK2
2 3, BRK22 4, BRK22 5, BRK22 6, BRK22 7, BRK31 1, BRK31 2, BRK31 3, BRK31 4,BRK
31 _5,Cbll1, ,Cbl2,Cbl3,Cbl4,Cbl5,Cbl6,Cbl7,Cbl8,Cbl9,Cb110,Cbl11,Cbl12,Cbl
13,Cbl14,Cb115,Cbl16,Cbl17,Cbl18,Cb119,Cbl120,Cbl21,Cbl22,Cb123,Cbl24,Ch
125,Cb126,Cb127,Cb128,Cb129,Cb130,Cb131,Cb132,Cb133,CBL1l,CBL2,CBL3,CBL4
,CBL5,CBL6,CBL7,CBL8,CBLY9,CBL10,CBL11,CBL12,CBL13,CBL14,CBL15,CBL16,CBL
17,CBL18,CBL19,CBL20,CBL21,CBL22,CBL23,CBL24,CBL25,CBL26,CBL27,CBL28,CB
L29,CBL30,CBL31,CBL32,CBL33,CBL34,CBL35,CBL36,CBL37,CBL38,CBL39,CBL40,C
BL41,CBL44,CBL45,CBL46,CBL47,CBL48,CBL49,CBL50,CBL51,CBL52, CBL53, CBL54,
CBL55,CBL56,CBL57,CBL58,CBL59,CBL60, CBL61,CBL62,CBL63,CBL64,CBL65,CBL66
,CBL67,CBL68,CBL69,CBL70,CBL71,CBL72,CBL73,CBL74,CBL75,CBL76,CBL77,CBL7
8,CBL79,CBL80,CBL81,CBL82,CBL83,CBL84,CBL85,CBL86,CBL87,CBL88,CBL89,CBL
90,CBL91,CBLS2,CBL93,CBL94,CBL95,CBLY96,CBLY97,CBL98,CBL99,CBL100,CBL101,
CBL102,CBL103,CBL104,CBL105,CBL106,CBL107,CBL108,CBL109,CBL110,FLT1, FLT
2,FLT3,FLT4,FLTS5,FLT6,FLT7,FLT8,FLT9,GENL, GEN2,GEN3, Lodl, Lod2, Lod3, Lod4
, Lod5, Lod6, Lod7, Lod8, Lod9, Lod10, Lodl1l, Lodl2, Lodl3, Lodl4, Lodl5, Lodl6, Lod
17,Lodl8,Lodl9, Lod20, Lod21, Lod22, Lod23, Lod24, Lod25, Lod26, Lod27, Lod28, Lo
d29, Lod30, Lod31,Lod32,Lod33,L0D1, LOD2, LOD3,LOD4,LOD5, LOD6, LOD7,LOD8, LOD
9,1L0D10,L0D11,L0D12,L10D13,LVPl,LVP2,LVP3,LVP4,LVP5,LVP6, LVP7,LVP8,LVPO,
rvelo,Lvp1l1,1LVP12,LVP13,LVP14,1LVP15,1LVP16,LVP17,LVR1l, LVR2,MBT1,MBT2, MBT
3,MBT4,MBT5,MBT6,MBT7,MBT8,MBT9,MBT10,MBT11,MBT12,MBT13,MOT AcCpr2,MOT
AcCpr4,MOT ACcprl,MOT ACcpr3,MOT Anchor,MOT Fpmpl,MOT Fpmp2,MOT Fpmp3, M
OT Fpmp4,MOT Fpmp5,MOT Fpmp6,MOT Hpcpr2,MOT HPcprl,MOT Steerl,MOT Steer
2,MOT WPmpl,MOT WPmp2,MOT WPmp3,MOT WPmp4,XFM1,XFM2,XFM3,XFM4, XFM5, XFM6
, XFM7, XFM8, XFM9, XFM10, XFM11" />

<Partitionlof2
MTCs="ABT2,ABT3,ABT4,ABT5,ABT6, ABT7,ABT8,ABT9, ABT10,ABT12,BRK],BRKl 1,B
RK1 2,BRK1 3,BRK1 4,BRKl 5,BRK1 6,BRK1 7,BRK1 8,BRKl 9,BRK1l 10,BRK1 11,
BRKl 12, BRKl 13, BRKl 14, BRKl 15, BRKl 16 BRK2, BRKZ l BRKZ 2, BRKZ 3, BRKZ
4, BRKZ 5, BRKZ 6, BRKZ 7, BRK2 8 BRK2 9 BRKZ lO BRK2 ll BRKZ 12, BRKZ 14, BR
K2 15, BRKZ 16, BRKZ l7 BRK?2 18 BRK3 4,BRK3 5,BRK3 6 BRK3 l6 BRK11 3 BRK1
2 1 BRK12 2 BRK12 4 BRK12 5 BRK13 3 Cbl7, Cb18 Cbl9 CbllO Cblll, CbllZ Cb
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113,Cpb114,Cb115,Cb122,Cb123,Cb124,CBL1,CBL2,CBL4,CBL6,CBL22,CBL29,CBL30
,CBL31,CBL32,CBL33,CBL34,CBL35,CBL36,CBL37,CBL38,CBL39,CBL40,CBL41,CBL4
4,CBL45,CBL46,CBL47,CBL48,CBL49,CBL50,CRBL51,CBL52,CBL53,CBL54,CBL56,CBL
57,CBL58,CBL59,CBL60,CBL62,CBL63,CBL64,CBL65,CBL67,CBL74,CBL75,CBL76,CB
177,CBL78,CBL79,CBL80,CBL81,CBL82,CBL83,CBL84,CBL85,CBL86,CBL88,CBL8Y,C
BL101,CBL102,CBL103,CBL107,FLT3,GENL,GEN2,Lod7,Lod8,Lod9,Lodl0,Lodll, Lo
dl12,Lod13,Lodl4,Lodl5,Lod22,Lod23,Lod24,10D4,LOD5,L0OD6,LOD7, LOD8, LODY, L
oD10,L0OD13,LVP4,LVP5,LVP6,LVP7,LVP8,LVP9,LVP10,LVP11,LVP12, LVR]l, MBT1,MB
T5,MBT6,MBT7,MBT8, MBT9, MBT10,MOT AcCpr2,MOT ACcprl,MOT Fpmp2,MOT Fpmp3,
MOT Fpmp4,MOT Fpmp5,MOT HPcprl,MOT Steer2,MOT WPmpl,MOT WPmp2,XEFM3, XFM4
, XEM5, XFM8" />

<Partition2o0f2
MTCs="ABT1,ABT11,ABT13,ABT14,ABT15,BRK2 13,BRK2 19,BRK3,BRK3 1,BRK3 2,B
RK3 3,BRK3_7,BRK3 8,BRK3 9,BRK3 10,BRK3 11,BRK3 12,BRK3 13,BRK3 14,BRK3
_15,BRK11 1,BRK11 2,BRK11 4,BRK11 5,BRK11 6,BRK11 7,BRK21 1,BRK21 2,BRK
21 3,BRK21 4,BRK21 5,BRK22 1,BRK22 2,BRK22 3,BRK22 4,BRK22 5,BRK22 6,BR
K22 7,BRK31 1,BRK31 2,BRK31 3,BRK31 4,BRK31 5,Cbll,Cbl2,Cbl3,Cbl4,Cbl5,
Cbl6,Cbl16,Cb117,Cb118,Cb119,Cb120,Cb1l21,Cbl25,Cbl26,Cb127,Cb128,Cb129,
Cb130,Cb131,Cb132,Cb133,CBL3,CBL5,CBL7,CBL8,CBLY,CBRL10,CRL11,CBL12,CBL1
3,CBL14,CBL15,CBL16,CBL17,CBL18,CBL19,CBL20,CBL21,CBL23,CBL24,CBL25,CBL
26,CBL27,CBL28,CBL55,CBL61,CBL66,CBL68,CBL69,CBL70,CBL71,CBL72,CBL73,CB
1.87,CBL90,CBL91,CBL92,CBL93,CBLY4,CBLY95,CBLY96,CBLY97,CBL98,CBL99,CBL100,
CBL104,CBL105,CBRL106,CBL108,CBL109,CBL110,FLT1,FLT2,FLT4,FLT5,FLT6,FLT7
,FLT8,FLT9, GEN3, Lodl, Lod2, Lod3, Lod4, Lod5, Lod6, Lodl6, Lodl7, Lodl18,Lodl9,L
0d20, Lod21, Lod25, Lod26,Lod27,Lod28, Lod29, Lod30, Lod31, Lod32, Lod33,LOD1, L
0oD2,1L0D3,LOD11,L0D12,LVP1,LVP2,LVP3,LVP13,LVP14,LVP15,LVP16,LVP17,LVR2,
MBT2,MBT3,MBT4,MBT11,MBT12,MBT13,MOT AcCpr4,MOT ACcpr3,MOT Anchor,MOT F
pmpl,MOT Fpmp6,MOT Hpcpr2,MOT Steerl,MOT WPmp3,MOT WPmp4,XFM1l,XFM2, XFM6
, XFM7,XFM9, XFM10, XFM11" />

<Partitionlof3
MTCs="ABT11,ABT12,ABT14,BRKl 11,BRK2 7,BRK3 12,BRK3 13,BRK11 1,BRK1l 2,
BRK11 3,BRK1l1 4,BRK11 5,BRK1l1 6,BRK11 7,BRK12 1,BRK12 2,BRK13 3,BRK2l 1
,BRK21 2,BRK21 3,BRK21 4,BRK21 5,BRK31 1,BRK31 2,BRK31 3,BRK31 4,BRK31
5,Cbl14,Cbl5,Cbl6,Cbll6,Cb117,Cb118,Cb119,Cb120,Cb121,Cbl22,Cbl23,Cbl24,
Cb131,Cbl132,Cb133,CBRL13,CRL14,CRL15,CBRL16,CRL17,CRBL18,CBL19,CRBL20,CRL21
,CBL22,CBL55,CBL64,CBL66,CBL67,CBL68,CBL69,CBL70,CBL71,CBL72,CBL73,CBL7
6,CBL77,CBL78,CBL81,CBL87,CBLY90,CBL91,CBL92,CBL93,CBL104,CBL105,CBL106,
CBL107,FLT1,FLT2,FLT4,FLT5,FLT6, FLT7,FLT8,FLTY,Lod4, Lod5, Lod6,Lodl6, Lod
17,Lod1l8,Lod19, Lod20, Lod21, Lod22, Lod23, Lod24, Lod31, Lod32,Lod33,L0OD1,LOD
2,L0D3,L0D4,L0D11,L0D12,1L0D13,LVP13,LVP17,MBT1,MMBT3,MBT4, MBT5,MBT11,MOT
_Anchor,MOT Fpmpl, XFM2, XFM6, XFM7, XFM8, XFM11" />

<Partition20f3

MTCs="ABT4,ABT5,ABT6,ABT7,ABTS, ABT9,ABT10,BRK1,BRK1 1,BRK1 2,BRKl 4,BRK
1 5,BRK1 6,BRKl 7,BRKl 8,BRKl 9,BRK1 10,BRKl 12,BRK1 13,BRK1 14,BRKl 15
,BRK1 16,BRK2,BRK2 1,BRK2 2,BRK2 3,BRK2 4,BRK2 5,BRK2 6,BRK2 9,BRK2 10,
BRK2 11,BRK2 12,BRK2 14,BRK2 15,BRK2 16,BRK2 17,BRK12 5,Cb110,Cbl11,Cbl
12,Cbl13,Cbl1l14,Cbl15,CBL1l,CBL2,CBL6,CBL35,CBL37,CBL38,CBL39,CBL40,CBL41
,CBL44,CBL45,CBL46,CBL47,CBL48,CBL49,CBL50,CBL51,CBL52,CBL53,CBL56, CBLS
7,CBL58,CBL59,CBL60,CBL62,CBL63,CBL74,CBL75,CBL80,CBL82,CBL83,CBL84,CBL
85,CBL86,CBL88,CBL89,CBL101,CBL102,CBL103,FLT3,GEN1,GEN2, Lod10, Lodl1l, Lo
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dl2,Lod13,Lodl4,Lodl5,L0D7,1L0D8,L0D9,L0OD10,LVP4, LVP5, LVP6,LVP7,LVP8, LVP
9,LvP10,LVP11,LVP12,MBT7,MBT8,MBT9,MBT10,MOT AcCpr2,MOT ACcprl,MOT Fpmp
2,MOT Fpmp3,MOT Fpmp4,MOT Fpmp5,MOT HPcprl,MOT WPmpl,MOT WPmp2,XEFM4, XFM
5" />

<Partition3of3
MTCs="ABT1,ABT2,ABT3,ABT13,ABT15,BRKl 3,BRK2 8,BRK2 13,BRK2 18,BRK2 19,
BRK3,BRK3 1,BRK3 2,BRK3 3,BRK3 4,BRK3 5,BRK3 6,BRK3 7,BRK3 8,BRK3 9,BRK
3 10,BRK3 11,BRK3 14,BRK3 15,BRK3 16,BRK12 4,BRK22 1,BRK22 2,BRK22 3,BR
K22 4,BRK22 5,BRK22 6,BRK22 7,Cbll1l,Cbl2,Cbl3,Cbl7,Cbl8,Cbl9,Cb1l25,Cbl26
,Cbl127,Cbl28,Cbl129,Cb130,CBL3,CBL4,CBLS,CBL7,CBL8,CBLS,CBL10,CBL11l,CBL1
2,CBL23,CBL24,CBL25,CBL26,CBL27,CBL28,CBL29,CBL30,CBL31,CBL32,CBL33,CBL
34,CBL36,CBL54,CBL61,CBL65,CBL79,CBLY94,CBLY95,CBLY96,CBLY7,CBL98,CBLI9S,CB
L100,CBL108,CBL109,CBL110,GEN3, Lodl, Lod2, Lod3, Lod7, Lod8, Lod9, Lod25, Lod2
6,Lod27,Lod28,Lod29, Lod30,LOD5, LOD6, LVP1, LVP2,LVP3,LVP14,LVP15,LVP16, LV
R1,LVR2,MBT2,MBT6,MBT12,MBT13,MOT AcCprd4,MOT ACcpr3,MOT Fpmp6,MOT Hpcpr
2,MOT Steerl,MOT Steer2,MOT WPmp3,MOT WPmp4,XFM1,XFM3,XFM9,XFM10" />

<Partitionlof4
MTCs="ABT3,ABT4,ABT5,ABT10,ABT12,BRKl 5,BRKl 6,BRK1 11,BRKl1 12,BRK2 5,B
RK2 11,BRK2 14,BRK2 15,BRK2 16,BRK2 18,BRK3 5,BRK3 6,BRK11 3,BRK12 1,BR
K12 2,BRK12 4,BRK12 5,BRK13 3,Cbl7,Cbl8,Cbl9,Cbl13,Cbl14,Cbll5,Cbl22,Cb
123,Cbl124,CBL22,CBL31,CBL32,CBL33,CBL34,CBL39,CBL41,CBL44,CBL45,CBL47,C
BL51,CBL54,CBL57,CBL62,CBL63,CBL64,CBL65,CBL67,CBL76,CBL77,CBL78,CBL79,
CBL80,CBL81,CBL82,CBL102,CBL103,CBL107,Lod7,Lod8, Lod9,Lodl3,Lodl4,Lodl5
,Lod22,Lod23, Lod24,10D4,1L0D5, LOD6,LOD10, LOD13,LVP6, LVP7, LVP8, LVP10, MBT1
,MBT5,MBT6,MBT9,MOT Fpmp2,MOT Fpmp3,MOT WPmpl,MOT WPmp2,XFM3,XFM5, XFM8"
/>

<Partition2o0f4
MTCs="ABT2,ABT6,ABT7,ABT8, ABT9,BRK1,BRK1 1,BRKl 2,BRKl 3,BRKl 4,BRKl 7,
BRK1 8,BRKl1 9,BRK1 10,BRK1 13,BRK1 14,BRKl 15,BRKl 16,BRK2,BRK2 1,BRK2
2,BRK2 3,BRK2 4,BRK2 6,BRK2 7,BRK2 8,BRK2 9,BRK2 10,BRK2 12,BRK2 17,BRK
3 4,BRK3 16,Cbl110,Cbl11l,Cbl12,CBL1,CBL2,CBL4,CBL6,CBL29,CBL30,CBL35,CBL
36,CBRL37,CBL38,CBL40,CBL46,CBL48,CBL49,CBL50,CBL52,CBL53,CBRL56,CRL58,CB
1L59,CBL60,CBL74,CBL75,CBL83,CBL84,CBL85,CRL86,CBL8S, CBL8Y,CBL101,FLT3,G
EN1,GEN2, Lod10,Lodll,Lod12,L0D7,L0D8,L0ODY, LVP4,LVP5,LVP9, LVP11l,LVP12,LV
R1,MBT7,MBT8,MBT10,MOT AcCpr2,MOT ACcprl,MOT Fpmp4,MOT Fpmp5,MOT HPcprl
,MOT Steer2,XFM4" />

<Partition3of4
MTCs="ABT1,ABT13,ABT15,BRK2 13,BRK2 19,BRK3,BRK3 1,BRK3 2,BRK3 3,BRK3 7
,BRK3 8,BRK3 9,BRK3 10,BRK3 11,BRK3 12,BRK3 13,BRK3 14,BRK3 15,BRK22 1,
BRK22 2,BRK22 3,BRK22 4,BRK22 5,BRK22 6,BRK22 7,Cbll,Cbl2,Cbl3,Cbl25,Cb
126,Cb127,Cbl128,Cbl129,Cb130,CBL3,CBL5,CBRL7,CBLS8,CBLY,CBL10,CBL11,CBL12,
CBL13,CBL23,CBL24,CBL25,CBL26,CBL27,CBL28,CBL61,CBL94,CBL95,CBL96,CBL97
,CBL98,CBL99,CBL100,CBL108,CBL109,CBL110,GEN3,Lodl,Lod2,Lod3, Lod25,Lod2
6,Lod27,Lod28,L0od29, Lod30,LVP1,LVP2,LVP3,LVP14,LVP15,LVP16, LVR2,MBT2, MB
T12,MBT13,MOT AcCpr4,MOT ACcpr3,MOT Fpmp6,MOT Hpcpr2,MOT Steerl,MOT WPm
p3,MOT WPmp4, XFM1,XFM9, XFM10" />

<Partitiondof4
MTCs="ABT11,ABT14,BRK11 1,BRK11 2,BRK11 4,BRK1l1 5,BRK11 6,BRK11 7,BRK21
_1,BRK21 2,BRK21 3,BRK21 4,BRK21 5,BRK31 1,BRK31 2,BRK31 3,BRK31 4,BRK3
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1 5,Cbl4,Cbl5,Cbl6,Cbl16,Cb117,Cb118,Cb119,Cb120,Cb1l21,Cb131,Cb132,Cb1l3
3,CBL14,CBL15,CBL16,CBL17,CBL18,CBL19,CBL20,CBL21,CBL55,CBL66, CBL68,CBL
69,CBL70,CBL71,CBL72,CBL73,CBL87,CBL90,CBL91,CBL92,CBL93,CBL104,CBL105,
CBL106,FLT1,FLT2,FLT4,FLTS5,FLT6, FLT7,FLT8,FLTY9, Lod4, Lod5, Lod6, Lodl6, Lod
17,Lod1l8,Lod19,Lod20,Lod21, Lod31, Lod32, Lod33,L0OD1,LOD2,LOD3,LOD11,LOD12
,LVP13,LVP17,MBT3,MBT4,MBT11,MOT Anchor,MOT Fpmpl,XFM2,XFM6, XFM7,XFM11"
/>

<Partitionlofb
MTCs="ABT12,ABT14,BRKl 11,BRK2 11,BRK3 11,BRK3 12,BRK3 15,BRK11 3,BRKI12
_1,BRK12 2,BRK12 4,BRK12 5,BRK13 3,BRK21 5,BRK31 1,BRK31 2,BRK31 3,BRK3
1 4,BRK31 5,Cbl7,Cbl8,Cbl9,Cbl22,Cbl23,Cbl24,Cbl31,Cbl32,Cb133,CBL11,CB
L15,CBLl6,CBL17,CBL19,CBL20,CBL22,CBL23,CBL51,CBL64,CBL67,CBL76,CBL77,C
BL78,CBL79,CBL80,CBL81,CBL87,CBL102,CBL106,CBL107,Lod7,Lod8,Lodd, Lod22,
Lod23,Lod24,Lod31,Lod32,Lod33,L0OD1,L0OD2,1L0D4,10D10,L0D13, LVP3,MBT1,MBT5
,MBT9,MOT Hpcpr2,XFM3, XFM8,XFM11" />

<Partition20f5

MTCs="ABT11,BRKl 9,BRK2 7,BRK3 13,BRK11 1,BRK1l1 2,BRK11 4,BRK11 5,BRKI11
_6,BRK11 7,BRK21 1,BRK21 2,BRK21 3,BRK21 4,Cbl4,Cbl5,Cbl6,Cbl1l6,Cbll7,C
b118,Cb1l19,Cb120,Cbl21,CBL13,CBL14,CBL18,CBL21,CBL55,CBL66,CBL68,CBL69,
CBL70,CBL71,CBL72,CBL73,CBLY90,CBL91,CBL92,CBL93,CRBL104,CBL105,FLT1,FLT2
,FLT3,FLT4,FLT5,FLT6,FLT7,FLT8, FLT9, Lod4, Lod5, Lod6, Lodl6, Lodl7, Lodl8, Lo
dl9,LodZO,Lole,LOD3,LODll,LODlZ,LVP13,LVP17,MBT3,MBT4,MBTll,MOTiAnChor
,MOT_ Fpmpl, XFM2, XFM6, XEM7" />

<Partition3of5
MTCs="ABT1,ABT13,ABT15,BRK3 2,BRK3 3,BRK3 7,BRK3 9,BRK3 10,BRK3 14,BRK2
2 1,BRK22 2,BRK22 3,BRK22 4,BRK22 5,BRK22 6,BRK22 7,Cbll,Cbl2,Cbl3,Cbl2
5,Cbl26,Cb127,Cb128,Cb129,Cb130,CBL7,CRBLS,CBLY,CBL10,CBL12,CBL24,CBL25,
CBL26,CBL28,CBL61,CBL%94,CBL95,CBL96,CBLY97,CBL98,CBL99,CBL100,CBL108, CBL
109,CBL110, Lodl, Lod2, Lod3, Lod25, Lod26, Lod27, Lod28, Lod29, Lod30, LVP1, LVP2
,LVP14,LVP15,LVP16, LVR2,MBT2,MBT12,MBT13,MOT AcCpr4,MOT ACcpr3,MOT Fpmp
6,MOT Steerl,MOT WPmp3,MOT WPmp4,XFM1,XFM9,XFM10" />

<Partition4dofb

MTCs="ABT4,ABT5, ABT6,ABT7,ABT8, ABT9, BRK1,BRK1 1,BRK1 2,BRK1 4,BRK1 5,BR
Kl 6,BRK1 7,BRK1 8,BRKl1 10,BRKl 13,BRK1 15,BRKl1 16,BRK2 1,BRK2 2,BRK2 4
,BRK2 10,BRK2 12,BRK2 15,BRK2 16,BRK3 16,CBL1,CBL4,CBL6,CBL35,CBL37,CBL
38,CBRL39,CBL40,CBL41,CBL44,CBL45,CBL47,CBL48,CBL49,CBL50,CBRL52,CRL58,CB
L60,CBL63,CBL74,CBL75,CBL83,CBL85,CBL86,CRL89,CBL101,GEN1,LOD7,LOD8, LOD
9,LVP4,LVP5,LVP6,LVP7,LVP8,LVP9, LVP12,MBT7,MBT8,MOT AcCpr2,MOT ACcprl,M
OT_ Fpmp3,MOT Fpmp5,MOT HPcprl,MOT WPmpl,MOT WPmp2" />

<Partitionbofb
MTCs="ABT2,ABT3,ABT10,BRKl 3,BRK1 12,BRKl 14,BRK2,BRK2 3,BRK2 5,BRK2 6,
BRK2 8,BRK2 9,BRK2 13,BRK2 14,BRK2 17,BRK2 18,BRK2 19,BRK3,BRK3 1,BRK3
4,BRK3_5,BRK3 6,BRK3 8,Cbl110,Cbl11,Cbl12,Cbl13,Cbl14,Cbl1l5,CBL2,CBL3,CB
15,CBL27,CBL29,CBL30,CBL31,CBL32,CBL33,CBL34,CBL36,CBL46,CBL53,CBL54,CB
L56,CBL57,CBL59,CBL62,CBL65,CBL82,CBL84,CBL88,CBL103,GEN2,GEN3, Lod10, Lo
dll,Lodl2,Lodl3,Lodl4,Lodl5,LOD5,L0OD6,LVP10,LVP1]1, LVR]1,MBT6,MBT10,MOT F
pmp2,MOT Fpmp4,MOT Steer2, XFM4, XFM5" />
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<Partitionlofo6

MTCs="ABT3,ABT6,ABT12, BRK1 4 BRK1 10,BRK2 10,BRK2 17,BRK3 6,BRK11 3,BRK
12 1,BRK12 2,BRK12 4,BRK12 5, BRK13 3,Cbl7, Cbl8 Cbl9 Cbl22, Cb123 Cb124 C
BL22 CBL33, CBL34 CBL37 CBL38 CBL4o, CBL52 CBL54,CBL64,CBL67,CBL74,CBL75,

CBL76,CBL77,CBL78,CBL79,CBL80,CBL81,CBL102,CBL107,Lod7,Lod8,Lod9, Lod22,
Lod23,Lod24,LOD4,LOD6,LODS,LODlO,LOD13,LVP4,MBT1,MBT5,MBT7,MBT9,MOT7ACC
prl, XFM3,XFM8" />

<Partition20f6
MTCs="ABT2,ABT5,ABT8,ABT9,BRK1,BRK1 1,BRK1 2,BRKl 3,BRKl 5,BRKl 7,BRKl
8,BRK1 9,BRK1 11,BRK1 13,BRK1 14,BRK1 16,BRK2 1,BRK2 3,BRK2 4,BRK2 9,BR
K2 12,BRK3 4,BRK3 16,CBL1,CBL4,CBL6,CBL29,CBL30,CBL35,CBL36,CBL39,CBL40
,CBL45,CBL48,CBL49,CBL50,CBL53,CBL58,CBL59,CBL83,CBL84,CBL88,CBL89,CBL1
01,FLT3,GEN1,LOD7,L0D9, LVP5, LVP§, LVP11l,LVP12, LVR1,MBT8,MBT10,MOT AcCpr2
,MOT Fpmp3,MOT Fpmp4,MOT HPcprl,MOT Steer2" />

<Partition3o0f6

MTCs="ABT4,ABT7,ABT10,BRK1 6,BRK1 12,BRK1l 15,BRK2,BRK2 2,BRK2 5,BRK2 6,
BRK2 7,BRK2 8,BRK2 11,BRK2 14, BRK2 15, BRK2 16,BRK2 18, BRK3 5, CbllO Cbll
1, CbllZ Cbll3 Cbll4 Cbl1ls, CBL2 CBL31 CBL32, CBL41 CBL44 CBL47 CBL51,CBLS
6,CBL57,CBL60,CBL62,CBL63,CBL65,CBL82,CBL85,CBL86,CBL103,GEN2,Lod10, Lod
11,Lod12,Lod13,Lod14,Lodl5,L0D5,LVP6, LVP7,LVP9, LVP10,MBT6, MOT Fpmp2,MOT
_Fpmp5,MOT _WPmpl,MOT WPmp2, XFM4,XFM5" />

<Partitiondofo6

MTCs="ABT11,BRK11 1,BRK11 2,BRK11 4,BRK1l1 5,BRK11 6,BRK11 7,BRK21 1,BRK
21 2,BRK21 3,BRK21 4,BRK21 5,Cbll6,Cbl17,Cbl18,Cbl19,Cbl120,Cb1l21,CBL1S,
CBL21,CBL55,CBL66,CBL68,CBL69,CBL70,CBL71,CBL72,CBL73,CBL87,CBL90,CBLS1
,CBL92,CBL93,CBL104,CBL105,FLT1,FLT2,FLT4,FLTS5,FLT6, FLT7,FLT8,FLTY9, Lodl
6,Lodl7,Lodl8,Lodl19, Lod20, Lod21,L0OD3,LOD11,L0OD12,LVP13,LVP17,MBT4,MBT11
,MOT Anchor,MOT Fpmpl, XFM6, XFM7" />

<Partitionbof6
MTCs="ABT1,ABT13,ABT15,BRK2 13,BRK2 19,BRK3,BRK3 1,BRK3 2,BRK3 3,BRK3 7
,BRK3 8,BRK3 10,BRK3 11,BRK3 15,BRK22 1,BRK22 3,BRK22 5,BRK22 6,BRK22 7
,Cb128,Cb129,Cb130,CBL3,CBL5,CBL7,CBL8,CBLY9,CBL10,CBL11,CBL23,CBL24,CBL
25,CBL27,CBL28,CBL61,CRL94,CBL95,CBLY96,CBL98,CBL100,CBL108,CBRL109, GEN3,
Lod28,Lod29,Lod30,LVPl,LVP2,LVP3,LVP14,LVP15, LVR2, MBT2,MBT12,MOT ACcpr3
,MOT Fpmp6,MOT Hpcpr2,MOT Steerl,MOT WPmp3,MOT WPmp4,XFM10" />

<Partition6of6

MTCs="ABT14,BRK3 9,BRK3 12,BRK3 13,BRK3 14,BRK22 2,BRK22 4,BRK31 1,BRK3
1 2,BRK31 3, BRK31 4, BRK31 5, Cbll Cbl2, Cbl3 Cbl4, Cb15 Cbl6 Cbl25, Cb126 C
bl27 Cbl3l Cbl32, Cbl33 CBL12 CBL13,CBL14,CBL15,CBL16,CBL17,CBL19,CBL20,
CBL26,CBL97,CBL99,CBL106,CBL110,Lodl, Lod2, Lod3, Lod4, Lod5, Lod6, Lod25, Lod
26,Lod27,Lod3l,Lod32,Lod33,LODl,LOD2,LVP16,MBT3,MBT13,MOTiACCpr4,XFMl,X
FM2, XFM9, XFM11" />

<Partitionlof7

MTCs="ABT2,ABT5,ABTS8,BRK1,BRK1 1,BRK1 2,BRK1 3,BRK1l 4,BRK1l 5,BRKl 6,BRK
1 7,BRK1 8,BRK1 9,BRK1 10, BRK1 13, BRK1 15, BRK2 4, BRK3 4, CBLl CBL29 CBL3
0,CBL35,CBL36,CBL37,CBL38,CBL39,CBL40,CBL44,CBL45,CBL48, CBL49, CBL58, CBL
74,CBL83,CBL85,CBL89, FLT3,GEN1,LOD7,LVP4,LVP5, LVP8, LVP12, LVR1, MBT7,MBTS8
,MOT AcCpr2,MOT ACcprl,MOT Fpmp3,MOT HPcprl,MOT Steer2" />
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<Partition20f7
MTCs="ABT3,ABT4,ABT6,ABT7,ABT9,ABT10,BRKl 12,BRK1 16,BRK2,BRK2 1,BRK2 2
,BRK2 5,BRK2 7,BRK2 8,BRK2 9,BRK2 10,BRK2 12,BRK2 15,BRK2 16,BRK2 17,BR
K27l8,BRK376,CBL2,CBL6,CBL33,CBL34,CBL41,CBL46,CBL47,CBL5O,CBL52,CBL53,
CBL54,CBL57,CBL60,CBL63,CBL75,CBL82,CBL86,CBL101,CBL103,GEN2,LOD6,LODS,
LODY9, LVP6,LVP7,LVP9,LVP10,MOT Fpmp2,MOT Fpmp5,MOT WPmpl,MOT WPmp2" />

<Partition3of7

MTCs="BRK1 11,BRK1 14,BRK2 3,BRK2 6,BRK2 11,BRK2 14,BRK12 2,BRK12 4,BRK
12 5,Cbl7,Cb18,Cb19,Cb110,Cb111,Cb112,Cb113,Cb114,Cb1l15,CBL51,CBL56,CBL
59,CBL62,CBL64,CBL77,CBL79,CBL80,CBL81,CBL84,CBL88,CBL102,Lod7,Lod8,Lod
9,L0od10,Lodl1l,Lod12,Lodl3,Lod14,Lodl5,10D10,L0OD13,LVP11,MBT1,MBTS, MBT10
,MOT_ Fpmp4, XFM3, XFM4 , XEM5" />

<Partitiondof7

MTCs="ABT14,BRK3 12,BRK12 1,BRK21 1,BRK21 2,BRK21 3,BRK21 4,BRK21 5,BRK
31 _1,BRK31 2,BRK31 3,BRK31 4,BRK31 5,Cbl16,Cbl17,Cbl18,Cb1l31,Cbl32,Cbl3
3,CBL15,CBL16,CBL17,CBL18,CBL19,CBL20,CBL22,CBL55,CBL76,CBL87,CBL90,CBL
92,CBL93,CBL105,CBL106, FLT6,FLT7,Lodl6,Lodl7,Lodl8, Lod31,Lod32,Lod33,L0
D1,L0D2,L0OD4,L0OD11,L0D12,MBT5,MBT11, XFM6, XFM11" />

<Partition5of7
MTCs="ABT11,ABT12,BRK3 13,BRK11 1,BRK11 2,BRK11 3,BRK11 4,BRK11 5,BRK11
_6,BRK11 7,BRK13 3,Cbl19,Cbl20,Cbl21,Cbl22,Cbl23,Cbl24,CBL13,CBL21,CBL6
6,CBL67,CBL68,CBL69,CBL70,CBL71,CBL72,CBL73,CBL78,CBL91,CBL104,CBL107,F
LT1,FLT2,FLT4,FLT5,FLT8,FLTY9, Lodl9, Lod20, Lod21, Lod22, Lod23, Lod24,LOD3, L
VP13, LVP17,MBT3,MBT4,MOT Anchor,MOT Fpmpl,XFM7,XFM8" />

<Partition6of?
MTCs="ABT1,ABT15,BRK2 19,BRK3,BRK3 1,BRK3 2,BRK3 5,BRK3 7,BRK3 9,BRK3 1
0,BRK3 11,BRK3 14,BRK3 15,BRK3 16,BRK22 4,Cbl1l,Cbl2,Cbl3,CBL3,CBL4,CBL5
,CBL7,CBL8,CRL11,CBL12,CBL23,CBL24,CBL25,CBL26,CBL28,CBL31,CBL32,CBL65,
CBL97,CBL110,GEN3, Lodl, Lod2, Lod3, LOD5, LVP1, LVP3,LVP16,LVR2,MBT6,MBT13,M
OT AcCpr4,MOT Fpmp6,MOT Hpcpr2,MOT Steerl,XFM1" />

<Partition7o0f7

MTCs="ABT13,BRK2 13,BRK3 3,BRK3 8,BRK22 1,BRK22 2,BRK22 3,BRK22 5,BRK22
_6,BRK22 7,Cbl4,Cbl5,Cbl6,Cbl25,Cbl26,Cbl127,Cbl128,Cb129,Cb130,CBLY, CBL1
0,CBL14,CBL27,CBL61,CBL94,CBL95,CBL96,CBL98,CBL99,CBL100,CBL108,CBL109,
Lod4, Lod5, Lod6, Lod25, Lod26, Lod27, Lod28, Lod29, Lod30, LVP2, LVP14,LVP15,MBT
2,MBT12,MOT ACcpr3,MOT WPmp3,MOT WPmp4,XFM2,XFM9,XFM10" />

<Partitionlof8
MTCs="ABT3,ABT12,BRK1 11,BRK2 11,BRK3 6,BRK11 3,BRK12 1,BRK12 2,BRK12 4
,BRK12 5,BRK13 3,Cbl7,Cbl8,Cbl9,Cbl22,Cbl23,Cbl24,CBL22,CBL33,CBL51,CBL
54,CBL64,CBL67,CBL76,CBL77,CBL78,CBL79,CBL80,CBL81,CBL102,CBL107, Lod7, L
od8,Lod9, Lod22,Lod23, Lod24,LOD4,L0D10,LOD13,MBT1,MBT5,MBT9, XFM3, XFM8"
/>

<Partition20f8
MTCs="ABT4,ABT5,ABT10,BRKl 5,BRK1 6,BRK1 12,BRK2 5,BRK2 14,BRK2 15,BRK2
716,BRK2718,BRK375,Cbll3,Cbll4,Cbll5,CBL31,CBL32,CBL34,CBL39,CBL41,CBL4
4,CBL45,CBL47,CBL57,CBL62,CBL63,CBL65,CBL82,CBL103, Lodl3, Lodl4, Lodl5, LO
D5, LOD6,LVP6,LVP7,LVP8, LVP10,MBT6,MOT Fpmp2,MOT Fpmp3,MOT WPmpl,MOT WPm
p2,XFM5" />
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<Partition3o0f8
MTCs="ABT2,ABT7,BRKl,BRKl 1,BRKl 3,BRKl 7,BRKl 8,BRKl 9,BRKl 10,BRKl 14
,BRK1 15,BRK2 2,BRK2 3,BRK2 12,BRK3 4,BRK3 16,CBL1,CBL4,CBL29,CBL30,CBL
36,CBL40,CBL48,CBL49,CBL50,CBL59,CBL60,CBL74,CBL84,CBL85,CBL86,CBL88, FL
T3,GEN1,LOD7,LVP5,LVP9,LVP11l, LVR1, MBT8,MBT10,MOT Fpmp4,MOT Fpmp5,MOT HP
cprl,MOT Steer2" />

<Partitiondof8
MTCs="ABT6,ABTS8,ABT9,BRKl 2,BRKl 4,BRK1 13,BRKl 16,BRK2,BRK2 1,BRK2 4,B
RK2_ 6,BRK2_ 7,BRK2 8,BRK2 9,BRK2 10,BRK2 17,Cbl10,Cbl11,Cbl12,CBL2,CBL6,
CBL35,CBL37,CBL38,CBL46,CBL52,CBL53,CBL56,CBL58,CBL75,CBL83,CBL89,CBL10
1,GEN2,Lod10,Lod11,Lod12,L0OD8,LODY, LVP4, LVP12,MBT7,MOT AcCpr2,MOT ACcpr
1,XEM4" />

<Partition5of8
MTCs="ABT1,ABT15,BRK2 13,BRK3 2,BRK3 3,BRK3 8,BRK3 10,BRK22 2,BRK22 3,B
RK22 5,BRK22 6,BRK22 7,Cbl25,Cbl26,Cbl27,CBL7,CBL8,CBLY,CBL10,CBL24, CBL
25,CBL27,CBL61,CBL94,CBL95,CBL96,CBL98,CBL99,CBL109, Lod25,Lod26,Lod27,L
VP1l,LVP2,LVP14,LVP15,LVR2,MBT2,MBT12,MOT ACcpr3,MOT Fpmp6,MOT Steerl,MO
T WPmp3,MOT WPmp4,XEMO" />

<Partition6of8

MTCs="ABT13,BRK2 19,BRK3,BRK3 1,BRK3 7,BRK3 9,BRK3 11,BRK3 12,BRK3 13,B
RK3 14,BRK3_15,BRK22 1,BRK22 4,Cbll,Cbl2,Cbl3,Cbl28,Cbl29,Cb130,CBL3,CB
15,CBL11,CBL12,CBL13,CBL23,CBL26,CBL28,CRLY7,CBL100,CBL108,CBL110, GEN3,
Lodl, Lod2, Lod3, Lod28,Lod29,Lod30,LVP3,LVP16,MBT13,MOT AcCpr4,MOT Hpcpr2
, XFM1, XFM10" />

<Partition70f8

MTCs="ABT14,BRK21 1,BRK21 2,BRK21 3,BRK21 4,BRK21 5,BRK31 1,BRK31 2,BRK
31 4,BRK31 5,Cbll6,Cbl17,Cbl18,Cbl131,Cb132,Cb133,CBL15,CBL16,CBL17,CBL1
9,CBL20,CBL55,CBL87,CBL90,CBL91,CBL92,CBL93,CBL105,CBL106, FLT5, FLT6, FLT
7,Lodl6,Lodl7,Lodl8, Lod31, Lod32, Lod33,L0D1,LOD2,L0D11,1L0D12,MBT11, XFM6,
XFM11"™ />

<Partition8of8

MTCs="ABT11,BRK11 1,BRK11 2,BRK1l1 4,BRK1l1 5,BRK11 6,BRK11 7,BRK31 3,Cbl
4,Cbl5,Cbl6,Cbl119,Cb120,Cb121,CBL14,CBL18,CBL21,CBL66,CBL68,CBL69,CBL70
,CBL71,CBL72,CBL73,CBL104,FLT1,FLT2,FLT4,FLT8,FLTY9, Lod4, Lod5, Lod6, Lod19
,Lod20,Lod21,10D3,LVP13,LVP17,MBT3,MBT4,MOT Anchor,MOT Fpmpl, XFM2, XFM7"
/>

<Partitionlof9
MTCs="ABT2,ABT6,BRK1,BRK1 1,BRKl 3,BRKl 6,BRK1 7,BRKl 8,BRKl1 9,BRKl1 10,
BRK1 14,BRK1 16,BRK2 1,BRK2 3,BRK2 10,BRK3 4,CBLl,CBL6,CBL29,CBL30,CBL3
6,CBL40,CBL49,CBL52,CBL59,CBL74,CBL75,CBL84,CBL88, FLT3, GEN1,LOD8, LVP5, L
VP11, LVR1,MBT10,MOT Fpmp4,MOT HPcprl,MOT Steer2" />

<Partition2o0f9
MTCs="ABT4,ABT7,ABT8,ABT9,BRK]1 2,BRK1 4,BRKl 13,BRK1 15,BRK2 2,BRK2 4,B
RK2 9,BRK2 15,BRK2 17,CBL35,CBL37,CBL38,CBL41,CBL44,CBL46,CBL53,CBL58,C
BL60,CBL63,CBL83,CBL85,CBL86,CBL8Y9,CBL101,L0DY9, LVP4,LVP6,LVP7,LVPY, LVP]1
2,MBT7,MOT AcCpr2,MOT ACcprl,MOT Fpmpb5,MOT WPmpl,MOT WPmp2" />

<Partition3o0f9
MTCs="ABT3,ABT5,ABT10,BRKl 5,BRK1 12,BRK2,BRK2 5,BRK2 6,BRK2 7,BRK2 8§,B
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RK2 16,BRK2 18,BRK3 6,Cbl10,Cbl11,Cb112,CBL2,CBL32,CBL33,CBL34,CBL39,CB
L45,CBL47,CBL54,CBL56,CBL57,CBL65,CBL82,CBL103,GEN2, Lod10, Lodll,Lod12, L
oD5,1L0D6, LVP8, LVP10,MBT6, MOT Fpmp2,MOT Fpmp3, XEM4" />

<Partitiondof9

MTCs="BRK1 11,BRK2 11,BRK2 12,BRK2 14,BRK3 11,BRK12 2,BRK12 4,BRK12 5 C
bl7,Cbls, Cbl9 Cbll3 Cbll4, CbllS CBL23 CBL48 CBL50, CBL51 CBL62 CBL64, , CBL
77,CBL79,CBL80,CBL81,CBL102, Lod7,Lod8,Lod9, Lodl13, Lod14, Lodl5,L0OD7,L0OD10
,LOD13,MBT1,MBT8,MBT9, XFM3, XFM5" />

<Partition50f9

MTCs="ABT1,BRK2 19,BRK3,BRK3 1,BRK3 2,BRK3 5,BRK3 9,BRK3 10,BRK3 14,BRK
3 15,BRK3 16,BRK22 4,BRK22 5,Cbll,Cbl2,Cbl3,CBL3,CBL4,CBL5,CBL11,CBL12,
CBL24,CBL25,CBL26,CBL31,CBL96,CBLY97,CBL110,GEN3, Lodl, Lod2, Lod3, LVP3, LVP
16,LVR2,MBT13,MOT AcCpr4,MOT Hpcpr2,MOT Steerl,XFM1" />

<Partition6of9
MTCs="ABT13,ABT15,BRK2 13,BRK3 3,BRK3 7,BRK22 1,BRK22 2,BRK22 3,BRK22 6
,BRK22 7,Cbl25,Cbl126,Cbl27,Cbl28,Cb129,Cb130,CBL7,CBLS,CBLS,CBL10,CBL28
,CBL61,CBL94,CBL95,CBL99,CBL100,CBL108,Lod25, Lod26,Lod27,Lod28,Lod29, Lo
d3O,LVPl,LVPZ,MBT2,MOTiACCpr3,MOT7Fpmp6,XFM9,XFM10" />

<Partition70f9

MTCs="ABT14,BRK3 8,BRK3 12,BRK12 1,BRK31 1,BRK31 2,BRK31 3,BRK31 4,BRK3
1 5,Cbl31,Cbl32, Cbl33 CBL15 CBL16 CBL17, CBL18 CBL19 CBL2O CBL21, CBL22 C
BL27 CBL76,CBL98,CBL106,CBL109, Lod31,Lod32,Lod33,L0D1,L0OD2,LOD3, LOD4, LV
P14,LVP15,MBT4,MBT5,MBT12,MOT WPmp3,MOT WPmp4,XFM11" />

<Partition8of9

MTCs="ABT11,BRK3 13,BRK11 7,BRK21 l BRK21 2,BRK21 3,BRK21 5,Cbl4,Cbl5,C
bl6,Cbll6,Cbl17, Cb118 CBL13 CBL14, CBL55 CBL71 CBL87 CBL91, CBL92 CBL93,C
BL104,FLT4,FLTS5,FLT6,FLT7,FLT8,FLT9, Lod4, Lod5, Lod6,Lodl6,Lodl7,Lodl8,LO
D11,LVP13,MBT3,MOT Fpmpl,XFM2, XFM6" />

<Partition9o0f9

MTCs="ABRT12,BRK11 1,BRK11 2,BRK11 3,BRK11 4,BRK11 5,BRK11l 6,BRK13 3,BRK
21 4,Cbl119,Cbl20, CblZl Cb122 Cb123 Cbl24, CBL66 CBL67 CBL68 CBL69, CBL7O
CBL72 CBL73,CBL78,CBL90,CBL105,CBL107,FLT1,FLT2,Lodl9,Lod20,Lod21,Lod22
,Lod23,Lod24,LODlZ,LVPl7,MBTll,MOT7Anchor,XFM7,XFM8" />

<Partitionlofl0

MTCs="ABT12,BRK1 11,BRK11 3,BRK12 1,BRK12 2,BRK12 4,BRK12 5,BRK13 3,Cbl
7,Cbl8,Cbl9,Cbl22,Cbl23,Cbl24,CBL22,CBL64,CBL67,CBL76,CBL77,CBL78,CBL79
,CBL81,CBL107, Lod7, Lod8, Lod9, Lod22, Lod23, Lod24,L0D4, LOD13,MBT1,MBT5, XFM
3, XFM8" />

<Partition20fl0
MTCs="ABT6,ABT8,BRK1l,BRK1 7,BRK1 10,BRK1 13,BRK1 14,BRK2 3,BRK2 4,BRK2
10,BRK2 11,CBL40,CBL51,CBL52,CBL58,CBL59,CBL74,CBL75,CBL80,CBL83,CBL84,
CBL88,CBL89,CBL102,GEN1, LOD8, LOD10, LVP5,LVP11,LVP12,MBTY9,MBT10,MOT AcCp
r2,MOT_ Fpmp4,MOT HPcprl" />

<Partition30fl0
MTCs="ABT3,BRK1 8,BRK2,BRK2 1,BRK2 6,BRK2 7,BRK2 8,BRK2 9,BRK2 12,BRK2
18,BRK375,BRK376,CbllO,Cblll,CbllZ,CBLZ,CBL3l,CBL32,CBL33,CBL34,CBL48,C
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BL49,CBL50,CBL54,CBL56,CBL65,GEN2, Lod10,Lod11l,Lod12, LOD5, LOD6, LOD7, MBT6
,MBT8, XFM4" />

<Partition4ofl0
MTCs="ABT4,ABT7,ABT9,ABT10,BRKl 1,BRKl 2,BRKl 6,BRK1 12,BRK1 15,BRKl 16
,BRK2 2,BRK2 5,BRK2 15,CBL1,CBL6,CBL35,CBL41,CBL44,CBL53,CBL57,CBL60,CB
L63,CBL82,CBL85,CBL86,CBL101,CBL103,LODY, LVP6,LVP7,LVP9, LVP10,MOT Fpmp2
,MOT Fpmp5,MOT WPmpl,MOT WPmp2" />

<Partitionb5ofl0
MTCs="ABT2,ABT5,BRK1 3,BRK1 4,BRKl1 5,BRK1 9,BRK2 14,BRK2 16,BRK2 17,BRK
3 4,BRK3 16,Cb113,Cbl14,Cbl15,CBL4,CBL29,CBL30,CBL36,CBL37,CBL38, CBL39,
CBL45,CBL46,CBL47,CBL62,FLT3,Lodl3,Lod14,Lodl5,LVP4, LVP8, LVR1, MBT7,MOT
ACcprl,MOT Fpmp3,MOT Steer2,XFM5" />

<Partition6ofl0

MTCs="ABT13,BRK2 13,BRK3 7,BRK22 1,BRK22 2,BRK22 3,BRK22 4,BRK22 5,BRK2
2 _6,BRK22 7,Cbl25,Cbl26,Cbl1l27,Cbl28,Cbl29,Cb130,CBL28,CBL61,CBL94,CBLY6
,CBL97,CBL99,CBL100,CBL108,CBL110, Lod25, Lod26,Lod27,Lod28,Lod29,Lod30,L
VP16,MBT13,MOT AcCprd,XFM9,XFM10" />

<Partition70fl0
MTCs="ABT1,ABT15,BRK2 19,BRK3,BRK3 1,BRK3 2,BRK3 3,BRK3 8,BRK3 9,BRK3 1
0,BRK3 11,BRK3 15,CBL3,CBL5,CBL7,CBL8,CBL11,CBL23,CBL24,CBL25,CBL26,CBL
27,CBL98,CBL109, GEN3, LVP1,LVP3,LVP14,LVP15, LVR2,MBT12,MOT Fpmp6,MOT Hpc
pr2,MOT Steerl,MOT WPmp3,MOT WPmp4" />

<Partition80f10

MTCs="ABT14,BRK3 12,BRK21 5,BRK31 1,BRK31 2,BRK31 3,BRK31 4,BRK31 5,Cbl
31,Cbl32,Cb133,CBLY,CBL10,CBL15,CBL16,CBL17,CBL18,CBL19,CBL20,CBL21,CBL
73,CBL87,CBL95,CBL106, FLT2, Lod31,Lod32, Lod33,1L0D1,L0OD2, LOD3,LVP2,MBT2, M
BT4,MOT ACcpr3,XFM11" />

<Partition9o0fl0

MTCs="ABT11,BRK3 13,BRK11 1,BRK11 2,BRK11 4,BRK11 5,BRK11 6,BRK11 7,Cbl
4,Cbl5,Cbl6,CBL13,CBL14,CBL66,CBL68,CBL70,CRL71,CBL72,CBLY0,CBL104,CBL1
05,FLT1,FLT4,FLT8,FLT9, Lod4, Lod5, Lod6,LOD12, LVP13,LVP17,MBT3,MBT11, MOT
Anchor,MOT Fpmpl, XFM2" />

<PartitionlOofl0

MTCs="BRK3 14,BRK21 1,BRK21 2,BRK21 3,BRK21 4,Cbll,Cbl2,Cbl3,Cbll6,Cbll
7,Cbl118,Cbl119,Cb1l20,Cbl21,CBL12,CBL55,CBL69,CBLY1,CBLY92,CBLY3, FLT5, FLT6
,FLT7,Lodl, Lod2,Lod3,Lodl6,Lodl7,Lodl8,Lodl9,Lod20,Lod21,L0OD11,XFM1,XFM
6, XFMT" />

<Partitionlofll
MTCs="ABT3,ABT8,ABT10,BRKl 16,BRK2,BRK2 1,BRK2 4,BRK2 5,BRK2 7,BRK2 8§,B
RK2 10,BRK2 11,BRK2 12,BRK2 15,BRK3 6,CBL2,CBL6,CBL33,CBL34,CBL50,CBL54
,CBL57,CBL58,CBL63,CBL89,CBLlO3,GEN2,LOD6,LVPlO,LVPlZ,MOTiACCprZ,MOTin
mp2"™ />

<Partition20fll

MTCs="ABT7,BRK1 15,BRK2 2,BRK2 6,BRK2 14,BRK2 18,BRK3 5,Cbl110,Cbl1l1l,Cbl
12,Cb113,Cbl14,Cbl1l15,CBL31,CBL32,CBL56,CBL60,CBL62,CBL65,CBL85,CBL86, Lo
le,Lodll,LodlZ,Lodl3,Lodl4,Lodl5,LOD5,LVP9,MBT6,MOT7Fpmp5,XFM4,XFM5"
/>
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<Partition3ofll

MTCs="ABT2,BRK1 3,BRKl 11,BRK3 4,BRK3 11,BRK12 2,BRK12 4,BRK12 5,Cbl7,C
b18,Cbl9,CBL23,CBL29,CBL30,CBL36,CBL51,CBL64,CBL77,CBL79,CBL80,CBL81,CB
LlOZ,Lod7,Lod8,Lod9,LODlO,LODl3,LVRl,MBTl,MBT9,MOT7$teer2,XFM3" />

<Partitiondofll
MTCs="ABT6,ABT9,BRK1,BRK1l 1,BRKl 2,BRKl1 7,BRK1 8,BRKl 9,BRK1 10,BRKl 12
,BRK1 13,BRK2 9,BRK3 16,CBL1,CBL4,CBL35,CBL40,CBL48,CBL49,CBL52,CBL53,C
BL74,CBL75,CBL82,CBL83,CBL101, FLT3,GEN1,10OD7,LOD8, LOD9, LVP5, MBT8, MOT HP
cprl™ />

<Partitionb5ofll
MTCs="ABT4,ABT5,BRK1 4,BRK1 5,BRKl 6,BRKl 14,BRK2 3,BRK2 16,BRK2 17,CBL
37,CBL38,CBL39,CBL41,CBL44,CBL45,CBL46,CBL47,CBL59,CBL84,CBL88, LVP4, LVP
6,LVP7,LVP8,LVP11,MBT7,MBT10,MOT ACcprl,MOT Fpmp3,MOT Fpmp4,MOT WPmpl,M
OT WPmp2" />

<Partition6ofll
MTCs="ABT11,ABT12,BRK11 3,BRK11 5,BRK11 7,BRK13 3,Cbl19,Cbl20,Cbl21,Cbl
22,Cbl23,Cbl24,CBL67,CBL69,CBL71,CBL78,CBL104,CBL107,FLT4, FLT5,FLT8, FLT
9,Lodl9,Lod20,Lod21,Lod22,Lod23,Lod24,LVP13,MOT Fpmpl, XFM7,XFM8" />

<Partition7ofll

MTCs="BRK11l 1,BRK11 2,BRK1l1 4,BRK11 6,BRK21 1,BRK21 2,BRK21 3,BRK21 4,C
bl16,Cbl17,Cbl18,CBL55,CBL66,CBL68,CBL70,CBL72,CBL73,CBLY0,CBLY91,CBLI2,
CBL93,CBL105,FLT6,FLT7,Lodl6,Lodl7,Lod18,L0OD11,L0OD12,LVP17,MBT11,MOT An
chor, XFM6" />

<Partition8ofll

MTCs="ABT14,BRK12 1,BRK21 5,BRK31 1,BRK31 2,BRK31 3,BRK31 4,BRK31 5,Cbl
31,Cbl32,Cbl133,CBL15,CBL16,CBL17,CBL18,CBL1Y,CBL20,CBL21,CBL22,CBL76,CB
1.87,CBL106,FLT2,Lod31, Lod32,Lod33,L0OD1l,L0OD2,1L0D3,LOD4,MBT4, MBT5, XFM11"
/>

<Partition9ofll

MTCs="ABT13,BRK2 13,BRK3 9,BRK22 1,BRK22 2,BRK22 4,BRK22 7,Cbl25,Cbl26,
Cbl27,Cbl128,Cb129,Cb130,CBL26,CBL61,CBLY94,CBRLY97,CBLY99,CBL100,CBL108,CBL
110, Lod25,Lod26,Lod27,Lod28,Lod29, Lod30, LVP16,MBT13,MOT AcCpr4, XFM9, XFM
10" />

<PartitionlOofll

MTCs="ABT15,BRK2 19,BRK3 1,BRK3 2,BRK3 3,BRK3 7,BRK3 8,BRK3 15,BRK22 3,
BRK22 6,CBL3,CBL5,CBL7,CBL8,CBLY,CBL10,CBL11,CBL27,CBL28,CBLY5,CBLI8, CB
1L109,LVP1,LVP2, LVP3, LVP14, LVP15, MBT2, MBT12, MOT ACcpr3,MOT Fpmp6,MOT Hpc
pr2,MOT WPmp3,MOT WPmp4" />

<Partitionllofll
MTCs="ABT1,BRK3,BRK3 10,BRK3 12,BRK3 13,BRK3 14,BRK22 5,Cbll,Cbl2,Cbl3,
Cbl4,Cbl5,Cbl6,CBL12,CBL13,CBL14,CBL24,CBL25,CBLY6, FLT1, GEN3, Lodl, Lod2,
Lod3,Lod4,Lod5,Lod6,LVRZ,MBT3,MOT_Steerl,XFMl,XFMZ" />

<Partitionlofl2
MTCs="ABT4,ABT10,BRK1 6,BRK1 12,BRK2 5,BRK2 14,BRK2 15,Cbl13,Cbl1l4,Cbll
5,CBL41,CBL44,CBL57,CBL62,CBL63,CBL82,CBL103, Lodl3, Lodl4, Lodl5,LVP6,LVP
7,LVP10,MOT Fpmp2,MOT WPmpl,MOT WPmp2,XFM5" />
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<Partition20fl2

MTCs="ABT12,BRKl1 11,BRK2 11,BRK11 3,BRK12 1,BRK12 2,BRK12 5,BRK13 3,Cbl
22,Cbl23,Cbl24,CBL22,CBL51,CBL64,CBL67,CBL76,CBL77,CBL78,CBL80,CBL81,CB
1L102,CBL107,Lod22,Lod23,Lod24,1.0D4,1L0D10,1L0OD13,MBT1,MBT5,MBT9, XFM3" />

<Partition3o0fl2
MTCs="ABT3,ABT5,BRKl 5,BRK2 16,BRK2 18,BRK3 5,BRK3 6,BRK12 4,Cbl7,Cbls,
Cbl19,CBL31,CBL32,CBL33,CBL34,CBL39,CBL45,CBL47,CBL54,CBL65,CBL79,Lod7, L
0d8, Lod9, LOD5, LOD6, LVP8, MBT6, MOT Fpmp3, XFM3" />

<Partitiondofl?2
MTCs="ABT6,ABT9,BRK1 10,BRK2,BRK2 6,BRK2 7,BRK2 8,BRK2 9,BRK2 10,BRK2 1
2,BRK2 17,Cb110,Cb111,Cbl12,CBL2,CBL46,CBL50,CBL52,CBL53,CBL56,CBL74,CB
L75,CBL101,GEN2,Lod10,Lod11,Lod12,L0OD8,LODY, XFM4" />

<Partitionbofl2
MTCs="ABT2,BRK1,BRKl 1,BRK1 3,BRKl 4,BRKl 7,BRKl 8,BRKl 9,BRK3 4,BRK3 1
6,CBL1,CBL4,CBL29,CBL30,CBL36,CBL37,CBL38,CBL40,CBL48,CBL49,FLT3,GENL, L
0oD7,LVP4,LVP5,LVR1,MBT7,MBT8,MOT ACcprl,MOT HPcprl,MOT Steer2" />

<Partition6ofl?2
MTCs="ABT7,ABT8,BRKl 2,BRK1 13,BRKl 14,BRK1 15,BRK1 16,BRK2 1,BRK2 2,BR
K2 3,BRK2 4,CBL6,CBL35,CBL58,CBL59,CBL60,CBL83,CBL84,CBL85,CBL86,CBL88S,
CBL89,LVP9,LVP11,LVP12,MBT10,MOT AcCpr2,MOT Fpmp4,MOT Fpmp5" />

<Partition7o0fl2

MTCs="ABT15,BRK2 13,BRK3 2,BRK3 3,BRK22 2,BRK22 4,BRK22 5,BRK22 6,BRK22
77,Cb125,Cb126,Cb127,CBL7,CBL8,CBL9,CBLlO,CBL6l,CBL94,CBL95,CBL97,CBL99
,Lod25,Lod26,Lod27,LVP1l, LVP2,MBT2,MOT ACcpr3,MOT Fpmp6, XFMO" />

<Partition8ofl2

MTCs="BRK2 19,BRK3,BRK3 1,BRK3 8,BRK3 9,BRK3 11,BRK3 12,BRK3 13,BRK3 15
,BRK22 3,CBL3,CBL5,CBL11,CBL13,CBL23,CBL26,CBL27,CBL98,CBL109,CBL110,GE
N3,LVP3,LVP14,LVP15,LVP16,MBT12,MBT13,MOT AcCpr4,MOT Hpcpr2,MOT WPmp3,M
OT WPmp4" />

<Partition9ofl2
MTCs="ABT1,ABT13,BRK3 7,BRK3 10,BRK3 14,BRK22 1,Cbll,Cbl2,Cbl3,Cbl28,Cb
129,Cb130,CBL12,CBL24,CBL25,CBL28,CBL96,CBL100,CBL108, Lodl, Lod2,Lod3, Lo
d28,Lod29,LOd30,LVRZ,MOTisteerl,XFMl,XFMlO" />

<PartitionlOofl2

MTCs="ABT11,BRK11 1,BRK11 4,BRK11 5,BRK11 6,BRK11 7,Cbl4,Cbl5,Cbl6,CBLl
4,CBL66,CBL68,CBL70,CBL71,CBL72,CBL104,FLT1,FLT4,FLT5,FLT8,FLT9,Lod4, Lo
d5,Lod6,LVP13,LVP17,MBT3,MOT Anchor,MOT Fpmpl,XFM2" />

<Partitionllofl2

MTCs="ABT14,BRK11 2,BRK21 5,BRK31 1,BRK31 2,BRK31 3,BRK31 4,BRK31 5,Cbl
31,Cbl32,Cbl33,CBL15,CBL16,CBL17,CRL18,CBL19,CBL20,CBL21,CBL73,CBL87,CB
1L106,FLT2,Lod31,Lod32,Lod33,L0D1,L0OD2,LOD3,MMBT4, XFM11" />

<Partitionl2ofl2

MTCs="BRK21 1,BRK21 2,BRK21 3,BRK21 4,Cbl1l6,Cbl17,Cbl18,Cb1l19,Cb1l20,Cbl
21,CBL55,CBL69,CBL90,CBL91,CBL92,CBL93,CBL105, FLT6,FLT7, Lodl6, Lodl7, Lod
18,Lod19,Lod20,Lod21,L0D11,L0D12,MBT11, XFM6, XEMT" />

</Partitions>
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APPENDIX D

FAULT AND PROTECTIVE DEVICE EVENTS

Performance Metric 2: At=75us
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J Switching Log.bd - Notepad
File Edit Format VYiew Help
____________________________________________________________________________________________________ =
36 7445 558,38 2 of 4 LvPi2ri 6767 Restoring 405,405 , 405V 257 271 253 A
37 7445 G558.38 z of 4 LWP4r1 6767 Restoring 405 , 405 , 405V 249 263 245 A
38 7445 558.38 2 of 4 LvPIri 6767 Restoring 405,405,405V 167 177 167 A
39 7453 558.98 3 0of 4 LVPiri 6765 Restoring 405,408,405V 153 167 153 A
40 7453 558.98 3 of 4 L¥P2rl 6765 Restoring 405, 408,405V 238 257 232 A
41 7497 562.28 1 of 4 LWP&r1 6762 Restoring 421,424,405V 56 59 46 A
42 7497 562.28 1 of 4 LWP7ri 6762 Restoring 421,424,405V 56 59 46 A
43 7999 599.93 4 of 4 FLT&rL u} ##F Fault 430,430,430V 0 u} o A
44 BD1iz2 &00.90 4 of 4 ABT11lrl 6680 Sidel-=Dpen 0 ,0 .0 VvO o o A
45 Bee9 650.18 4 of 4 ERK21_2rl1 8004 Tripping 200,299,302V B477 g5 42 8374 A
46 8762 657.15 1 of 4 LVP&r1l 8097 Tripping 404,396,398V &6 &5 &4 A
7 1of 4 LwPrl 8097 Tripping 404,396,398V 66 65 64 A
48 8766 657.45 3 of 4 LWwPlri 8101 Tripping 406,399,401V 170 170 167 A
49 B766 657.45 3 of 4 LvP2ri 8101 Tripping 406,399,401V 261 260 256 A
50 BF68 657.60 2 of 4 LVP12ri 8103 Tripping 407 , 400,403V 272 274 269 A
51 B768 657.60 2 of 4 LvPari 8103 Tripping 407,400,403V 263 266 261 A
52 8768 657.60 z of 4 LVParil 8103 Tripping 407 , 400,403V 178 i79 i76 A
z of 4 Lv¥PiZ2rl 8103 Restoring 406,405 , 406V 262 274 262 A
2 of 4 LwP4ri 8102 Restoring 406,405,406V 254 265 254 A
z of 4 LWPari 8103 Restoring 406,405,406V 171 178 irz2 A
3 of 4 LVPirl 8101 Restoring 405, 405,405V A
3 of 4 LVP2Zri 8101 Restoring 405 , 405 , 405V A
%} 87924 659.55 1 of 4 LvPerl 8097 Restoring 405,412,405V A
59 8794 659.55 1 0of 4 LVP7ri 8097 Restoring 405,412,405V A
60 9332 699.90 4 of 4 FLT7r1i 0 ##2 Fault 433,433,433V 0 0 o A
61 10002 750.15 4 of 4 BRK21_1rl 9337 Tripping 301,300,303V 8474  B540 8372 A
62 10096 757.20 1 of 4 LVP6er1 9431 Tripping 405,396,398V 66 65 64 A
63 10096 1 of 4 LVPZrL 9431 Tripping 405,396,398V &6 65 64 A
64 10100 3 of 4 LYPirl 9435 Tripping 406,399,402V 170 iro 167 A
65 10100 3 of 4 LvPZri 9435 Tripping 406,399,402V 261 260 256 A
66 10102 2 of 4 LvPl2ri 9437 Tripping 407,401,404V 272 274 269 A
&7 10102 z of 4 LVP4ril 9437 Tripping 407 , 401,404V 263 266 261 A
68 10102 2 of 4 LvPori 9437 Tripping 407,401,404V 178 179 176 A
&9 10110 7 2 of 4 LvPi2ri 9437 Restoring 406,405 , 406V 263 274 262 A
70 10110 z of 4 LWP4ri 9437 Restoring 406,405,408V 255 266 254 A
71 10110 2 oT 4 LVPIrl 9437 Restoring 406,405,406V 171 179 i72 A
72 10112 3 of 4 LVFLirl 9435 Restoring 405 , 405 , 406V 162 169 163 A =
73 10112 3 of 4 LvP2ri 9435 Restoring 405,405 , 406V 243 260 248 A
74 10125 759.38 1 of 4 LwPerl 9431 Restoring 405,411,405V 59 65 &0 A
75 10125 759.38 1 of 4 LVP7ri 9431 Restoring 405,411,405V 59 &5 &0 A
4 of 4 FLTEr1 i} ###F Fault 0 ,0 .0 VO u} o A
4 of 4 FLT9r1 o ### Fault 0 0 .0 ¥V O u} 1} A
Tend 1 secs;
Dt = 7.5E-05 secs;
NO. Cyclies = 03
NO. Steps = 13333 E




Performance Metric 2: At=100us
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- J Switching Log.txt - Motepad
File Edit Format View Help

Parallel Shipboard Power System Simulator (pSP55) vi.0
output Log of Fault and Protective Device Switching Events
11/27,/2009 2:15:32 PM

A
S 1 S S N o N L 17 S N 1 L b T I <5 51y -k oty S S M ;___
3 1514 151.40 1of 1 LvPi7r1 1015 Tripping 310,326,310V 44 41 43 A
4 1648 164.80 L1 of 1 LVP17r1 1015 Restoring 433,413,406V 28 13 22 A

FLT2r1 0 ses Fault | 432,431,430v 0 o 0 ;___

10 3522 35z2.20 1 0f 1 LVPL7rl 3022 Tripping 367,364,357V
11 3590 359.00 10of 1 LVPLOrli 3091 Tripping 299,350,401V
12 3530 359.00 10o0f 1 EVPIirl 3091 Tripping 399,350,401V
13 3590 359.00 10of 1 LVPSrl 3091 Tripping 399,389,401V
14 3590 359.00 1 0of 2 LVPEr1 3091 Tripping 399,350,401V

1 of 1 BRKI_9ri 3002 Tripping 404,401,402V

1 of 1 ABTizri 3022 sSidei-»Open 364,324,330V 80 91 78 A
18 4043  404.90 1 of 1 BRKi_16r1 3050 Tripping 424,411,404V 2957 2510 2663 A
19 4043 404.30 1 of 1 BRK2_1ri 3050 Tripping 431,425 422V 2957 2510 2663 A
20 4051  405.10 1 of 1 LVP1Ori 3091 Restoring 425,411,405V O 0 0 A
21 3051 405.10 1of 1 LVPLirl 3091 Restoring 425,411,405V 0 0 0 A
22 4051 405.10 1 of 1 LWPSri 3091 Restoring 425,411,405V O 0 0 A
23 4051  405.10 1of 1 LWPSr1 3091 Restoring 425,411,405V 0 0 0 A
z4 4055  405.50 1 of 1 BRKi_1ri1 32056 Tripping 425,410,407V 2598 2221 2463 A
25 4055  405.50 1 of 1 BRK3_16r1 3056 Tripping 428,422,420V 2598 2221 2463 A
26 4999  499.90 1 of 1 FLTSr1 0 #¥# Fault 27,426,426V O o 0 A
27 5501 550.10 1 of 1 BRK21_3r1 5002 Tripping 299,298,300V 8448 8534 8352 A
28 5508 550.80 i of 1 LVPi3ri 5009 Tripping 240,237,227V 97 100 38 A
23 5570 557.00 1 of 1 LWPEr1 5071 Tripping 404,334,394V 65 65 61 A
20 5570 557.00 1of 1 LWPFr1 5071 Tripping 404,394,294V 65 65 61 A
31 5572 557.20 1 of 1 LWPLri 5073 Tripping 406,396,3 168 160 A
32 5572 557.20 10f 1 LwP2ri 5073 Tripping 406,396,397V 258 257 246 A
23 5574 LVPiZri Tripping 406,398,393V 271 A
24 5574 LVP4ri Tripping 406,398,399V 262 A
35 5574 LVPIri Tripping 406,338,393V 177 A

36 5586 Restoring 406,406,405V 252 270 245 A
37 LE5BE Restoring 406,406,405V 245 262 237 A
38 L5Be Restoring 406,406,405V 164 i7e 162 A
39 5592 £559.20 10of 1 LVP1ri 5073 Restoring 405,409,405V 150 166 148 A
40 5532 G553.20 1:afF 1 LvP2ri 5073 Restoring 405,409,405V 234 255 223 A
41 5e25 562.50 1of 1 LVPEr1l 5071 Restoring 422,424,405V 56 57 44 A
42 5625 562.50 1 of 1 LVP7ri 5071 Restoring 422,424,405V 56 57 44 A
43 5933 £55%.30 10of 1 FLTeri1 o ##2 Fault 431,430,430V 0 o o A

m




280

U Switching Log.bd - Notepad
File Edit Format VYiew Help

36 5586 G558.6&0 1 of 1 LvPizZri 5075 Restoring 406,406,405V 252 270 245 A
37 5586 558.60 1of 1 LvP4ri 5075 Restoring 406,406,405V 245 262 237 A
38 E586 GLEB.&0 1-of 1 LVPIrl 5075 Restoring 406,406,405V 164 i7e 162 A
39 5592 §559.20 10f 1 LVP1rl 5073 Restoring 405 , 409,405V 150 166 148 A
10of 1 LvP2ri 5073 Restoring 405,409,405V 234 255 223 A
1:0f L LVParl 5071 Restoring 422,424 405V 56 57 44 A
1 of 1 LVPZrl 5071 Restoring 422,424,405V 56 &7 44 A

1 of 1 LVPErL Tripping 405,396,396V &6 &5 64 A
10f 1 LVPTrL Tripping 405,396,396V &6 65 64 A
48 6573 &57.30 1of 1 LvPiri Tripping 406,399,393V 169 170 166 A
13 6573 &57.30 1o0f 1 LvP2ri Tripping 406,393,393V 260 260 254 A
50 6575 &57.50 1 of 1 LVPi2ri 6076 Tripping 407,401,402V 270 274 267 A
51 6575 657.50 10f 1 LVPari 6076 Tripping 407,401,402V 262 266 259 A
52 6575 &57.50 1of 1 LVPIri 6076 Tripping 407,401,402V 177 173 175 A
53 6582 658.20 1 of 1 LVPi2ri 6076 Restoring 406,405,405V 260 274 253
54 6582 658.20 1of 1 LvPdri 6076 Restoring 406,405,405V 252 265 251
55 6582 658.20 1iof 1 LVPIri 607& Restoring 406,405,405V 169 178 171
56 6586 &58.60 1 of 1 LVPiri 6074 Restoring 163 153
7 6586 E5E.60 1o0f 1 LVP2ri 6074 Restoring 259 242
1of 1 LVPerL 6072 Restoring 405,411,405V 58 65 £g
10f 1 LVP7r1 6072 Restoring 405,411,405V 58 &5 53

1 of 1 LwPeri Tripping 405,396,397V 66 65 54 A
1o0f 1 LWPTrL Tripping 405,396,397V 66 65 64 A
1 o0f 1 LWPLrl Tripping 406,399,400V 169 170 166 A
85 7574 T57.40 1 of 1 LwPZri Tripping 406,399,400V 260 260 254 A
1 of 1 LvP12ri Tripping 407,401,402V 270 274 267 A
1 0f 1 LWP4ri Tripping 407,401,402V 262 266 253 A
1 of 1 LwPori Tripping 407,401,402V 177 179 175 A

1-of 1 LvPi2ri Restoring 407,405 , 405V 260
1af L LVP4ri Restoring 407,405,405V 252
10f 1 LVParli Restoring 407,405,405V 169

LVPLirl

1 1 Restoring 406,406,405V
73 7586 758.60 1of 1 LvP2ri

Restoring 406,406,405V 244

74 7622 Te2.20 1of 1 LvPerl 7073 Restoring 421,425,405V 57 &0 48 A
75 7622 7e2.20 1of 1 LVP7ri 7072 Restoring 421,425,405V 57 &0 48 A
7993 799.50 10f 1 FLTEr1 o ### Fault o ,0 0 VO o o A
8993 8593.50 1of 2 FLT9r1 o ### Fault o ,0 > VoD o 0 A

Event Summary

BRE: 10
LVP: 56
ABT: 2

Tend = 1 secs;
Dt = 0.0001 secs;
NO. Cyclies = 03
NO. Steps = 10000
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Parallel shipboard Power System Simulator (pSPSS) vi.o
Output Log of Fault and Protective Device sSwitching Events
11,/26,/2009 6:35:20 AM

Sub Relay Det Action Vabc (RMS) Iabc (RMS3)
1 383 as.7s zof 2 FLTIFL 0 ## Fault 134,431,430V 0 o 0o A
2 593 149.75 2z of z BRK11_1r1 400  Tripping 309,304,302V 8545 8752 8378 A
3 605 151.25 2z of z LvPirri 406  Tripping 309,329,312V 43 41 4z A
s esa  1sa.7s z of 2 Lvirri 406  Restoring 433,318,406V 26 14 17 A
5 793 1sa.7s zof 2z FLTzel 0 #es Fault 433,430,429V 0 o o A

10 1409 352.325 z of 2 LvPiFri 1210 Tripping 367,363,357V 43 50 48 A
11 1437 359.25 1 0f 2 LvPiOri 1238 Tripping 397,381,400V 172 163 162 A
12 1437 359.25 1 of 2 LVPliri 1238 Tripping 397,351,400V 172 163 163 A
13 1437 359.25 1 0f 2 LVPSri 1238 Tripping 397,250,400V & 6 6 a
14 1437 353.25 1 of 2 LvPEri 1238 Tripping 357,381,400V 172 163 163 A
15 z of 2 FLT4ri 0 ##2 Fault 370,367,357V 0 A
1g 1 of 2 BRKL_9r1 1200 Tripping 405,402,402V A

a
is 1619 1of 2 BRK1 1&rl 1220 Tripping 423,416,403V 2572 A
19 1619 1 of 2 BRKZ_1irl 1220 Tripping 430,428,421V 2945 2573 A
20 1620 405.00 1of 2 LVP10r1 1238 Restoring 423,415,405V O u] ] A
23 1620 405.00 1 of 2 LvPiiri 1238 Restoring 423,415,405V O o 0 A
22 1620 405.00 10of 2 LVPSFr1 1228 Restoring 423,415 405V 0O o 0 A
23 1620 405.00 1 of 2 LVPEri 1238 Restoring 423,415,405V O o o A
24 1621 405.25 1of 2 BRK1i_1ri 1222 Tripping 423,414,406V 2614 2238 2383 A
25 1621 405.25 1 0f 2 BRK3Z_16r1 1222 Tripping 427,424,420V 2614 2238 2383 A

2000

29 2226 556.50 10of 2 LVPerli 2027 Tripping 404,395,388V &2 &4 56 A
30 2226 556.50 1 of z LVP7ri 2027 Tripping 404,395,388V 62 64 56 A
31 2227 z of z LVPiri 2028 Tripping 405,395,391V 161 166 143 A
32 2227 2:of 2 LvP2ri 2028 Tripping 405,398,391V 248 255 229 A
33 2228 1 0o0f 2 LvP1i2ri 2029 Tripping 405,400,333V 258 268 244 A
34 2228 1of 2 LVP4ri 2029 Tripping 405,400,393V 250 260 2326 A
35 2228 1.0of 2 LVPari 2029 Tripping 405,400,393V 168 i7s 159 A
36 2240 1of 2 LVP12ri 2029 Restoring 406,419,405V 222 262 135 A
37 2240 1 o0f 2 LVP4rl 2029 Restoring 406,419,405V 215 254 189 A
38 2240 1of 2 LvPari 2029 Restoring 406,419,405V 141 171 131 A
33 2252 z of 2 EVPird 2028 Restoring 424,428,405V 129 139 33 A
40 2252 2 of 2 LvP2ri 2028 Restoring 424,428,405V 203 209 143 A
41 2253 563.25 1of 2 LVPEr1L 2027 Restoring 425,428,406V 49 53 36 A
42 2253 563.25 1 of 2 LVPTri 2027 Restoring 425,428,406V 45 53 36 A

44 2403 600.75 z of z ABT11irl 2004 Sidei-»0Open 0. 30 L0 VO o 0

I
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ER 2228 557.00 1 0f 2 LwPOri 2029 Tripping 405,400,393V 168 175 159 A -
36 2240 560.00 1 of 2 LvPl2ri 2029 Restoring 406,419,405V 222 262 195 A
37 2240 560.00 1 0f 2 LwP4ri 2029 Restoring 406,419,405V 215 254 183 A
33 2240 560.00 1 of 2 LwPIri 2023 Restoring 406,419,405V 141 171 131 A
33 2252 563.00 2 of 2 LwPiri 2028 Restoring 424,428,405V 129 133 33 A
40 2252 563.00 2 of 2 LwP2ri 2028 Restoring 424,428,405V 203 209 143 A
LVPEr1 2027 Restoring 425,428,406V 49 53 36 A
LVP7ri 2027 Restoring 425,428,406V 49 53 36 A
FLTEr1 0 #4# Fault 432,430,428V 0 0 0 A
ABT1iri 2004 Sidei-»Open 0,0 0 0 A
BRK21_2ri 2400 Tripping 301,300,301V 8569 A
LVPLrL 2428 Tripping 406,400,394V 165 170 160 A
LVPZri 2428 Tripping 406,400,394V 253 261 245 A
LVPErL 2428 Tripping 404,398,392V 63 66 61 A
LVP7rL 2428 Tripping 404,398,392V 63 66 61 A
LVPi2ri 2429 Tripping 407,402,396V 264 274 259 A
LVP4ri 2429 Tripping 407,402,396V 256 266 251 A
LVPIri 2429 Tripping 407,402,336V 172 179 169 A

2429 Restoring 406,411,405V 238 A
LVP4ri 2429 Restoring 406,411,405V 230 264 231 A
LWPari 2423 Restoring 406,411,405V 153 177 i58 A
LVPirl 2428 Restoring 406,416,405V 139 167 143 A
LVP2Zri 2428 Restoring 406,416,405V 21& 257 214 A
LvPerl 2428 Restoring 424,430,405V 53 57 43 A
LVWPTri 2428 Restoring 424,430,405V 53 57 43 A |
FLT7ri 0 ##2 Fault 435,433,431V O o o A
BRK21_1rl 2799 Tripping 301,301,302V 8432 85561 8381 A
LVPEr1 2827 Tripping 404,400,392V 63 66 &1 A
LVP7rL 2827 Tripping 404,400,392V 63 66 61 A
LVPLiri 2828 Tripping 405,402,395V 163 170 160 A
LvP2ri 2828 Tripping 405,402,395V 250 261 248 A
LvP12ri 2829 Tripping 406,405,398V 258 273 259 A
LVP4ri 2829 Tripping 406,405,398V 251 265 251 A
LVPOri 2829 Tripping 406,405,398V 169 irs 170 A
LvPi2ri 2829 Restoring 405,414,406V 231 272 239 A
LWP4ri 2823 Restoring 405,414,408V 224 263 232 A
LVPIrl 2829 Restoring 405,414,406V 149 176 is592 A
LVFLirl 2828 Restoring 405,420,405V 135 166 141 A E=
LVPZri 2828 Restoring 405,420,405V 212 258 11 A
LVPEFL 2827 Restoring 419,431,405V 59 45 A
LVP7ri 2827 Restoring 419,431,405V 51 59 45 A
3599 B899.75 2 of 2 FLT9r1 o ### Fault 0 0 .0 ¥V O u} 1} A
Event Summary
BRK: 10
LVP: 56
ABT: 2
Time Info.
Tend 1 secs;
Dt = 0.00025 secs;
NO. Cyclies = 03

No. S5teps = 4000
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Parallel shipboard Power System Simulator (pSPSS) vi.o
Output Log of Fault and Protective Device Switching Events
11/27 /2009 B:02:45 FM

1 139 99.50 iof 1 A
2 299 143.50 10f 1 A
3 303 151.50 1 of 1 A

El 533 299.50 1of 1 0 ### Fault 435,433,431V 0 0 0 A
10 709 354,50 iof 1 610 Tripping 364,365,357V 49 43 A
11 720 360.00 1 of 1 LWP1Ori 621 Tripping 380,393,403V 164 153 A
12 720 360.00 1iof 1 LVP1lrli 621 Tripping 380,393,403V 164 153 A
13 720 360.00 10of 1 LWPSF1 621 Tripping 380,393,403V & 5 A
14 720 360.00 1of 1 LVPBri 621 Tripping 380,393,403V 164 153 A

1 of 1 FLT4ri 0 ### Fault 370,367,357V 0 0 0 A

1of 1 BRK1_9r1 600 Tripping 405,402, 402V A

i1of 1 ABTiZ2r1 809 Sidel->Open

1 of 1 BRKi_16rF1 610 Tripping 419,419,403V 2955 2598 2496 A
1 0f 1 BRK2_1Fi 610 Tripping 427,429,422V 2955 2598 2496 A
20 810  405.00 1 0f 1 BRK1_1ri &i1 Tripping 420,417,407V 2639 2285 2312 A
21 810  405.00 1 of 1 BRK3_16ri 611 Tripping 424,425,421V 2639 2285 2312 A
22 810  405.00 10f 1 LVPIOr1 621 Restoring 420,417,407V 0 0 0 A
23 310  405.00 i 0f 1 LvP1irl 621 Restoring 420,417,407V 0O 0 0 A
24 5310  405.00 1 0f 1 LvPsrl 621 Restoring 420,417,407V 0 0 0 A
25 810  405.00 10f 1 LvPari 621 Restoring 420,417,407V 0O 0 0 A
10of 1 FLTSr1 0 ### Fault 0 0 A
1 of 1 BRK21_3r1 1000 Tripping 8531 8359 A
10f 1 LvP13ri 1001 Tripping 95 98 A
10of 1 LVPiri 1014 Tripping 405,401,384V 154 169 140 A
1 0f 1 LVP12ri 1014 Tripping 406,402,386V 255 273 235 A
10f 1 LvP2ri 1014 Tripping 405,401,384V 239 259 219 A
10f 1 LvPari 1014 Tripping 406,402,386V 247 264 228 A
10f 1 LVPEr1 1014 Tripping 403,393,382V 59 65 53 A
10f 1 LVP7ri 1014 Tripping 403,393,282V 59 &5 53 A
10f 1 LVPIri 1014 Tripping 406,402,286V 164 178 151 A
1 0of 1 LVWP12ri 1014 Restoring 419,431,406V 201 229 135 A
10of 1 LVPi6ri 1025 Restoring 418,422,407V 217 254 226 A
10f 1 LvPari 1014 Restoring 419,431,406V 195 222 130 A
10f 1 LvPori 1014 Restoring 419,431,406V 125 152 a5 A
1 0f 1 LVPirl 1014 Restoring 471,428,408V 115 141 79 A
10of 1 LvP2ri 1014 Restoring 421,428,408V 185 214 126 A
10f 1 LVPEFL 1014 Restoring 420,427,408V 45 55 31 A
1i0f 1 LvP7ri 1014 Restoring 420,427,408V 45 55 31 A
1 0f 1 FLTer1 0 ##2 Fault 432,430,428V 0 0 0 A
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35 1113 G556&.50 1o0f 1 LVParl 1014 Tripping 406,402,386V 164 178 151 A -
36 1124 562.00 10f 1 LVPlerli 1025 Tripping 415,425,404V 218 261 230 A
7 1125 562.50 101 LVP12ril 1014 Restoring 419,431,406V 201 229 135 A
3B 1125 562.50 1o0f1 LVP1erl 1025 Restoring 418,423,407V 217 254 226 A
EE] 1125 5e&2.50 1o0f 1 LVP4ril 1014 FRestoring 419,431,406V 195 222 120 A
40 1125 5e&2.50 1o0f 1 LVPIrl 1014 FRestoring 419,431,406V 125 ic2 EE A
41 1126 563.00 1 of 1 LVP1irl 1014 Restoring 141 79 A
42 1126 563.00 101 LVP2ri 1014 Restoring 214 126 A
43 1126 563.00 1o0f1 LVPGr1 1014 Restoring 55 31 A
44 1126 56&2.00 1o0f 1 LVP7ril 1014 FRestoring EE i1 A

48 1312 &56.00 1 of 1 LVP&r1 1213 Tripping 401,401,385V &0 (1] 58 A
43 1312 656.00 101 LVP7rl 1213 Tripping 401,401,385V B0 66 58 A
5O 1313 656.50 1o0f 1 LVP1rl 1214 Tripping 401,404,390V 154 167 153 A
1 1213 6E6.E0 1o0f 1 LVP12ri 1214 Tripping 402,405,392V 251 271 252 A
52 1313 &56.50 10f 1 LVP2rl 1214 Tripping 401,404,320V 236 257 237 A
53 1313 &56.50 1 of 1 LVP4rl 1214 Tripping 402,405,392V 244 262 244 A
54 1313 656.50 1o0f 1 LVPIrl 1214 Tripping 402,405,392V 164 i7e 163 A
EE 1222 661.00 1o0f 1 LVP12ri 1214 FRestoring 405,432,408V 200 253 183 A
EE 1222 661.00 1o0f 1 LVP4ril 1214 FRestoring 405,432,408V 154 24E% 77 A
57 1322 &61.00 1 of 1 LVP3r1 1214 Restoring 405,432,408V 125 165 122 A
58 1323 661.50 101 LVP1rl 1214 Restoring 409,430,4 154 112 A
59 1323 661.50 1o0f1 LVP2ril 1214 Restoring 409,430,407V 187 236 169 A
&0 1223 661.50 1o0f 1 LVP&Er1l 1213 FRestoring 408,430,408V 4% &0 42 A
&1 1223 661.50 1o0f 1 LVP7ril 1213 Restoring 408,430,408V 4% &0 432 A

} ### Fault 434,434,431V 0 u} u} A

ERKZ1 1rl1 1399 Tripping 300,301,302V B423 B53E 8330 A
64 1512 756.00 10f 1 LVP&Er1 1413 Tripping 400,404,388V 59 (13 &0 A
65 1512 56.00 1 of 1 LVP7r1 1413 Tripping 400,404,388V 59 (1] &0 A
66 1513 756.50 1o0f1 LVP1rl 1414 Tripping 168 157 A
7 1513 7E6.50 1o0f 1 LVP12ri 1414 Tripping 401,408,395V 247 272 256 A
&E 1513 7E6.50 1o0f 1 LVP2ril 1414 Tripping 400,407,394V 232 258 241 A
(3] 1513 756.50 1 of 1 LVP4rl 1414 Tripping 401,408,395V 239 263 248 A
70 1513 756.50 1 of 1 LVP3r1 1414 Tripping 401,408,395V 160 177 ie6 A
1523 7e6l.50 1o0f1 LVP1rl 1414 Restoring 405,436,410V 113 155 117 A
1523 7el1.50 1o0f 1 LVP12ri 1414 FRestoring 407,437,412V 154 247 180 A

1523 7el1.50 1o0f 1 LVP2ril 1414 FRestoring 405,436,410V 182 237 i7E A i

1523 761.50 1 of 1 LVP4rl 1414 Restoring 4 4 412% 188 239 i74 A =
7 i 1 LVP3r1 1414 Restoring 120 A

1 1 LVP&Er1 1413 Restoring 409,435,411V 44 59
1524 7e&2.00 1o0f 1 LVP7ril 1413 Restoring 409,435,411V 44 E9

79 1793 B893.50 1o0f 1 FLT9r1 o ### Fault o ,0 L0 VO [} [}

=

ABT: 2

Tend = 1 secs;
Dt = 0.0005 secs;
No. Cycles = 03
NoO. Steps = 2000
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Parallel shipboard Power System Simulator (pSPSS) vi.o
Output Log of Fault and Protective Device Switching Events
11/27 /2009 B8:12:13 FM

Event step Time{ms) Sub Relay Det Action

1 199 99.50 3 of 9 FLTirl u] ### Fault

2 293 145.50 53 of 5 ERK11_1rl 200 Tripping

3 303 151.50 9 of 9 LVP17ri 204 Tripping

4 330 165.00 9 of 9 LVP17rl1 204 Restoring

5 399 199.50 3 of 5 FLT2ri o} ### Fault

[ 499 249.50 9 of 9 ERK11_2ri1 400 Tripping

7 503 251.50 9 of 9 LVP17ri 404 Tripping

= Ez0 265,00 3 of 5 LVP17rli 404 Restoring

9 299.50 iof 9 FLT3r1 u] #&# Fault

10 354.50 9 of 9 LVPL7rl 610 Tripping A

11 720 260,00 iof & LVPiirl 621 Tripping 280,353,403V le4 153 i7z A

12 720 3&60.00 1 o0f 9 LVP5r1 621 Tripping 380,393,403V & 5 13 A

13 720 360.00 3. 0f 9 LVP10r1 621 Tripping 380,393,403V 164 153 i72 A

14 720 360.00 3 of 9 LVPEr1 621 Tripping 380,393,403V 164 153 i72 A

15 799 299.50 iof 5 ERK1_5rli &00 Tripping 405 ,402,402% 12743 13117 12659 A

1e 793 3959.50 8 of & FLT4rl (o} ### Fault 370,367,357V O 1] 0 A

17 808 404,00 9 of 9 ABT1Zr1 609 Sidel-=Dpen

18 809 404,50 iof 9 ERK1_16rl 610 Tripping 419,419, 403V 2955 25398 2495 A
1of 5 ERKZ_1rl 610 Tripping 427,429,422V 2955 2538 2495 A
3of 9 LVP10r1 621 Restoring 420,417,407V O 1] ] A
5 of 9 ERK3_16rl1 61l Tripping 424,425,421V 2640 2285 2312 A
3 of 9 LVPErL 621 Restoring 420,417,407V 0O 0 0 A
1of & ERK1_1iri 611 Tripping 420,417,407V 2639 2284 2312 A
iof 5 LVP1irl 621 Restoring 420,417,407V 0 ] 0 A
1of 9 LVPSr1 621 Restoring 420,417,407V O u} u] A

8 of 9 ERKZ1_Zri 1000

8 of 9 LVP1i3ri 1001

29 1113 556.50 & of 9 LVPIri 1014 Tripping 405,400,384V 154 169 140 A
30 1113 556.50 2 of 9 LvP12ri 1014 Tripping 406,402,386V 255 273 235 A
31 1113 G55&.50 & of o LVP2ri 1014 Tripping 405 ,400,284Y 239 259 219 A
32 1113 G55&.50 2:of 5 LVP4ri 1014 Tripping 406,402,286V 247 264 228 A
33 13313 556.50 2 of 9 LVPG&r1 1014 Tripping 403,393,382V 59 &5 53 A
34 11313 G556.50 2of 9 LVPZrL 1014 Tripping 403,398,382V 59 65 53 A
35 1113 556.50 2.0f 9 LVPorl 1014 Tripping 406,402,386V 164 i78 151 A
5 of 5 LVP1&rli 1025 Tripping 415,425, 404% 218 26l 220 A
2 of 9 LVP12ri 1014 Restoring 419,431,406V 201 229 135 A
2. of 9 LVP4rl 1014 Restoring 419,431, 406V 195 222 130 A
2 of 9 LVPOrl 1014 Restoring 419,431,406V A
5 of 5 LVFP16ri 1025 Restoring A

2:-of 9 LVP&Fr1 1014 Restoring 420,427,407V 45 55 X A
2 of 9 LVP7ri 1014 Restoring 420,427,407V 45 55 21 A
6 of 9 LVP1iri 1014 Restoring 421,428,408V 115 143 73 A
& of 9 LVP2ri 1014 Restoring 421,428,408V 185 214 126 A
8 of 5 FLTEr1 o ### Fault 432,430,428V O ] o A
83 of 9 ABT11r1 1002 Sidel-=0pen o ,0 ,0 VO ] 1] A
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35 1113 G556&.50 2z of 3 LVParl 1014 Tripping 406,402,386V 164 178 151 A -
36 1124 562.00 5 of 9 LVPlerli 1025 Tripping 415,425,404V 218 261 230 A
7 1125 562.50 2 of 9 LVP12ril 1014 Restoring 419,431,406V 201 229 135 A
3B 1125 562.50 2z of 9 LVP4rl 1014 Restoring 419,431 ,406%W 195 222 130 A
EE] 1125 5e&2.50 2z of 3 LVP3Irl 1014 FRestoring 419,431, 406Y 125 itz EE A
40 1125 5e&2.50 5 of 3 LVPlérli 1025 FRestoring 4 423,407V 217 254 226 A
41 1126 563.00 2 of 9 LVP&r1 1014 Restoring i 45 55 31 A
42 1126 563.00 2 of 9 LVP7rl 1014 Restoring 420,427,407V 45 55 31 A
43 1126 563.00 & of 9 LVP1rl 1014 Restoring 421,428,408V 115 141 79 A
& of 3 LVP2ril FRestoring 421,428,408V A

48 1312 of 9 LVP&r1 1213 Tripping 401,400,385V &0 (1] 58 A
43 1312 2 of 9 LVP7rl 1213 Tripping 401,400,385V 60 66 58 A
5O 1313 & of 3 LVP1rl 1214 Tripping 401,404,390V 154 167 153 A
1 1213 2z of 3 LVP12ri 1214 Tripping 402,405,392V 251 271 252 A
52 1313 6 of 9 LVP2rl 1214 Tripping 401,404,320V 236 257 237 A
53 1313 2 of 9 LVP4rl 1214 Tripping 402,405,392V 244 262 244 A
54 1313 2z of 9 LVPIrl 1214 Tripping 402,405,392V 164 i7e 163 A
EE 1323 2z of 3 LVP12ri 1214 FRestoring 405,432,408V 200 253 183 A
EE 1323 2z of 3 LVP4ril 1214 FRestoring 405,432,408V 154 24E% 77 Al
57 1322 2 of 9 LVP3r1 1214 Restoring 405,432,408V 125 165 122 A
58 1323 2 of 9 LVPEr1 1213 Restoring 408,430,406V 45 &0 43 A
59 1323 2 of 9 LVP7rl 1213 Restoring 408,430,406V 45 &0 43 A
&0 1323 & of 9 LVP1rl 1214 FRestoring 409,430,407V 117 154 112 A
&1 1323 & of 3 LVP2ril 1214 FRestoring 409,4320,4 /187 236 168 A
62 1338 8 of 9 FLT7r1 0 ### Fault 434,434,431V 0 u} u} A

ERKZ1 1rl1 1399 Tripping 300,301,302V B423 B534 B3BE A

64 1512 z of 9 LVP&Er1 1413 Tripping 400,404,388V 59 (13 &0 A
65 1512 2 of 9 LVP7r1 1413 Tripping 400,404,388V 59 (1] &0 A
66 1513 756.50 & of 9 LVP1rl 1414 Tripping 168 157 A
7 1513 7E6.50 & of 9 LVP2ril 1414 Tripping 400,407,394V 232 258 241 A
&E 1513 7E6.50 2z of 3 LVP12ri 1414 Tripping 401,408,395V 247 271 256 A
(3] 1513 756.50 2 of 9 LVP4rl 1414 Tripping 401,408,395V 239 263 248 A
70 1513 756.50 2 of 9 LVP3r1 1414 Tripping 401,408,395V 161 177 ie6 A
1523 7e6l.50 & of 9 LVP1rl 1414 Restoring 405,436,410V 113 155 117 A
1523 7el1.50 2z of 3 LVP12ri 1414 FRestoring 406,437,412V 1594 247 180 A
1523 7el1.50 & of 9 LVP2ril 1414 FRestoring 405,436,410V 182 237 175 A =
1523 761.50 2 of 9 LVP4rl 1414 Restoring 406,4 / i74 A =
1523 761.50 2 of 9 LVP3r1 1414 Restoring 406,4 120 A
1524 762.00 2 of 9 LVP&Er1 1413 Restoring 409,434,411V 44 59 44 A
1524 7e&2.00 2z of 3 LVP7ril 1413 Restoring 409,434,411V 44 E9 44 A
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ABT: 2

Tend = 1 secs;
Dt = 0.0005 secs;
No. Cycles = 03
NoO. Steps = 2000
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