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Abstract

An integrated photonic chip based nanoscopy system has previously been de-
veloped at UiT, which allows for several advantages over conventional total
internal reflection fluorescence microscopy and nanoscopy (i.e. super-resolution
nanoscopy). While the proof-of-concept has been demonstrated, there were
several important system optimization tasks that were needed for making the
system practical and more usable.

This thesis tackles three major system optimization tasks, namely efficient and
automatic coupling of light into waveguide in the photonic chip, precise control
and stabilization of feed point into the waveguide, and synchronization of illu-
mination and collection arms of the photonic chip based microscope. Electronic
and optomechanical instrumentation, along with optimization algorithms and
work flow design, are used to accomplish these tasks.

The specific accomplishments of the thesis are described next. For a novel and
more flexible light feed setup designed at the department, a new mechanism for
measuring the coupling efficiency was designed, an initial coupling and parasitic
inter-axis cross-talk compensation mechanism was designed, and two optimiza-
tion algorithms were explored for the final fine coupling. Testing of the imple-
mentation showed promising results with close to optimal coupling efficiency
achieved in a reasonable amount of time. A piezoelectric stage with large travel
range was tuned to provide the best possible performance in terms of speed
and accuracy for precise control and stabilization of the feed point across the
width of the waveguide. This was used to adapt a nanoscopy algorithm named
multiple signal classification algorithm (MUSICAL) for exploiting the variable
illumination property of multimode waveguides on the photonic chip. Lastly,
the system synchronization was achieved so that the shift and stabilization of
the feed point, the trigger of camera read time, and the writing of data into the
computer memory can work in tandem with each other with almost no fallow
time and no compromise on the image acquisition quality even if hundreds to
thousands of images have to acquired continuously in a single measurement.
Thus, the goals of this thesis were achieved successfully and the practical use of
the photonic-chip for microscopy and nanoscopy was greatly enhanced.
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1 Introduction

The invention of the optical microscope led to many new discoveries in the
field of biology and medicine. However, there has always been a limit to the
resolution available to researchers utilizing them. In the first period after the
invention, increasing the resolution could be achieved by advances in the quality
of optical components and by developing the understanding of the image forming
process. By the end of the 19th century, the understanding of light and the
laws governing its propagation had advanced to a point where a fundamental
limit to the achievable resolution in an optical system could be discerned. The
mathematical formulation of this limit, attributed to Ernst Abbe, considers the
achievable resolution in a microscope as a function of the numerical aperture
(NA) of the objective lens [1, 2]. This physical limit will always be present for
the researcher employing optical microscopes.

Methods that can circumvent this barrier have emerged within the last 20
years [3]. Widely referred to as “optical nanoscopy” or super-resolution mi-
croscopy, these techniques are typically fluorescence-based and employ different
photo-chemical phenomena suitable for different applications to achieve super-
resolution. They also often require complex bulk optics set-up for engineering
the illumination, which is considered critical in achieving super-resolution.

The established optical nanoscopy approaches use complex microscopes but
typically standard sample preparation on a glass slide. On the other hand,
the Nanoscopy Group at the University of Tromsø develops integrated photonic
chips which substitute glass slides as the sample substrate [4]. Inherent prop-
erties of the chip-based approach offer novel possibilities to nanoscopy methods
in compact footprint. This is mainly because waveguides in the photonic chip
can support creation of complex sample illumination needed for super-resolution
and their delivery to the sample resting on its surface without using other bulk
optical components for illumination engineering [5]. Thereby, the photonic chip
can be retrofitted into a regular microscope to convert it into a nanoscope.

1.1 Motivation

Chip-based nanoscopy has been demonstrated by the group at UiT [4, 5, 6, 7],
but it sill lacks user-friendly and efficient ways to control the setup. One of the
aspects which requires proper implementation is the coupling of light into the
waveguides in the photonic chip. As the chips are used as substrates, they are
constantly exchanged. With each exchange, the initial coupling and its opti-
mization has to undertaken afresh. This has been a manual process so far. Even
with training and experience, an experienced user still requires a certain amount
of time to complete the process, which can lead to bleaching and photodamage
of the specimen even before imaging it. Moreover, different regions of interest
may lie on different waveguides, which demands translation of the chip and re-
alignment of the coupling. An automatized coupling mechanism was therefore
of high interest, cutting down light exposure which can be detrimental for the
specimen and helping widespread the technology through user-friendliness by
eliminating alignment procedures.
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As the photonic chip platform is being adapted for different nanoscopy methods,
different illumination and image acquisition mechanisms have to be developed,
which in turn calls for coordination and control of various components of the
set-up. For instance, the fluctuation based nanoscopy approach named multiple
signal classification algorithm (MUSICAL for brevity) [8], the expertise of which
is available in-house at UiT, requires synchronization between the light feed
point into the waveguide and the imaging camera. As several hundreds of
frames, one for each feed point, are needed for this method, an automatized
process here is absolutely necessary.

This thesis shows the development of the aforementioned points: automated
initial alignment, automated coupling optimization and the setup synchroniza-
tion for MUSICAL. The implementations reach beyond the mechanical and
software-based solutions. Developing them allows for a better understanding of
the setup’s possibilities and limitations, provides new insights into the physi-
cal fundamentals of the applied methods and aids thus to their scientific and
commercial progress.

1.2 Outline

This thesis is divided in four chapters. This first chapter presents an introduc-
tion to the field and the motivation of this work. The 2nd chapter provides a
background for the understanding of chip-based microscopy. It encompasses the
theory basics and discusses the differences and relevance compared to conven-
tional microscopy, the setup components, and the work in the field so far. The
end of the chapter discusses MUSICAL and the advantages of implementing it
in the photonic-chip platform.

The 3rd chapter presents the novel contributions of this thesis. This chapter is
divided into 5 sections:

1. A new setup configuration with additional control elements is introduced,
providing a more practical and compact structure and implementing the
detection method utilized in upcoming sections.

2. A method is developed which can adequately place the desired waveguide
for initial coupling, correcting for imperfections of the translation stage.

3. Two algorithms for the automated optimization of coupling efficiency
are implemented and compared on their performance using a computer
model based on measured dependency of coupling efficiency on alignment
of waveguide and excitation beam. Based on results acquired from the
model, one is selected and implemented on the setup.

4. A stage for controlled illumination towards the realization MUSICAL-on-
chip is tuned and characterized.

5. An interface is developed which synchronizes the stage from the previous
section to the imaging system, enabling MUSICAL-on-chip. Measurement
characteristics and a first result of MUSICAL-on-chip are presented.
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The last chapter summarizes and concludes the accomplished work, providing
an outlook on future possibilities.
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2 Background

This chapter presents the background of the thesis. It includes the technolog-
ical background, underlying technical concepts, and the general context of the
present thesis. It is divided into three sections, namely chip-based microscopy,
the current chip-based microscopy set-up that served as the starting point of
this thesis, and Multiple Signal Classification Algorithm (MUSICAL) that mo-
tivates the need of the work undertaken in this thesis.

2.1 Chip-Based Microscopy

2.1.1 Waveguide Principle

A waveguide is, as the name implies, a device that confines a wave. Most often,
this term is applied to devices intended to guide electromagnetic waves. as this
thesis is concerned, we are interested in confining visible light. To understand
how such devices work, it can be beneficial to start with a model using ray
optics. Snells law [9] states that:

n1sinθ1 = n2sinθ2, (1)

where n1 and n2 are the refractive indices of the media in Fig. 1, and θ1 and θ2
are the angles of the incident and refracted rays respectively, as represented in
Fig. 1.

Figure 1: Visualization of the variables in Snell’s when light refracts through
different media [9].

Solving for θ2 we obtain:

θ2 = arcsin
(n1

n2
sinθ1

)
. (2)

Considering the case where n1 > n2 it is clear that there is a critical angle
θ1 = θc where n1

n2
sinθc = 1. It is then apparent that for θc < θ1 < π − θc that

θ2 is a complex number. The framework of ray optics does not provide a clear
interpretation of this. It turns out that this is because no light is refracted in
this case, and the phenomenon of total internal reflection (TIR) occurs.
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Figure 2: Refracted (top) vs. totally internal reflected light yielding evanescent
waves (bottom) [11].

A more accurate model of the problem may be formed using an electromag-
netic model of light. It can then be found that the reflection of light at a
boundary between two dielectric materials depends on its polarization, as well
as angle of incidence and material properties. It is assumed that the materials
are homogeneous, linear, isotropic and absent of free charges and currents. The
phenomenon can then be modeled using the Fresnel equations [10]. We can
then find the portions of light reflected and refracted as functions of angle of
incidence, and indeed the phenomenon of total internal reflection occurs. Due
to the absence of free charges in the material, there cannot be a discontinuity
in the field components parallel to the boundary. The consequence of this is
that there must be a field penetrating into the medium of lower reflective index
even though it does not propagate. This is known as the evanescent field, and
it decays exponentially away from the boundary. Fig. 2 illustrates refraction
vs. total internal reflection and the formation of evanescent waves.

Knowing the conditions for total internal reflection (TIR), one can imagine a
continuous repetition of the phenomenon by having opposed surface boundaries
fulfilling the TIR condition. In this case, interference between reflected waves
will occur, achieving a constructive propagation after the self-consistency prin-
ciple [12] if the total phase accumulated in one cycle is a multiple of 2π. Such
a situation leads to a discrete set of modes supported in this waveguide, being
a function of its dimensions, materials and the wavelength [12]. The propagat-
ing modes will have different propagation constants, that is the group velocity
of modes are different. This means that as a set of modes are excited in the
waveguide, the intensity seen will be an interference of the modes, and this dis-
tribution will change along the propagation length of the waveguide, as shown
in Fig. 3.
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Figure 3: Simulation of an MMI coupler, showing a multimode interference
pattern stemming from the interference and difference in propagation constants
of modes [13].

2.1.2 Planar Waveguides

Planar waveguides can be one dimensional, confining the light only in the top
and bottom (slab waveguides). Or. they may present laterally defined structures
which confine light in two dimensions (rib or strip waveguides, also known under
other names) [14]. A scheme of the different geometries is displayed in Fig.
4a, with a mention of materials and dimensions used at the UiT for imaging
applications which will be discussed later in this chapter.

The different geometries exhibit their own advantages, being best suitable for
different applications. Here, we discuss the strip and rib waveguides compara-
tively for the benefit of the readers. Whereas a certain amount of the laterally
undefined slab is still present rib waveguides, this is completely removed at the
strip configuration. In either geometry, propagation losses are always present as
the etched sidewalls are never perfectly flat. Since strip geometries have larger
exposed sidewall areas, they exhibit higher propagation losses than the rib ge-
ometry. On the other hand, strip waveguides have lower losses through bent
sections because the mode confinement in rib geometries is lower because of the
possibility of light guiding into the slab layer. However, in rib geometries it is
easier to limit the number of propagating modes down to the single mode con-
dition, which can be difficult to achieve in strip geometries as it would demand
very narrow widths for the same material height and wavelength.

Planar waveguides and integrated optical systems in general are typically fab-
ricated with technology from the semiconductor industry, whose well developed
infrastructure allows for mass production at low cost. Generally, a silicon wafer
is used as a substrate. As silicon has a high refractive index and it is not
transparent under visible wavelengths, often a silicon dioxide layer is grown or
deposited on the surface to serve as substrate for the waveguide. The guiding
layer may then be deposited on top, before photoresist is applied and exposed us-
ing an appropriate mask, with the desired shape of the waveguide subsequently
produced by etching. Fig. 4b shows such a chip from the UiT’s Nanoscopy
group, with arrows pointing towards the input of several straight waveguides on
a single chip.
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Figure 4: a. Different planar waveguide geometries, with typical materials and
dimensions as used for imaging at the UiT group. b. Example of chip with
arrows showing multiple straight waveguides for imaging purposes [4].

2.1.3 Total Internal Reflection for Fluorescence Microscopy

In fluorescence microscopy, the most common type of illumination (”epi”) fo-
cuses the excitation laser in the center of the back focal plane of the imaging
objective, achieving a collimated beam at the image plane (Fig. 5a, left side)
[15]. If the focused beam is moved to the corner of the back aperture of a high
numerical aperture (NA) objective, TIR can be achieved at the sample plane
(Fig. 5a, right side) [15]. A sample imaged in epifluorescent illumination results
into a different image than TIRF (total internal reflection fluorescence), since
TIRF only excites a few hundreds of nanometers into the sample through the
exponential decaying evanescent field [16], therefore achieving a thin optical sec-
tion. This limited optical section results into removal of out-of-focus signal from
the image, and thereby providing good contrast and a high signal to noise ratio.
Some typical drawbacks of this way of performing TIRF are, e.g., the small
field of view given by the high NA necessary to achieve TIR, the necessary
readjustment of the beam placement at the back focal plane when changing the
excitation wavelength, and the high price of the typically dedicated objectives
together with the complicated excitation light path (Fig. 5 b).

2.1.4 Waveguides for Microscopy

The evanescent field of planar waveguides can also be utilised to excite fluores-
cent samples, while making use of a microscope to collect the fluorescence signal.
By removing the excitation light path from the microscope, the complexity and
dimensions of the setup can be significantly reduced. As waveguides can be
designed to be several hundreds of micrometers wide, TIRF excitation over an
almost arbitrarily wide field-of-view can be achieved while being independent
of the collection optics.
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Figure 5: a) EPI vs. TIRF illumination mechanism at the microscope objective
[15]. b) Scheme of typical commercial TIRF setup [16].
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First manuscripts following this concept made use of slab waveguides to image
fixed or live cells using fluorescent dyes [17, 18, 19, 20, 21] or, more recently,
through a label-free approach [22]. A strong development to this field has been
contributed by the group at the UiT. Beyond demonstration of homogenous,
multicolor illumination for live cell imaging on waveguide chips [5] , the group
in Tromsø was also the first to demonstrate waveguide-based imaging beyond the
diffraction limit [23, 4, 7]. At UiT, photonic-chip platform is being adapted for
using different super-resolution techniques such as single-molecule localization
(dSTORM) [24], structured illumination microscopy (SIM) [25] or fluctuation
methods (MUSICAL [8], ESI [26], SRRF [27], SOFI [28]).

Key to such developments are the utilized materials, waveguide geometries,
and mechanisms of coordination between inducing different waveguide modes
and acquiring images of the sample. By making use of high-refractive index
contrast (HIC) materials such as Si3N4 (silicon nitride) or Ta2O5 (tantalum
pentoxide) for the guiding layer (refractive index of ∼ 2 at visible wavelengths)
and SiO2 (silicon dioxide) for substrate and cladding (refractive index of ∼ 1.46),
tight mode confinement is achieved. This in turn allows miniaturization of the
structures and reduction of the structural footprints. Working with thin layers
of guiding material, e.g., 150 nm, further leads to a considerable fraction of the
mode to be available as evanescent field, typically reaching ∼ 200 nm into a
sample deposited on the surface.

For many cases, a homogeneous illumination over the waveguide surface is de-
sirable. This can be achieved when only guiding a zero order, fundamental
mode through the waveguide. For the 150 nm HIC waveguides, a very shal-
low rib etch is necessary to fullfill the single-mode condition (SMC). A narrow
width supports a deeper rib height, so that a width of 1.5 µm is chosen. This
width is on the lower limit for which conventional photolithography can still
provide reproducible results. Simulations using these dimensions suggest that a
rib height of ca. 4 nm is needed to fulfill the SMC down to the typical bioimag-
ing wavelength of 488 nm [6, 5]. As a width of 1.5 µm is not useful for imaging,
adiabatic tapering has been used here to expand the initial width to 25 µm
while maintaining the SMC [5, 7].

Figure 6: Fluorescence signal of waveguides with a homogeneously stained sur-
face. Left: geometry designed for single-mode propagation (25 µm wide). Right:
highly multimode waveguide showing interference pattern (50 µm wide).

However, experiments have shown that the calculated dimensions might not
completely provide single-mode waveguides down to 488 nm, possibly due to
parameter variations during fabrication. It was also demonstrated how curved
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sections can eliminate interfering higher-order modes through their higher bend
losses. It is evident that the single-mode condition for the given guiding layer
height is demanding in terms of fabrication. Deeper etch depths or larger widths
propagate more modes, which interfere with each other and create wire-like,
inhomogeneous patterns on the surface ”Fig 6”.

If compared to the SMC and adiabatic tapering, an arguably less complicated
way to achieve a homogeneous sample illumination is actually using wide, highly
multimode waveguides. As it will be discussed in the following section about
the imaging setup, light is typically coupled through an objective focusing at
the waveguide edge. Moving this focused spot along the edge leads to a mod-
ulation of the interference patterns, that, if averaged over this displacement,
can also produce a homogeneous illumination of the surface. Despite putting
requirements on the illumination section as well as possible longer image acqui-
sition, this averaging approach gets rid of the SMC and tapering issues such as
possible inhomogeneity at shorter wavelengths, long taper lengths (e.g. 2 mm
for only 25 µm end width), and shadow effects on illumination through surface
impurities.

Whereas the strong evanescent field is a must for single-molecule localization
methods, techniques such as SIM or fluctuation-based nanoscopy algorithms
profit from spatial frequency bandwidth given by the HIC. Structured illumina-
tion microscopy utilizes sinusoidal interference patterns for illumination, with
the gain in resolution linked to the frequency of the interference pattern. Com-
pared to the conventional SIM approach that uses a grating and a high numerical
aperture objective to generate the patterned illumination, counter-propagating
HIC waveguides can deliver higher frequencies of this interference pattern be-
cause of the high effective refractive index of the guided light. The advantages
for fluctuation methods will be covered in the next section.

2.1.5 Multimode Waveguides and Super-Resolution

Whereas averaging of the multimode interference can be used to obtain diffraction-
limited images, this modulation of the excitation intensity at the surface can
also be combined with fluctuations based nanoscopy algorithms. Fluctuations
based nanoscopy algorithms typically make use of natural variations in fluores-
cence emission of dyes [29, 8] to determine their position with higher accuracy
than diffraction limited imaging, where the natural variations are averaged using
sufficiently long exposure time and homogeneous illumination is assumed. This
fluctuation in fluorescence emissions can also be induced artificially through
inhomogeneous and time varying illumination patterns, such as speckle illumi-
nation [30].

In the case of HIC multimode waveguides, the high effective refractive indexes
of the modes lead to higher spatial frequencies than achievable with objective-
based optics in aqueous media. The ”finer” patterns can be modulated, and
therefore higher resolution can be obtained with waveguides compared to con-
ventional setups. The UiT group has demonstrated this principle using an ESI
algorithm (entropy-based super-resolution imaging) [4, 7], but a more dedicated

11



Figure 7: Scheme of chip-based microscopy setup.

illumination and image acquisition control can be used with other algorithms
such as MUSICAL [8, 31] with a promise of better results.

2.2 Current Chip-Based Microscopy Setup

This section discusses the different parts of the setup as displayed in Fig. 7.

1. Excitation: Multiple lasers at typical bioimaging wavelengths, (e.g., 488,
561, 660 nm) are expanded as necessary, aligned to a common pathway
and coupled into a fiber.

2. Coupling: Among the different possibilities to couple light into the chip
(prism coupling, grating coupler, butt coupling with a fiber, direct focus-
ing), direct focusing with a lens provides high efficiency by choosing a NA
value similar to the waveguide’s output with no necessary adjustments
between different wavelengths through apochromatic optics. Given the
dimensions of the waveguides used by the UiT group, previous work com-
paring different microscope objectives pointed towards the best efficiency
with a 50x / 0.5 NA objective from Olympus (LMPLFLN).

For the coupling unit, the end of the fiber with the excitation light is
attached to a compact collimator (Thorlabs F280FC-A) with the output
beam matching the back aperture of the coupling objective. Together
with the coupling objective, those parts are mounted on a translation
stage with piezo motors for precise positioning.

3. Sample: The waveguide chip rests on a vacuum chuck to prevent it from
moving. The vacuum chuck itself is mounted on a translation stage. A
chamber for biological specimens on the chip surface is made out of 150
µm thick PDMS polymer cut to a frame, filled with imaging media and
sealed with a glass coverslip on top. The excitation light is focused onto
a waveguide facet by the edge of the chip.

4. Collection: A modular microscope system from Olympus (BXFM
model) collects the light from the chip. A revolving turret allows for quick
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exchange of the imaging objectives. A white light source allows for reflec-
tive brightfield imaging of the sample. Filter slides for each excitation
wavelengths which only allow the fluorescent signal to pass are exchanged
as required. A scientific sCMOS camera (typically a Hamamatsu Orca
Flash) records the images.

2.3 Multiple Signal Classification Algorithm (MUSICAL)

MUSICAL is a nanoscopy algorithm [8, 31] that generates super-resolution im-
age of a distribution of fluorescent molecules (referred to as emitters) from a
stack of microscopy images of fluctuations in intensity of the emitters. The
principle of MUSICAL and the motivation of MUSICAL-on-chip are presented
in the sub-sections below.

2.3.1 Principle

Using singular value decomposition of the stack of images, MUSICAL first parti-
tions the mathematical space of the camera measurements into signal and noise
sub-spaces. The signal subspace is spanned by the eigenimages corresponding
to non-zero singular values and the null sub-space is spanned by the eigenimages
corresponding to zero singular values. MUSICAL then computes an indicator
function at every point of interest (PoI) in the sample space. This indicator
function is the ratio of the projections of the point spread function (PSF) at
the PoI on signal and noise sub-spaces.

MUSICAL was originally demonstrated to exploit blinking and bleaching phe-
nomena of fluorescent molecules as the source of fluctuations in intensity. How-
ever, it is notable that the MUSICAL can exploit fluctuations in the illumina-
tions as well. This is exploited in MUSICAL-on-chip, as described below.

2.3.2 MUSICAL-on-Chip

As illustrated before in Fig. 6, a multimoded waveguide generates complicated
illumination patterns as a result of interference of waveguide modes. Also as
previously mentioned, moving the focused spot that is used to couple the light
into the waveguide across the width of the waveguide changes the net pattern by
changing the amplitudes of different waveguide modes. A simple illustration is
shown in Fig. 8. Therefore, the changing illumination patterns can be used as a
mechanism to introduce fluctuations in a controlled manner, rather than relying
on the stochastic phenomenon of photo-kinetics of fluorescent molecules. The
photo-kinetics of fluorescent molecules imposes limitations on the choice of dyes,
acquisition time and input power, which ultimately limit the signal to noise ratio
of the measurement [29] and versatile application of super-resolution techniques,
including MUSICAL. On the other hand, the ability to introduce fluctuations
through illuminations created by photonic chip allows better control of signal
to noise ratio and is therefore expected to make MUSICAL more versatile and
dye independent. This is the motivation of MUSICAL-on-chip.
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Figure 8: When coupling into wide multimode waveguides, different locations
of feed point result in different illumination patterns.

In order to vary the illuminations in a systematic and efficient manner as well as
to perform synchronized acquisition of image for each feed point, the following
are needed:

1. Efficient coupling of light from laser into the waveguide

2. Precise control and stability of the feed point along the width of the waveg-
uide

3. Integration of illumination system and image acquisition to enable syn-
chronized and automated illumination switching and image acquisition

These objectives are achieved in this master thesis.
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3 System Integration and Automation

This chapter presents the contributions of this thesis. As discussed in chapter 2,
there was a need to design an integrated, automated, and synchronized set-up
for coupling the light into the photonic chip efficiently, controlling the precision
and stability of the feed point along the width of the waveguide, and acquire
images in synchronism with the switching of illumination through shift of the
feed point. The chapter presents the various activities undertaken to accomplish
the target in the following sections.

3.1 Optimization of Illumination Set-Up of Current Chip-
Based Microscope

As shown in the previous chapter, the waveguide setup has so far consisted of
two translation stages (see also Fig. 7). This offered optimization potential
in terms of size and cost. An alternative configuration, shown in Fig. 9, was
co-developed with Postdoc Azeem Ahmad. Here, a precision milled aluminum
mount fabricated at the department’s machine shop can accommodate the nec-
essary elements on top of a single translation stage (Thorlabs NanoMax).

Figure 9: Alternative setup consisting of one translation stage with custom-
designed aluminum mount, including motorized actuators (1) for the sample
stage (5), integrated coupling section (2-4), and measurement system for auto-
matic coupling adjustment (6-7).

The numeration in Fig. 9 corresponds to the following elements:

1. The coarse stage movement has so far been performed manually, but now
motorized actuators for the three axes allow implementation of a feedback
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system for automatic movement of the sample stage.

2. Compact fiber collimator. Micrometer precision of the aluminium mount
removes the necessity of alignment towards the coupling objective.

3. Scanning mirror galvanometer. To achieve homogeneous illumination with
multimode waveguides on the previous setup, the separate coupling stage
oscillated over the x-axis using the piezo motor. The one axis galvo mirror
greatly increases the oscillation frequency (130 Hz), reducing the necessary
number of frames for mode averaging by almost 100 times.

4. Coupling objective mounted on a one axis long-range piezo motor (PI
Q-522.140). The compact collimator can alternatively be mounted here,
allowing for larger movements over the x-axis.

5. Apart from all other elements which are fixed to the aluminium mount,
the vacuum chuck for the photonic chip is the only element resting on
the moving section of the NanoMax stage. Coarse and fine movement in
3 axis is provided by the motorized actuators and the NanoMax’s piezo
motors, respectively.

6. Lens to collimate out-coupling and stray light for the photodiodes, dis-
cussed in this section.

7. Two photodiodes with focusing lenses. The obtained signal will be used
in a feedback loop with the motorized actuators for automatic coupling
adjustment.

Elements 6-7 from Fig. 9 were engineered to measure the light coming from the
chip. The lower photodiode will only receive light which was guided by the chip
(coupled light), while the upper photodiode will receive coupled light but also
light exiting the coupling objective which is not stopped by or coupled into the
waveguide (stray light). This is illustrated in Fig. 10.

Figure 10: Scheme of photodiode assembly and types of light reaching each,
generating the signal for the automatic coupling process. The axes definition
represented here will be followed for the rest of this thesis.

The amplification of the light reaching the photodiodes is discussed in the follow-
ing sub-sections and presented in Fig. 11. The signal in the upper photodiode
can be used to locate the waveguide relative to the input beam before any cou-
pling is achieved. How this is achieved will be the subject of section 3.2. The
signal from the lower photodiode will be proportional to the power in the guided
modes of the waveguide, hence also proportional to the coupling efficiency. This
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Figure 11: Schematic of setup developed to read the signal of photodiode pair.
Top circuit shows a linear 3.3 V voltage regulator providing filtered power to
the op-amps and ADC. Bottom circuit, from left to right: transimpendance
amplifiers are connected to an ADC converter, which is connected to an Arduino.

is used to optimize the coupling as described in section 3.3. If not otherwise
specified, all elements from the setup were purchased from Thorlabs. Fig. 9 and
10 display the axis definition which will be utilized for the rest of this thesis.

3.1.1 Photodiode Amplifier and Computer Interface

A system for amplifying and digitizing the photocurrent from the photodiodes
shown in Fig. 9 and 10 was needed. As there was no comprehensive solution
at a reasonable cost, it was decided to make a solution from three components.
First, a transimpedance amplifier (TIA) amplifies the photocurrent generated
by the photodiodes and keeps them biased at a constant voltage. Two amplifiers
were connected to an ADS1115 analog to digital converter (ADC), whose digital
signal was fed into an Arduino interface. The Arduino handles the control of
the ADC through an inter-integrated circuit (IIC) interface, and exposes the
functionality over a USB virtual com port at 2MBaud. The photocurrent may
then be read out by a computer connected to the remaining waveguide setup
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components. Fig. 11 presents the schematic diagram of the system including
the power supply, the TIAs, the ADC and the Arduino.

3.1.2 Power Supply for TIA and ADC

The power to the system is provided through the 5 V supply provided by the
USB. The USB power can however be a quite noisy source, so the components
sensitive to noise, the TIA and ADC circuits, should not be directly powered by
the USB power. Instead, the 5 V USB source is fed to a linear 3.3 V regulator
which significantly reduces the noise. This is then used to power the TIA and
ADC circuits.

3.1.3 Transimpedance Amplifier

The transimpedance amplifier converts a current to a voltage. The operational
amplifier drives its output such that the voltage at the negative input is equal
to that at the positive input. For that to happen, the current through the
feedback network must be the same as the photodiode current. At DC, this
requires Ipd = IRf , hence Vout = Rf Ipd. This converts the photocurrent to a
voltage and provides amplification, while also keeping the diode at a constant
bias of 0 Volts, which minimizes dark current and noise. The feedback capacitors
limit the bandwidth of the amplifiers to reduce noise and prevent oscillation.
The operational amplifier (opamp) Used is an OPA2336 [32], which has low
input bias current, and low input noise, as well as rail to rail output capability.
The feedback resistor is 100 kΩ providing a gain of 100 kV/A. The feedback
capacitor is 6 nF giving a bandwidth of 265 Hz.

3.1.4 Analog to Digital Converter

The ADS1115 ADC was selected because it has good resolution of 15 bits in
single ended mode operation. Further, it has a built-in voltage reference and a
programmable gain amplifier supporting gains of 2/3 , 1, 2, 4, 8 and 16. This
means that the system can be used for a wider range of input intensities without
having to change the feedback network in the amplifiers. Finally, it is easily and
cheaply available as a module, where the chip has been soldered to a breakout
board, as well as an easy-to use-software library for the Arduino ecosystem [33].

3.1.5 Arduino and Firmware for Computer Interface

An Arduino is used to communicate with and control the ADC over an IIC in-
terface. The functionality of the ADS1115 is controlled using a software library
[33]. The required functionality is exposed to a host computer through a pro-
gram running on the Arduino that accepts and interprets a set of commands.
The communication between the Arduino and a host computer is through a USB
virtual serial port. Further, a Labview library was implemented that handles the
command based interface allowing easy integration with other components in a
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Labview based environment. The Arduino firmware and the Labview interface
are available in a github repository [34].

3.2 Initial Alignment

As it will be explored in the next section, waveguide coupling can be opti-
mized through an algorithm but it requires some extent of initial coupling to
be present. For coupling to occur, the waveguide and input beam must be
aligned within a few micrometers. When considering the waveguide geometry,
the width (x-axis) can range from a few to several hundreds of micrometers
as opposed to the height (z-axis) of 150 nm. Disposing of a stage engineered
with fine mechanical precision, a recurrent waveguide design can be accurately
placed on the chip so that the necessary alignment of the waveguide width to
the coupling spot is given. This reduces the initial coupling to be met through
y- and z-axes, whereas the height is the first parameter which can be varied
until initial coupling is obtained. The utilized NanoMax stage has the accuracy
required to do so, but it exhibits significant crosstalk between the axes such
that moving along the x-axis also moves the chip along the y- and z-axes [35].
This is a function of the mechanical structure of the stage, and may be compen-
sated for if the crosstalk can be classified. This section presents an edge finding
algorithm which may be used for initial coupling, but which was also used to
classify the crosstalk between the stage axes.

3.2.1 Edge Finding Method

Assuming that the input beam is a Gaussian beam, the diameter of the beam
varies along the optical axis as simulated in Fig. 12.

Figure 12: Left: Gaussian profile of the beam in the propagation direction. In
black, obstruction symbolizing the waveguide edge placed in the beam path.
Right: Intensity profile of the coupling beam at the focal spot (y=0).

If the beam were to be obstructed with a structure such as visualized, only the
fraction of the beam above the structure would propagate past it as stray light.
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If we collect and measure that light, the power of the light measured is given as∫ ∞

z0

∫ ∞

−∞

I(x, y0, z)dxdz, (3)

where (y0, z0) is the position of top edge of the obstruction. By moving the
obstruction, the measured power would then vary with its position.

Fig. 13(a) shows a calculation for this relationship between the y− and z−axes.
Out of the obtained curves it is evident that the chip edge (y0, z0) can be de-
termined from the stray light’s signal trend while alternatively moving the chip
along the two axes.

(a)

(b) (c)

Figure 13: Simulation of stray light signal vs. chip edge position. (a) Gaussian
beam profile (blue) with translated path of obstruction for y- (red) and z-axes
(black). (b) Stray light signal for obstruction scanned over y-axis. (c) Stray
light signal for obstruction scanned over z-axis.

For instance, by choosing an initial value of z and moving the chip along the
y axis (red dashed line in Fig. 13(a)) while measuring intensity of the stray
light, an intensity profile such as Fig. 13(b) can be obtained. The beam waist
may then be found by selecting an appropriate threshold, the waist will then be
located between the intersects of the intensity profile and the threshold. Once
the beam waist has been found, the height of the beam relative to the chip
may be determined by measuring the intensity profile while moving the chip
along the z-direction (black dashed line in Fig. 13(a)), see Fig. 13(c). When
the measured intensity is half the maximum value, the beam center would be
aligned with the top of the chip.

This is of course a a simplified model. In a practical setup we cannot capture
all the stray light. There are diffraction effects from the edge of the chip, inter-
ference between light reflected from the top of the chip with the light directly

20



propagating to the sensor, and the beam is not a perfect Gaussian shape. The
result, as we will see, is similar but is not as symmetric and smooth as for the
simplified model.

3.2.2 Implementation

A program performing the edge finding method was implemented in Labview
and is available in a github repository [36]. The implementation largely following
the procedure outlined in the previous section. Some changes had to be made
to account for the imperfections of the real data used to develop the model,
mainly the intensity profiles not being as nicely symmetric as in the idealized
case. This means that the beam waist is not necessarily in the center between
the intersections of the threshold and the intensity profile, but still somewhere
between the intersections. Hence the accuracy of the method is limited. The
procedure then follows the pseudocode presented in Listing 1.

1. Choose a point (y0, z0) such that waveguide chip is located above and to
the left of beam waist

2. Measure stray light intensity Py = Istray(y, z) for z = z0, y0 < y < y0 + ∆y

where ∆y chosen large enough to give an intensity profile analogous to
figure 14(b).

3. Estimate the beam waist yw as the first and last elements of Py < Ith
where Ith is a suitable threshold.

4. Get intensity profile Pz = Istray(y, z) for y = yw, z0 − ∆z < z < z0

5. Find estimate of waist along z-axis,zw, as first element of Pz < Ith

6. Choose a new point (y′0, z
′
0) and ∆y′ closer to the estimated waist.

7. Repeat point 2 3 to get y′w

8. return (y′w, zw)

Listing 1: Pseuodocode representation of edge finding method

The procedure was originally envisioned as an iterative procedure terminating
when the measured z-profile indicated than a beam diameter became smaller
than a given threshold. It was however found that subsequent iterations did
not significantly improve the precision.

Experimental intensity profiles are presented in Fig. 14. The plot of the y-axis
scan in Fig. 14(a) is analogous to the model in Fig. 13(b). It is taken with
a scan resolution of 15 µm. As it can been seen, the asymmetry is strongly
evident in practice. The subsequent scan in the z-axis depicted in Fig. 14(b) is
analogous to the model in Fig. 13(c), also showing deviation from the smooth
and monotonic variation of the ideal signal. It is taken with a scan resolution
of 0.8 µm. This is followed by another scan in the y-axis with a finer scan
resolution of 3 µm, shown in Fig. 14(c).
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(a) First scan along y-axis (b) Scan along z-axis (c) second scan along y-axis

Figure 14: Experimental profiles of stray light signal scanned over (a) y-axis,
(b) z-axis and (c) repeated for the y-axis, with indicated waists and thresholds.
The asymmetry compared the ideal model from Fig. 14 and position refinement
in (c) after optimizing the orthogonal axis in (b) are visible.

3.2.3 Stage Cross-talk Correction

Assuming that the chip is flat and its edges straight and smooth, the y− and
z− axis commanded positions at different x− values should represent a straight
line in space. However, as previously mentioned, the crosstalk between the
stage axes affects this trajectory. The corrupted translation has been measured
through the stray light signal and is shown in Fig. 15. To obtain the values for
the y and z axes separately, the edge-finding algorithm was performed for each
x value.

Figure 15: Translation of stage over x axis and its influence on y (top) and
z (bottom) axes, measured through stray light signal. The non flat trajectory
displays a crosstalk between the axes.

In order to model the effect of the crosstalk and to develop a way to compensate
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for it, the affected trajectory between the axes can be modeled as:

x = xc + fxy(y) + fxz(z), (4)

y = yc + fyx(x) + fyz(z), (5)

z = zc + fzx(x) + fzy(y), (6)

where x, y, z are the true positions of the stage, xc, yc, zc are the commanded
positions, and f12 represents the dependence of axis 1 on axis 2. We cannot use
this data to decouple the stage axes over the entire movement range. However,
considering the intended use of the stage, it is enough to correct for it along
the theoretical line from Fig. 15 as the beam waist should always be close to
the top edge of the chip. To achieve this, we can neglect the crosstalk of y, z
into x. Further we can assume that the true position of y and z is constant
and approximately equal to the mean commanded positions ȳ and z̄, so that we
obtain the following:

y ≈ yc + fyx(x) =⇒ fyx ≈ ȳc − yc (7)

z ≈ zc + fzx(x) =⇒ fzx ≈ z̄c − zc (8)

Using the data shown in Fig. 15, we can then find approximations of fyx and fzx .
Fig. 16 shows plots of the data along with fitted 3rd order polynomial functions
using the least squares method. The residuals of the fit are also shown in the
figure. The constants of the polynomials as well as the root mean square error
(RMSE) of the fits are presented in Table 1. Whereas the crosstalk measurement
indicates that the position deviation can reach up to ca. 70 µm for the y− and
z−axes, as noted in Fig. 15, the results show that a correction based on the fit
can keep the x-translation constant a range of less then 2 µm (y−axis) or less
than 1 µm (z−axis), as seen in Table 1.

Fitted polynomial RMSE
fyx ≈ (1.295 · 10−10x3 − 1.210 · 10−5x2 + 3.703 · 10−2 − 11.63)µm 1.423 µm

fzx ≈ (4.719 · 10−10x3 − 1.831 · 10−5x2 + 7.149 · 10−2x − 52.59)µm 0.6103 µm

Table 1: Approximations to crosstalk compensation functions

It should be noted that the crosstalk correction relies in a reproducible position
of the chip over the y-axis when placed on the sample stage. As a preliminary
solution to guarantee reproducible placement, a part of a snap-away utility knife
blad was bonded to the vacuum chuck with cyanoacrylate glue, shown in Fig.
17. The height of the blade was adjusted so that the typically 1 µm thick chip
could be pushed against this ”fence” without it reaching to the top of the chip
blocking the coupling beam.

3.2.4 Conclusion about initial alignment

The edge-finding process was originally conceptualized to be performed when
changing between waveguides of the same chip. However, components such as
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Figure 16: Linear least squares-based polynomial fit of stage crosstalk for y-
(top left) and z-axes (top right) when translating the x-axis, including residual
values for the fit (bottom plots).

(a) (b)

Figure 17: (a) Metal piece (”fence”) attached to chip holder allowing for re-
peatable placement of chip in the y-axis. (b) Scheme of side view showing the
fence’s placement so that it does not interfere with the coupling beam.

PDMS frame and glass coverslip would disturb the process as they can also
diffract/guide some of the stray light. Characterizing and compensating for the
crosstalk of a given stage combined with a method off repeatably placing the
input facet of waveguide in the region where the compensation is valid, should
suffice to guarantee a linear translation between different waveguide inputs, so
that a constant height and thus initial coupling should be kept over the width
of the substrate when only manually aligning over the x−axis, which is easily
achieved with a micrometer stage.

3.3 Automated Optimization of Coupling Efficiency

The motivation to an automatized coupling system was mentioned at the very
beginning of this thesis. To quickly review it, such a solution will obviate the
need of manual coupling process and will provide a quicker, more predictable and
reproducible optimization of the illumination intensity. This will cut down the
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demands of user expertise as well as the time taken for light coupling and thus
photodamage of the sample. As the previous section worked towards providing
an initial coupling, this section continues on how to maximize the coupling
efficiency using automated instrumentation.

3.3.1 Measuring the Coupling Efficiency

Different possibilities can be thought of on how to monitor the light coupled
into the waveguide. One strategy is to use the imaging camera shown in block
4 of Fig. 7 to collect the light, which would have the advantage of not requir-
ing additional hardware. The signal to be worked with could be fluorescence,
autofluorescence or scattered light. However, without additional components,
monitoring coupling would not be possible independent of imaging. An alter-
native would be to utilize an additional laser, e.g., in the near infrared range,
coupled to the waveguide and additional optics at the imaging microscope lead-
ing the signal to a separate photodetector.

Section 3.1 has shown the strategy that was developed for the detection. Utiliz-
ing photodetectors to capture out-coupled light at the chip’s rear end presents
advantages for the acquisition process, finally being faster, less noisy (larger
area detector, less gain needed) and allowing continuous measurement of the
coupling without interfering with the imaging light path. On the negative side,
making use of out-coupled light sets demands on the waveguide geometry. For
example, it necessitates an out-coupling arm. This can however be easily im-
plemented at structure design level through a waveguide splitter with one arm
crossing the chip length to its rear end.

3.3.2 Process Concept

By using direct focusing, optimizing the coupling efficiency becomes a problem
of alignment. If assuming constant excitation wavelength, waveguide dimensions
and coupling optics, the coupling efficiency η becomes a function of the coupling
objectives’ position x, y, z. Further, if considering multimode waveguides with
widths that are orders of magnitude larger than the height of the waveguide,
the x-axis should not be considered as a degree of freedom when optimizing the
coupling efficiency. The problem is then reduced to adjusting the alignment of
the excitation beam and the waveguide along the y− and z−axes such that the
coupling is maximized.

In order to get an idea of how the coupling efficiency depends on the displace-
ment of the excitation beam with respect to the waveguide, the following exper-
iment was conducted. Using a setup similar to that of Fig. 9, but with manual
screws rather than stepper motors, the piezo actuators were set to the middle
of their range. The alignment was then manually adjusted until the coupling
efficiency measured as the outcoupled light through the photodiodes was close
to the maximum. The intensity of the light coupled into the waveguide was
then measured over a grid of 200 X 200 steps over the range of the piezo mo-
tors (20 µm). The result is presented in Fig. 18. This can give an idea of the
accuracy required to optimize the coupling, for example in order to get within
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90% of maximum we need to get the placement of the coupling objective within
a rectangle of about 2 µm × 0.2 µm.

Figure 18: Left: coupled light signal measured as function of coupling objective’s
relative position. The sectioned lines go through the maximum for each axis.
Right: plot of sectioned lines marked in the left graph, clearly showing the
asymmetry between the axis.

3.3.3 Method 1: Gradient Descent

Gradient descent algorithm is a first-order iterative optimization [37] which is
commonly used because it has good convergence rates for many problems as well
as is easy to understand and implement. The gradient of a smooth function will
point towards a point where the function has a higher value, given it is not at
a stationary point. Thus, to maximize a function f (y, z) one can move in the
direction of the gradient. For a suitable step size α and given a starting point
x0, a better point x1 can be found by as:

x1 = x0 + α∇ f (x0) (9)

In the case that the analytical gradient is not available, we can use a numerical
approximation as below:

∇ f (y, z) ≈ G(y, z) =
f (y + h, z) − f (y, z)

h
ŷ +

f (y, z + h) − f (y, z)
h

ẑ (10)

In general, the step h used in the approximation should be small in order to
get good accuracy. However, in practice, noise must be expected in the mea-
surements. Given an underlying ideal or ”ground truth” function f , we can say
that we have access to the measurement function f̂ :

f̂ = f +X(µ, σ) (11)

Where X is a random variable of mean µ and standard deviation σ. f̂ is defined
here to be ln P, where P is the power in Watts (W). Given that f is a function
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of position, while X is not, we can see that choosing a small value of h tends
to amplify the influence of noise on the approximated gradient. On the other
hand, choosing the value of h too large results in an inaccurate approximation
of the gradient. Further, as can be seen in Fig. 18, the coupling efficiency
is highly dependent on the dimension it is measured along. This implies that
the step used in the approximation should also depend on the dimension it is
taken along. To account for this, we introduce asymmetry in the step such that
h = hy ŷ + hz ẑ, and the approximated gradient is given as:

∇ f (y, z) ≈ G(y, z) =
f̂ (y + hy, z) − f (y, z)

hy
ŷ +

f̂ (y, z + hz) − f (y, z)
hz

ẑ (12)

The step size parameter α, is very important for the performance of the steepest
descent method of optimization in that it determines the convergence properties
of the method. An α too small yields slow convergence, while an α too large
will cause the algorithm to make steps too large, such that it does not converge
at all, rather it will oscillate around a local minimum. The optimal step size is
highly dependent on the cost function used, and generally a fixed step size is
not ideal. There are methods that can be used to continually adapt the step
size to the cost function. Perhaps, Barzilai-Borwein method [38] is the most
common among them. This however is an approximation to a quasi-Newton
method, which means it uses the approximation of second order derivatives. As
previously discussed, derivatives of noisy functions tend to amplify the noise,
and higher order derivatives will tend to amplify it even more. Further, it is
necessary to limit the step size when optimizing functions with considerable
noise, because making a large step with the cost function will tend to move to
a region where no signal is present.

For these reasons, a fixed step size is used. However, We do introduce a non-
isotropic step size such that α = αy ŷ+ αz ẑ on similar reasoning such as used for
h. As the rate of change of the objective function is highly non-isotropic with
∂ f
∂y <<

∂ f
∂z , the value tends to be limited by the movement along the z−axis when

using a scalar step size. Therefore, it will tend to overstep and/or oscillate along
this dimension, while only slowly converging along the y−axis. Introducing the
non-isotropic step size parameter, it is possible to avoid this behaviour.

The termination criterion used in steepest descent optimization is usually such
that it terminates when |G(x)| < ε , where ε is a cutoff value chosen to achieve
the required precision. When noise is involved, this method is not reliable. In
this case, the termination criterion is chosen such that it terminates when the
path length taken in an interval ∆n iterations is below some threshold ε, such
that | |xn − xn−∆n | | < ε or until a maximum number of iterations nmax have been
executed. A pseudocode representation of the adapted algorithm is shown in
Listing 2.

n = 0
whi l e n < nmax

sn = αyGy(xn)ŷ + αyGz(xn)ẑ
xn+1 = xn + sn
i f | |xn − xn−∆n | | < ε
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re turn x
n = n + 1

Listing 2: Pseuodocode representation of modified gradient descent algorithm.

3.3.4 Method 2: Nelder-Mead Simplex Algorithm

Nelder-Mead simplex is a direct search algorithm that can be used to find local
minima or maxima of a function. For an n-dimensional problem it works by
creating a test of set points arranged as an (n+1)-dimensional simplex, and
comparing function’s values at the vertices to replace the worst vertex by a bet-
ter one. In searching for the better vertex, it follows a set of rules to determine
where to look for it [39, 40]. A block diagram representing the algorithm is
presented in 19, where f , x0, γ, β are the function to be minimized, the starting
point, the expansion coefficient and contraction coefficient, respectively. The
function f used here is the power in microWatts (µW)

In the algorithm, the initial simplex S = {x0, x1, · · · , xn} is constructed using the
starting point as the first vertex, and generating the other vertexes such that
xi = x0 + hix̂i for i ∈ {1, 2, · · · , n}, where hi determines the size of the initial
simplex and x̂i are unit vectors. The expansion and contraction coefficients,
γ, β, determine how much the simplex is expanded or contracted depending
on the appropriate action determined by the algorithm. Heuristically chosen
standard values used are 2 and 0.5, respectively. In general, the optimal choice of
initial simplex size and coefficients depends upon the function f and is generally
difficult to determine. The termination criterion is generally such that the
process is terminated when the simplex shrinks below a certain threshold. This
could, for example, be the average distance from the center point of the simplex
to the vertexes.

3.3.5 Performance Simulation - Without Noise

In order to evaluate the performance of the optimization approaches, a model
representing the coupling efficiency as function of displacement was made based
on the data used to create Fig. 18. This data presents noise stemming from
the measurement process, which however manifests as a static pattern in the
model. Therefore, it does not model the behaviour of a real system with suf-
ficient complexity. This static noise was reduced by applying a low pass filter
to the data. Following it, a piece-wise linear interpolation was used to create
a continuous objective function, fobj , that can be used to simulate the perfor-
mance of the optimization approach. The function fobj was suitably modified

for the definition of f̂ or f of the two algorithms.

Fig. 20a (gradient descent method) and 20b (Nelder-Mead simplex algorithm)
show the path of the procedures when applied to this model at 10 different
starting points. Fig. 20c and Fig. 20d show the function value progression for
the two methods respectively as the iterations proceed. Here, both approaches
were run for 100 iterations. It is apparent that both approaches successfully
improve the simulated coupling efficiency in almost all the cases, while getting
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Figure 19: Block diagram illustrating the Nelder-Mead simplex algorithm.

stuck in local minima for one case in the gradient descent method and two in
the Nelder-Mead simplex algorithm.

3.3.6 Performance Simulation - Including Noise

To get a more realistic sense of the average performance of the optimization
algorithms, they were applied to the measured data with different levels of noise
added to it. The simulation was performed for 1000 different starting points
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(a) Gradient descent (b) Nelder-Mead simplex

(c) Gradient Descent (d) Nelder-Mead simplex

Figure 20: Using the measured coupling efficiency from Fig. 18, simulations
show the path taken for 10 different starting positions at 100 iterations (black)
for the gradient descent algorithm (a) and Nelder-Mead simplex algorithm (b),
including the evolution of the function value for both (c, d).

within the region shown in Fig. 21. This considered area was determined by
taking fobj > 1.8µW, further excluding 1 µm from the edges.

Figure 21: Contour of region of measured data selected for simulations including
noise.

The number of points ending in a successful result were recorded, this being
defined as objective function values within 90% of the maximum. The start
(black circles) and endpoints (red dots) are shown in Fig. 22 and 23, with the
results presented in Table 2. In Table 2, σn is the standard deviation of the noise
added expressed in percent of the maximum value of fobj , Ns is the number of
starting points that resulted in success, µi is the average number of iterations
before termination, α is the step size used in the gradient descent algorithm and
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β is the contraction coefficient used in the Nelder-Mead simplex algorithm. The
expansion coefficient γ is kept at 1.3 in all cases for the Nelder-Mead simplex
algorithm.

(a) gradient, no noise (b) Nelder-Mead simplex, no noise

(c) gradient, 1% noise
(d) Nelder-Mead simplex, 1%
noise

Figure 22: Performance of optimization algorithms on simulated dataset, 0-1%
added noise. Black circles show the starting points, red circles the end points.

σn 0% 1% 5% 10%
Ns 781 792 667 202
µi 48.6 45.9 53.7 56.9
αy 3 3 1 1
αz 0.3 0.3 0.1 0.1

(a) Gradient descent method

σn 0% 1% 5% 10%
Ns 825 904 827 766
µi 34.6 37.8 50.5 69.1
ccon 0.5 0.7 0.8 0.85

(b) Nelder-Mead simplex algorithm

Table 2: Results from simulations shown in Fig. 22 and 23.

As indicated by the results, the Nelder-Mead simplex algorithm has superior
performance in terms of average number of iterations until termination as well
as a higher number of successful outcomes when used on the simulated dataset.
In both cases it is advantageous to tune parameters according to the noise level.
For the Nelder-Mead simplex algorithm, the most important parameter is the
contraction coefficient β. The Nelder-Mead simplex algorithm tends to favour
the contraction and shrink transformations over reflection and expansion as the
noise level increases, probably because there are more outcomes where these
actions will occur. In this case, as the noise level increases, the transformation
selected is more randomly chosen and it seems reasonable that the simplex tends
to shrink. Limiting the shrinking then allows something akin to an oversampling
of the objective function, allowing it to get closer to an optimal position before
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(a) gradient, 5% noise
(b) Nelder-Mead simplex, 5%
noise

(c) gradient, 10% noise
(d) Nelder-Mead simplex, 10%
noise

Figure 23: Performance of optimization algorithms on simulated dataset, 5-10%
added noise. Black circles show the starting points, red circles the end points.

terminating, at the cost of a slower procedure.

For the gradient method it is also beneficial to decrease the step size α. As the
noise level increases, the gradient descent method changes from moving along
the gradient to a random walk biased to move in the direction of the gradient.
Using a too large step size increases the likelihood that a large step is taken
such that the optimization procedure ends up in a region where the objective
function is flat with only noise is present. The performance of the gradient
optimization procedure is also limited by the termination criterion used. The
method used tends to terminate prematurely, but the number of successful runs
increases significantly if based on a fixed number of iterations. Optimization
towards terminating the procedure could therefore provide better results, with
the fixed number of iterations method not been seriously considered.

3.3.7 Conclusion and Implementation

Based on the results from the previous section, the Nelder-Mead simplex algo-
rithm was chosen as the better candidate for performing automated coupling
optimization. It was implemented as part of a Labview program available at a
github repository [36]. Here, the user is presented with an interface as shown
in Fig. 24. The workflow of the system is as follows:

1. A waveguide chip is placed on the vacuum stage, making sure that it is
located against the fence on the chuck.
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Figure 24: Labview interface of implemented automated coupling optimization.

2. The waveguide that is to be coupled into is located using the microscope.

3. The laser is turned on, an manually aligned with the waveguide using the
x-axis slider. Because of the stage crosstalk correction this should then
provide initial coupling.

4. The optimization procedure can then be started by pressing the ”opti-
mize” button.

The automated optimization of coupling as implemented has not been thor-
oughly tested, however initial testing is promising. Given adequate initial cou-
pling, the program consistently improves the coupling efficiency. In most cases
it was found not possible to further improve the coupling efficiency by manually
adjusting the stage position, but the automation did in some cases get stuck
in local minima. In some cases it was possible to simply run the optimization
procedure again after it had terminated in a local minimum, though in other
cases manual adjustment of the starting point was required. On the right hand
side of Fig. 24, the result of a single optimization procedure is visible where the
initial coupling induced a photocurrent of ∼ 1 µA (corresponding to an inten-
sity of ∼ 3 µW) which was improved by the automatic optimization procedure
to ∼ 7 µA (∼ 21 µW) in 27 iterations, or roughly 11 seconds.

3.4 Controlled Multimode Illumination

3.4.1 Motivation

As discussed in section 3.2.2, precise control of the beam scanning the input
width of multimode waveguides can take fluctuation-based super-resolution al-
gorithms such as MUSICAL to a new level. Chip-based fluctuation demon-
strated so far made use of a continuous, asynchronous movement of the cou-
pling objective towards image acquisition [4]. To most effectively utilize the
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multimode nature of the illumination, a fully controlled movement in a step-
wise acquisition manner should be provided. This way, the spatial frequencies
acquired can be assumed to the highest through the stable illumination. The
presented work so far focused in optimizing the coupling efficiency. From here
on, the attention will be put towards the mechanism to control the illumination
over the waveguide width.

3.4.2 Methodology

The following equation modeling coupling to a waveguide mode may give some
insight to the related variables [41]:

ηm =

[ ∫ ∫
®Eex(x, y) ®E∗wgm

(x, y)dxdy
]2∫ ∫

®Eex(x, y) ®E∗ex(x, y)dxdy
∫ ∫
®Ewgm (x, y) ®E

∗
wgm
(x, y)dxdy

(13)

where ®Eex is the electric field of the excitation light at the waveguides input
facet and ®Ewgm the electric field of a mode m that the waveguide supports.
ηm is then the coupling efficiency of the excitation field into that mode. It is
then apparent that a given ®Eex will couple a given amount of power into the
m different fields supported by the waveguide. By changing ®Eex we will also
change the associated coupling efficiencies ηm.

There are several possible ways to modulate the illumination pattern of the
waveguide, e.g., galvanometers, spatial light modulators, linear stages. For ran-
dom averaging of the modes it was acceptable to scan the beam onto the coupling
objective’s back aperture. With, e. g., a galvanometer the beam oscillation will
be very fast, but the scanning spots will be asymmetric through the skew beams
at the objective’s back aperture. To provide the best beam quality, a scanning
stage carrying the exciting laser coming from a fiber together with the collimat-
ing optics and the coupling objective should provide the most flexible option
with the best beam quality. For this stage, a travel range of at least 1 mm with
a resolution below 10 nm would be ideal. Those requirements were met by the
one dimensional linear stage Q-522.140 from Physik Instrumente (PI), claim-
ing a travel range of 13 mm and a sensor resolution of 4 nm. The resolution,
stability and other characteristics will be characterized in this section.

3.4.3 Mode of Operation

The Q-522.140 motor works by a carriage mounted to a block with an actuator
coupling them through a friction pad. The preload and actuator are selected
such that a suitable acceleration can be produced, and the actuators force gen-
erating capability is high enough to overcome the friction. This enables princi-
pally unbounded movement of the carriage by slowly extending the actuator and
rapidly retracting it, repositioning the friction pad with each rapid retraction
(”stick slip” system). The drive mechanism is illustrated in Fig. 25.

Applying a sawtooth waveform to the actuator will produce continuous motion
in the stage. It may further be operated as a conventional piezoactuator, where
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Figure 25: Stick-slip drive mechanism [42].

the actuator contracts approximately linearly with applied voltage. Combined
with a suitable displacement sensor and controller, such a system can achieve
high positioning accuracy over a large range of motion.

3.4.4 Tuning the Control System

The stick slip stage control system is steered using the E-873 controller from
PI. The E-873 follows a hybrid strategy using feed-forward control during rapid
movement and shifts to PID-based control when doing final positioning. When
in feed forward mode, a sawtooth wave is applied to the actuator. The difference
in slope of the waveform provides forces lower then the static friction of the pad
to move forwards, then rapidly contracting to overcome the static friction when
retracting the actuator.

Tuning the system involves adjusting the parameters made available through the
API (application programming interface) presented by the E873 controller. The
E-873 is apparently identical to the E-871 system shown in Fig. 26. The rele-
vant parameters in this case are the gains in the proportional-integral-derivative
(PID) algorithm (Kp, Ki, Kd) and the notch filter center frequency ( f0) and
width. The width of the filter is represented by a dimensionless number be-
tween 0.1 and 10, inversely proportional to the actual filter width.

The PID algorithm itself is as follows:

u(t) = Kpe(t) + Ki

∫ t

0

e(t)dt + Kd
de(t)

dt
(14)

Where u(t) is the output and e(t) is the error, or the difference between set
point and actual position. Tuning a PID servo control can be done by first
developing a dynamic model of the system being controlled (piezo motor and
load) and then including the controller itself in the model. A transfer function
representing the control system (stage and controller) can then be found and
appropriate values of Kp,Ki andKd set to yield the desired system response
within the limits determined by the dynamics of the system. Making an accurate
model of the system can however be difficult and time consuming. In this
case, many parameters concerning the dynamics of the stage are unpublished
(stiffness, damping, capacitance, resistance etc.), which complicates the creation
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Figure 26: Control algorithm for the PI Q-522.140 stage [43].

of a precise model. However, having a general sense of the effect of each PID
coefficient on a general system, the parameters may be tuned heuristically. The
general effect of increasing the parameters of a PID loop is outlined in Table 3
[44].

Param. Rise time Overshoot Settling time Stdy. state err. Stability
Kp Decrease Increase Small change Decrease Degrade
Ki Decrease Increase Increase Eliminate Degrade
Kd Increase Decrease Decrease No effect Increase

Table 3: Effect of increasing Proportional, integral and derivative gains Kp,Ki

and Kd

Note that in some cases where there is noise in the measurement of the process
variable, the derivative term is unusable. Typical additive noise will manifest
as a high frequency component in the signal, which is effectively amplified by
the high pass filtering properties of the derivative. In such cases, adding the
derivative term will tend to degrade the system performance.

The notch filter depicted in Fig. 26 is not a part of a standard PID-loop but can
be used to enable the use of higher gains in the controller, allowing improved
settling time of the system. If there are resonant modes in the system being
controlled, these will manifest as spikes in the frequency response. As there is
also a phase shift associated with these spikes, positive feedback may occur in
these regions causing oscillation. By introducing the notch filter at the same
frequency as that of the resonant mode, spikes in the frequency response may be
compensated for. This will then allow to increase the proportional and integral
gains, improving system response time.

Starting the controller using the factory settings caused alarming oscillations to
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occur. The resonant frequency of this oscillation was found by setting the con-
troller to open loop mode, commanding a step change in position, and recording
the response of the stage. A discrete Fourier transform was then applied to the
the data and the resonant peak was found at a frequency of 170 Hz, shown in
Fig. 27.

Figure 27: Open loop step response in frequency domain of PI stage, showing
a resonant peak at 170 Hz.

The notch filter center frequency fc was then set to the frequency of these
oscillations. The filter width fw is set by a number w such that 0.1 ≤ w ≤ 10
that is inversely proportional to the width of fw. Using a relatively wide filter
w = 1 seemed to decrease stability of the system, while using a narrower filter
(that is, a higher w value), reduced the tendency to oscillate somewhat. By
trial and error, a value of w = 8 seemed to provide the best improvement to the
system response.

The filter somewhat improved the stage response, but it still tended to oscillate
sporadically, seemingly dependent on position and travel direction of the last
commanded position change. Attempting to improve stability by setting Kd > 0
made for an unstable system with large amplitude oscillations, indicating that
the position feedback signal is too noisy to allow use of the derivative term. The
Kp and Ki parameters then had to be lowered in order to stabilize the control
system. Table 4 shows the factory default parameter set and the final settings
determined to provide a stable system response.

Kp Ki Kd fc fw
factory settings 30 8000 0 - -

final settings 10 2000 0 170 8

Table 4: Control loop parameters for the PI-stage controller, comparing factory
default settings and settings found to produce a stable system response.

3.4.5 Sensor Noise

The sensor noise was estimated by turning off the position control system and
reading out the position for 10000 samples at an acquisition rate of 20 kHz. As
the control loop is not engaged, any noise in the data should be due to noise
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from the encoder. Fig. 28 shows a histogram with the deviations from the set-
point for this. A standard deviation of 4.6 nm was calculated from the obtained
values.
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Figure 28: Position control of stage was turned off to determine the sensor noise.

3.4.6 Settling Time

The required settling time was estimated by commanding step changes and
capturing the position over time. Single steps from 50 nm to 20 µm in size
were recorded to obtain the settling time as function of the step size ∆x. As we
are dealing with a constant acceleration movement type system [42], one would

expect ts ∝
√
∆x. Fig. 29(a) shows the step response as position error over time

for all the steps. The error signal has been smoothed with a uniform sliding
average filter with a width of 20 samples. Fig. 29(b) shows the settling time,
estimated as the time from the commanded step change until the error signal
crosses 0, along with a linear fit to the data.

(a) (b)

Figure 29: (a) Position error of PI stage for different step sizes over time.
Error signal has been smoothed with a sliding average filter with a width of 20
samples. (b) Settling time as function of the square root of step size, with fit
demonstrating linear proportionality between the axes.
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From the matching linear fit in Fig. 29(b), the settling time can be reasonably
estimated as

ts(∆x) = 19
√
(∆x) + 13.5) (15)

where ts is settling time in ms and ∆x is the step size in µm.

As the stage response was observed to be dependent on the position and direc-
tion of travel, looking at a single step response will not give a complete picture
of the stage performance. To get a better idea of the performance and to cap-
ture worst case behaviour, the response was recorded for 1000 100 nm steps at
different positions and in different directions with an acquisition rate of 1 kHz.
Fig. 30 shows 10 of the steps in both directions.
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Figure 30: Step response of PI stage shows direction dependent asymmetry.

It is evident from the plots that the response looks different depending on the
direction of travel. To estimate the settling time, the standard deviation of the
commanded position over the 1000 steps is plotted for both directions in Fig.
31.

Together with the displayed maximal deviation, the non-uniformity between
the two scan directions points towards a still not fully controlled oscillatory
response. It can be seen that the stage is settled after approximately 40 ms when
moving in the negative direction for 100 nm steps. This is about twice as long as
the previously estimated value using single steps. In the case of movement in the
positive direction it is apparent that there are spurious movements with large
amplitude (larger than the step size itself) occurring past 100 ms, however not
more than a few for the 1000 recorded steps. Nonetheless, it shows that moving
in the negative direction is preferable. In the case of the negative movement
direction steps, the oscillatory response has an amplitude of around 5 nm after
15 ms, which means that the waiting time may be shortened considerably if a
small deviation is acceptable. Finally, the standard and maximum deviation
after settling is at about 6 nm and 20 nm respectively, slightly higher than the
position sensors noise.
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(a) 100nm steps in positive direction
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Figure 31: Averaged step response of Fig. 30 to determine stage settling time
shows oscillatory response which is stronger in the positive direction.

3.4.7 Conclusion

The parameters of the PI-stage controller have been tuned such that the re-
sponse of the stage is stable. The stage has then been characterized, showing
that the position sensors can be expected to be accurate by a standard deviation
of ca. 5 nm. The settling time is shown to be proportional to the square root
of the step size, with the presence of an oscillatory response varying with the
direction of movement. For a 100 nm step size in one direction, a completely
settled response was achieved after about 40 ms, with 95% of the step size be-
ing performed after ca. 15 ms . The opposite movement showed a significantly
worse response, indicating that a scan towards a specific direction is preferable
when the response time is critical.

3.5 PI Stage and Camera Synchronization

3.5.1 Motivation

Having now full control of the coupling beam at the waveguide input, the last
link towards efficient usage of the waveguide’s multimode behaviour is the syn-
chronization of the scanning stage with the collection optics. The according
control software allows for the implementation of MUSICAL-on-chip. Follow-
ing criteria should be considered for the stage to camera synchronization:

• It should be able to move the stage to a series of defined feed points, and
be able to wait for the stage to reach its position.

• It should then be able to start an exposure in the camera immediately
after the stage has settled.

• It should minimize the time spent doing other tasks

This section presents the software developed in Labview, displaying charac-
teristics of the synchronized processes. Afterwards, multimode interference of
a waveguide is modulated and discussed. Lastly, bioimaging is performed by
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means of the synchronization software, and diffraction-limited chip imaging is
compared to first MUSICAL-on-chip results.

3.5.2 Methodology

The developed software consists of three asynchronous loops communicating
through a queued message system. One task handles the user interface (UI)
and sends messages to the other tasks when action is required. The other two
tasks are finite state machines. One takes care of handling the stage and the
other the camera, each performing the actions requested by the UI-handler
when commands are received through the message queue. The UI-handler has
access to parameters of the stage and camera through shared variables. To avoid
race-conditions, these are only read by the UI-handler. Any desired change is
handled by sending appropriate commands through the message queue.

The UI-handler is an event based system. When a UI-element (buttons, sliders
etc.) is changed by the user, an event is generated and a function associated
with this event is called. Here, the appropriate messages are sent to the camera-
and stage-handlers based on the action taken by the user, and the user inter-
face is updated as required. Periodic tasks, such as updating the image from
the microscope camera, is performed when a timer overflows. The process is
illustrated in Fig. 32.

Figure 32: UI-handler of the synchronization software.

The user interface is shown in Fig. 33. Images from the camera are captured
and displayed if the ”Live Image”- button is enabled. The PI-stage position
can be change with the slider on the left hand side. The ”Get Speckle stack”-
button will acquire a stack of images while shifting the feed point according
to the settings in the Stage tab, saving the images to the location set in the
appropriate fields. Relevant camera settings, exposure time and ROI can be set
by selecting the camera tab and modifying the fields as needed. The software
is available in a github repository [45].
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Figure 33: user interface of synchronization software.

3.5.3 Software Performance

Fig. 34(a) shows how the software divides its time for the first few frames of a
stack with stage settling time and exposure time set to 20 ms. Fig. 34 (b)-(d)
display histograms for each task. It can be seen how the stage task seems to
spend less time than the settling time. This is likely caused by details of the
method used to record the task times, and indicates a slight underestimation of
the time spent here. In any case, it shows that the time spent in this task is close
to ideal in most cases, though taking significantly longer (50-60 ms) for a few
cases. The cause of this has not been investigated further. It could be due to
USB latency or general operating system processes, although this is speculative.
The camera task takes about 35 ms in most cases, rather than the ideal 20 ms.
This is probably because of the image transfer from camera to computer being
performed before the task is exited. The utilized Hamamatsu Orcaflash camera
has a maximum transfer rate of 100 frames per second accounting for 10 ms of
the camera task duration. Finally, the file task spends on average 25 ms. This
is longer than the stage settling time for this example. Therefore, even though
the file writing task runs concurrently with the stage task, the performance is
limited as the current architecture does not allow a new exposure to be started
before the file writing task has been completed. For the entire stack of 100
frames the acquisition time ends up being 6.8 seconds, while the ideal case
would be 4 seconds.

3.5.4 Multimode Control

To demonstrate that the system works as intended, a 200 µm wide silicon nitride
waveguide was imaged by the developed software. A stack of 2300 frames was
captured using a step size of 100 nm, with the signal stemming from the waveg-
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(a)

(b) stage (c) camera (d) file

Figure 34: (a) Timing diagram of the three software tasks during stage-camera
synchronization, settling and exposure time being 20 ms. (b)-(d): Histograms
of each task. From (b) it seems the stage task takes less than 20 ms in many
cases. As the settling is implemented as a fixed delay after initiating movement
of the stage, this is not possible and indicates an underestimation of the time
spent here. (c) shows the camera task requiring approximately 15 ms longer
than the exposure time. (d) shows that the time spent writing files is usually
longer than that of the stage task, lowering performance of the system.

uide’s autofluorescence excited at 561 nm (Toptica laser) and imaged through
a 60x, 1.2 NA water immersion objective (Olympus) passing a long pass filter
opening at 561 nm (AHF). In Fig. 35(a), a single frame from the stack is shown
where an MMI-pattern is visible. Fig. 35(b) shows the mean image of the stack
where an even illumination pattern is visible. The homogeneous pattern evi-
dences that it is possible to illuminate all points of a sample on the waveguide.
Fig. 35(c)-(d) show respectively a vertical and horizontal line of 35(a) whereas
one axis represents the frame number the line was taken from, and therefore
also the position of the feed point used to create that illumination pattern. This
provides a visual indication of how the MMI-pattern in the waveguide shifts as
the illumination feed point is shifted across the input facet.

3.5.5 MUSICAL-on-chip

For a bioimaging experiment, fibroblast cells from mice were isolated and seeded
on a chip with 150 µm Si3N4 strip waveguide structures. After fixation, the sam-
ple was stained with Alexa 647 Phalloidin dye for actin imaging. Fluorescence
image was excited at 660 nm (Cobolt laser) and collected by a 60x 1.2 NA water
immersion objective (Olympus) passing through a long pass filter opening at
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Figure 35: Illumination patterns created by scanning coupling feed point along
input facet of waveguide. Waveguide width: 200 µm, 60x 1.2 NA objective,
100 nm step acquisition, 561 nm excitation, autofluorescence signal. (a) Single
frame of the stack, with visible interference patterns. Green and yellow lines
indicate the pixels used to create (c) and (d), respectively. (b) Mean image of
the stack, demonstrating complete illumination of waveguide surface. In (c) and
(d), one axis corresponds to the line from (a) scanned over the stack, respective
axes indicated in each image. This illustrates the light modulation over each
axis.
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664 nm and a notch filter enabling transmission at 692 ± 40 nm (both from
AHF). A 100 nm step size coupling scan of 281 frames was performed on a
320 µm wide waveguide, with results presented in Fig. 36. In Fig. 36(a), a
single frame of the stack is shown, with inhomogeneous intensity due to mode
interference. In Fig. 36(b), an average of the stack successfully removes the
fluctuations seen in (a). Fig. 36(c) presents the MUSICAL rendering of the
data. The MUSICAL results are compared to the mean image in (d). It can
be seen how the actin lines are better resolved by MUSICAL on denser regions.
White lines on the two images indicate the region of a line profile plotted in
(e). Whereas the plotted region could not be resolved by the mean image, the
MUSICAL results point towards three actin lines in that region. Considering
the wavelength and the utilized numerical aperture of the objective, the theo-
retical resolution for an optimized diffraction-limited system would be ca. 280
nm, Aberrations in the collection system are thus very evident. Nevertheless,
the full width at half maximum of the central peak resolved using MUSICAL
is ca. 150 nm, showing an over two-fold resolution improvement over the ideal
theoretical value for first, not optimized MUSICAL-on-chip results.

3.5.6 Conclusion

The synchronization between coupling stage and camera was developed in a
Labview interface and characterized for its performance. Comparing the time
spent at each task it was shown that the program runs efficiently but not at
ideal speed, which could possibly be implemented through a different program
architecture. The program was used for a homogeneous signal at the waveguide
surface (autofluorescence), demonstrating that mode scanning can illuminate
the entirety of the surface. Finally, a first bioimaging experiment demonstrated
MUSICAL-on-chip, considerably enhancing the resolution of a sample.
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(a) Single frame (b) Mean image

(c) MUSICAL image (d) Mean(top) and MUSICAL(bottom)

(e) Line profiles indicated in (d)

Figure 36: Fibroblast cells from mice imaged for actin on the chip setup. A
stack of 281 images with 100 nm step size of the illumination spot was taken
from a 320 µm wide, 150 nm tall Si3N4 strip waveguide. (a) Single frame of
stack, showing multimode interference. (b) Mean image, removing multimode
interference. (c) MUSICAL rendering of data. (d) Comparison between mean
and MUSICAL images, with indicated line profile plotted in (e). The large
improvement in resolution through the MUSICAL algorithm is visible at the
dense signal region.
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4 Discussion and Outlook

4.1 Summary of the accomplished work

The purpose of this master’s thesis was to take steps towards making chip based
nanoscopy more practical and user friendly. These two points were identified as
the biggest issues and therefore the scope of the thesis:

• Lack of an easy, fast, and reliable method of coupling light into waveguides

• Lack of suitable automatic system for the control and synchronization of
camera and illumination modulation system such that MUSICAL-on-chip
can be realized.

While a novel illumination set-up, more amenable to optimization for automatic
coupling, was designed by Azeem Ahmed, design of the process of automatic
coupling was achieved as a part of this thesis. A novel edge finding algorithm
based on analysis of the shape of the excitation beam was made. Using this
algorithm allowed characterization of the coupling stage’s inter-axis crosstalk.
This significantly reduced the difficulty of achieving initial coupling by allowing
correction of the axis crosstalk from over 70 µm to less than 3 and 1 µm for
the y− and z−axes respectively. Further, two different optimization algorithms,
namely Gradient Descent and the Nelder-Mead simplex method, are explored
as candidates for automatically optimizing the coupling efficiency after the ini-
tial coupling has been done. This is done by modelling the coupling efficiency
as a function of misalignment of the excitation light beam with a waveguides
input facet. The Nelder-Mead simplex optimization algorithm exhibited supe-
rior performance in terms of speed and noise immunity, hence was selected to
be implemented on the setup. Testing of the method as implemented showed
promising results with close to optimal coupling efficiency achieved in a reason-
able amount of time.

The second issue was further divided into two tasks:

• Controlling the multimode illumination patterns that can be induced in
the waveguide by precisely controlling the feed point location, its stability,
and stepping across the width of the waveguide

• Developing a synchronized work flow for synchronizing the illumination
mode control with the camera’s image acquisition and writing of image
data into the memory, being able to repeat this work flow continuously
and automatically for acquiring several thousand images (if needed), and
making a simple user interface for using the system.

Images acquired under the different illumination patterns are needed for real-
izing MUSICAL-on-chip. Varying the feed point of the illumination across the
input facet of the multimode waveguide modulates the illumination patterns in
it. This is accomplished by a piezoelectric stage with large travel range. The
piezoelectric stage was completely characterized for resolution, stability, settling
time, etc. and then tuned for optimal performance in terms of speed and accu-
racy. The performance of the tuned piezoelectric stage was then characterized,
providing the information needed to implement synchronized workflow.
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Synchronization and automatic execution of the workflow of the various com-
ponents of photonic-chip based microscope, including the automatic coupling,
piezeoelectric stage for multimode illumination control, camera acquisition, writ-
ing of data file into the computer and repeating the process in a controlled man-
ner over specified range was accomplished through Labview. Beside designing
a workflow, the work needed characterization of the time taken by each task in
the work flow as well as exception handling. A user interface was also designed
for the purpose.

The aspects that could have been interesting to consider are briefly discussed
below:

• A more extensive study of variety of algorithms and objetcive functions
for automatic coupling could have been conducted.

• A more extensive characterization of the coupling efficiency as a function
of all degrees of freedom of the input coupling set-up could have been
undertaken. Its repeatability over multiple independent experiments and
its variation over the wavelength and the type of illumination could have
been undertaken.

• The automatic and synchronous work flow could have been subjected to
exhaustive exception handling. A better and more user-friendly interface
could have been designed.

These aspects were not undertaken because of either or both of the following
reasons. First, the time or experimental conditions needed for them could be
impractically demanding. Second, in the current state of the technology, these
aspects would provide minor incremental benefit over the work already accom-
plished in this thesis.

4.2 Impact of the Accomplished Work

Now, the impact of the work undertaken in this thesis is presented in terms of
the three main contributions.

Automatic coupling: There are two aspects of the impact of automatic
coupling, namely the achieved coupling efficiency and the time taken for the
coupling efficiency. In the example shown in Fig. 24, the coupled light in-
creased from 3 µW at initial coupling to 21 µW after automatic coupling, and
that too within 11 seconds only. In comparison, a trained and experienced per-
son may achieve similar coupling efficiency, but typically needs 3-5 minutes for
achieving that. There is no good way to characterize the reduction in photo-
damage of the sample due to the reduction in the time needed for coupling, but
it is obvious that reduction of the time by approximately 10 times implies a
significant advantage in terms of reduced photo-damage. Moreover, since the
manual coupling is mostly heuristic, the assurance of good coupling efficiency
is weak and the manual optimization is terminated as soon as a heuristically
reasonable signal is seen in the camera. This often means that manual coupling
may often lead to less than optimal coupling efficiency and consequently less
than optimal signal to noise ratio. Since the signal to noise ratio is a critical
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factor in determining the achievable resolution in nanoscopy [31], the impact of
near-optimal and systematically achieved coupling efficiency on the microscopy
and nanoscopy system performance is immense.

Controlled multimode illumination: MUSICAL-on-chip benefits from illu-
mination pattern variation. However, for this several images have to be taken
with the different positions of the feed point. Practically, the number of elec-
tromagnetic modes that can be induced in the waveguide and therefore the
degree of variation in the illumination pattern of the waveguide is limited. In
an ongoing work, it was deemed important to derive maximum available illu-
mination variation with minimum number of measurements in order to enable
fast nanoscopy as well as minimize the photo-damage to the sample. For this,
systematic analysis of illumination pattern was necessary, and as an implica-
tion, the ability to acquire illumination patterns in a controlled manner was
essential. This was made possible using the controlled multimode illumina-
tion accomplished in this thesis. Although the outcome of this work is not yet
published, the work accomplished paved the path for not only identifying the
sufficient distance between consecutive feed points for a given waveguide geom-
etry and wavelength, it also assured that imaging the sample with this sufficient
distance is possible in a stable manner.

Automatic and synchronous work flow: Previously, even for nanoscopy,
the feed point was continuously scanned and camera would independently ac-
quire images of the sample even as the illumination patterns varied continuously
even within a single acquisition. Since MUSICAL-on-chip intends to exploit the
high spatial frequency of the illumination pattern, the previous acquisition was
specifically unsuitable. This is because the average illumination over a single
image acquisition worked as low pass filter, removing some amount of high spa-
tial frequency content. This meant that MUSICAL-on-chip needed one image
per position of the feed point. A manual acquisition for a few hundred images
would mean about 10 second per image for switching the position, beginning the
image acquisition, and closing the camera before switching to the next position.
For a few hundred images, it would mean several to a few hours of imaging, even
if the exposure time is in the order of milliseconds per image. The sample would
continuously remain exposed to the light and experience photo-damage to the
extent that it would completely bleach out. Therefore, MUSICAL-on-chip was
practically not achievable before this thesis. The automatic work flow ensures
that the fallow time between two consecutive is as low as possible while provid-
ing sufficient stability of illumination. Therefore, the imaging of few hundred
images is now in the order of seconds and MUSICAL-on-chip is made feasible,
as demonstrated in the results in chapter 3.

4.3 Future Outlook

The photonic-chip based microscopy and nanoscopy technology has a huge re-
search and commercial potential. In the future, development on the following
aspects, from the perspective of instrumentation and automation, will be ben-
eficial:

• Supporting electronic or automatic switching between different imaging
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modalities, for example, TIRF microscopy, MUSICAL-on-chip, ESI, and
single molecule localization, will be useful. Furthermore, automatic exe-
cution of the relevant reconstruction algorithm in the background can be
beneficial.

• Integration and automatic one-click execution of all the steps from the
moment the chip is placed on the sample to the moment that the user
selects the imaging modality will dramatically improve the usability of
photonic-chip illumination, and even contribute to improving its technol-
ogy readiness.

• Automatic determination and recommendation of the experimental pa-
rameters, such as distance between the feed points, exposure time of the
camera, etc. can be useful.

• Efforts towards making MUSICAL-on-chip as an algorithm executed im-
mediately after the camera in real time can greatly reduce the image
storage needs and processing time needed for performing photonic-chip
nanoscopy.
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