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Abstract  

With the development of computer technology, there are more and more algorithms and mod-
els for data processing and analysis, which brings a new direction to radar target recognition. This 
study mainly analyzed the recognition of high resolution range profile (HRRP) in radar target 
recognition and applied the generalized regression neural network (GRNN) model for HRRP 
recognition. In order to improve the performance of HRRP, the fruit fly optimization algorithm 
(FOA) algorithm was improved to optimize the parameters of the GRNN model. Simulation exper-
iments were carried out on three types of aircraft. The improved FOA-GRNN (IFOA-GRNN) 
model was compared with the radial basis function (RBF) and GRNN models. The results showed 
that the IFOA-GRNN model had a better convergence accuracy, the highest average recognition 
rate (96.4 %), the shortest average calculation time (275 s), and a good recognition rate under noise 
interference. The experimental results show that the IFOA-GRNN model has a good performance 
in radar target recognition and can be further promoted and applied in practice. 
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Introduction 

Radar technology can detect and locate long-range 
targets. It is a vital detection tool and has been applied in 
both civil and military fields [1], especially in military. 
With the development of technology, the simple detection 
and location of targets has not been able to meet the cur-
rent needs; therefore radar technology has developed to-
wards the recognition of target attributes and categories. 
How to realize the rapid and accurate identification of 
targets has become an important development direction of 
radar technology and has been widely concerned by re-
searchers. Based on various intelligent algorithms, radar 
target recognition has been extensively and deeply stud-
ied. Kang et al. [2] studied Synthetic Aperture Radar 
(SAR) target recognition, designed an algorithm based on 
stack automatic encoder, combined unsupervised learning 
with greedy hierarchical training, and finally analyzed the 
target using softmax classifier. They found that the meth-
od had a classification accuracy of 95.43 %. Karine et al. 
[3] described radar images through statistical modeling, 
identified targets using use weighted sparse representa-
tion method, and found through the experiment that the 
recognition rate of the method was high. Xiong et al. [4] 
designed a target recognition method based on multi-
scale coefficient coding, identified five kinds of ground 
vehicles, and compared it with other methods through a 
large number of experiments to verify the effectiveness of 
the method. Lee [5] studied radar target recognition based 
on K-nearest neighbor. He extended K-NN rule to realize 
regression and then carried out target recognition. The re-

sult showed that the method was efficient and accurate. In 
radar target recognition, according to different signals, it 
can be divided into narrowband and wideband. Wideband 
signal with high range resolution has a more widely ap-
plication in target recognition. This paper mainly studied 
the target recognition method of high resolution range 
profile (HRRP), designed an improved neural network 
model: improved fruit fly optimization algorithm-
Generalized Regression Neural Network (IFOA-GRNN), 
and compared it with Radial Basis Function (RBF) and 
GRNN through simulation experiments to understand the 
target recognition performance of IFOA-GRNN. This 
study makes some contributions to the further develop-
ment of radar technology. 

1. HRRP analysis 
1.1. Characteristics of HRRP 

Wideband signals include HRRP [6] and SAR / ISAR 
image [7]. SAR / ISAR image is a two-dimensional image 
with relatively high resolution, which can provide many 
distribution information of target scattering point and is 
beneficial to the discrimination of complex targets. SAR 
is generally used for ground targets, while ISAR is usual-
ly used for sea or air targets. Their disadvantages are that 
the processing of the two-dimensional images needs a 
long time and the recognition is relatively difficult. Com-
pared with the SAR / ISAR image, HRRP has the follow-
ing characteristics: 

(1) it is easier to obtain target HRRP; 
(2) HRRP is a one-dimensional vector, which is relative-

ly simple to calculate and requires small storage space; 
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(3) target HRRP can give the position information in 
different directions. 

1.2. Preprocessing 

HRRP refers to the distribution of cross-sectional area 
of radar of target scatterer (nose, wing, etc.) along the ra-
dar line of sight under a certain radar perspective, which 
can not only reflect the geometric information of the tar-
get but also reflect some other characteristic information. 
The original HRRP data has some problems in intensity and 
translation sensitivity [8]. To obtain a better target recogni-
tion effect, it is necessary to preprocess the HRRP data, 
mainly including absolute alignment and normalization. 

(1) Correlation alignment method 
The correlation alignment method refers to moving 

the range profile to the best position according to certain 
optimal criteria. The HRRP of radar is set as 
X = [x1, x2,, xn]T. For x (n), its Fourier transform is X (). 
After translation, there is X ′() = X () e –int. The power 
spectrum characteristic can be written as follows: 
F () = | X () |2 

(2) 2-norm normalization 
For x (n), due to amplitude sensitivity, any positive 

multiple k x (n) (k > 0) can also represent the range profile, 
which can be improved by normalization. The normalized 
representation of x (n) can be written as follows: 
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where ||x (n)||2 stands for 2-norm, i.e., energy. 

2. Improved neural network model 
2.1. GRNN model 

GRNN, a kind of neural network [9] proposed by Specht 
et al. in 1991, is a mathematical model for processing infor-
mation. It has excellent nonlinear mapping ability and fast 
learning speed. Its structure is shown in fig. 1. 

 
Fig. 1. The structure of GRNN 

(1) Input layer: the input of GRNN is 
X = [x1, x2,, xm]

.
 

(2) Mode layer: the transfer function of the neuron is: 
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i = 1, 2,, n, where Xi stands for the learning sample corre-
sponding to the i-th neuron and  stands for the smoothing 
factor, i.e., the width coefficient of Gaussian function. The 
output of the neuron i is the exponential form of Euclid dis-
tance square    2 T

i i iD X X X X    between X and Xi 
(D is the Euclid distance between X and Xi). 

(3) Summation layer: the summation layer is com-
posed of two kinds of neurons, and their transfer func-
tions are: 
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(4) Output layer: the output of GRNN is 
Y = [y1, y2,, yn], one result in the summation layer di-
vides the other result, i.e.,  
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S
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2.2. Theoretical basis of GRNN 

Suppose that x and y are random variables, the joint 
probability density function is f (x, y), and the observed 
value of x is x′, then the regression value of y about x′ is:
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Then the Parzen nonparametric estimate of the un-
known probability density function f (x′, y) is:  
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The following equation is obtained after integral 
computation: 
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In GRNN, the results are mainly affected by , and its 
value determines the precision of the network. Therefore, 
to obtain ideal results, appropriate  value is needed. This 
study improved the GRNN algorithm by optimizing  
value with the improved FOA algorithm.  

2.3. Improved FOA 

FOA, a swarm intelligent algorithm, is a simulation of 
fruit fly behavior [10]. It has good applications in extremum 
solution, global optimization, and parameter optimization. 
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Therefore, it is used for optimizing the parameters of neural 
network in this study. The flow of FOA is as follows. 

(1) Algorithm initialization: the initial position of the 
population is set as X0, Y0, the population size is set as 
Sizepop, and the total times of iterations is Maxgen. 

(2) Smell search: it is a process of fruit fly making a 
preliminary determination of the food location by smell 
and changing the flying direction and distance: 
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where i refers to the i-th fruit fly and random value is the 
search radius. 

(3) Si, the smell concentration discriminant value of 
the i-th fruit fly, i.e.,  value of GRNN to be optimized, is 
calculated: 
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where Disti represents the distance between the coordi-
nates of fruit fly i and the origin. 

(4) Smelli, the smell concentration of the position where 
the fruit fly locates, is calculated: Smelli = Function (Si). 

(5) The optimal individual in the population is found 
out: [bestmell bestindex] = max (Smelli), representing the 
fruit fly corresponding to the optimal smell concentration. 

(6) Visual location: fruit fly can further locate the po-
sition of population and food according to vision: 
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(7) Step (2 – 5) are repeated until the maximum num-
ber of iterations is reached. 

In FOA, the final  value is related to Disti. In order 
to avoid FOA falling into local optimum, a method based 
on individual extremum is adopted to improve FOA, i.e., 
IFOA. The improvement method is as follows. 
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where n is the current number of iterations and m is the 
maximum number of iterations. 

2.4. Target recognition based  
on improved neural network 

The target recognition process of IFOA-GRNN is 
shown in fig. 2. 

 
Fig. 2. Target recognition of IFOA-GRNN 

As shown in fig. 2, in the radar target recognition by 
IFOA-GRNN, HRRP is preprocessed by absolute align-
ment and normalization and then divided into training 
samples and test samples. The GRNN model is initialized. 
To further enhance the performance of GRNN, the opti-
mal value of  is obtained through IFOA and substituted 
into the GRNN model to recognize HRRP, and the 
recognition result is output. 

3. Simulation experiment 
3.1. Experimental data 

The experimental environment was windows7 operat-
ing system, 4 GB memory, 320 GB disk, and In-
tel(R)Pentium(R)G630 CPU. The simulation experiment 
was carried out on the MATLAB platform. The popula-
tion size of IFOA-GRNN was set as 30, the times of it-
eration was set as 50, and the population position inter-
val was [0, 10]. Targets which needed to be recognized 
were three types of aircraft, and the parameters are 
shown in Table 1. 

Table 1. Aircraft parameters 

Model A B C 
Length / m 23.6 14.5 36.6 
Width / m 29.1 15.8 34.5 
Height / m 8.9 4.6 9.6 

Radar bandwidth / MHz 400 400 400 

Every aircraft flew with an attitude angle range of 0 –
 180°, and a range profile was recorded every other 1°. 
The odd attitude angles were taken as the training sam-
ples, while the even attitude angles were taken as the test-
ing samples. The HRRP examples of the three kinds of 
aircraft are shown in figs. 3 –  5. The output node of 
GRNN was set as 3, which were 001(A), 010(B) and 
100(C), respectively. RBF [11], GRNN [12] and IFOA-
GRNN were respectively used for target recognition. 

 
Fig.  3. The HRRP example of aircraft A 
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Fig. 4. The HRRP example of aircraft B 

 
Fig. 5. The HRRP example of aircraft C 

3.2. Experimental results 

The training results of the three algorithms are shown 
in fig. 6. 

 
Fig. 6. Comparison of training errors between algorithms 

It was seen from fig. 6 that the curve of IFOA-GRNN 
tended to be stable faster than RBF and GRNN; when the 
times of iterations were the same, the mean square error 
of RBF was the largest, followed by GRNN and IFOA-
GRNN; when the mean square error was the same, the 
times of iterations of RBF was the smallest, followed by 
GRNN and IFOA-GRNN. The results showed that the 
IFOA-GRNN designed in this study had higher conver-
gence accuracy. 

The recognition results of the three methods are 
shown in fig. 7. 

 
Fig. 7. Comparison of recognition results 

It was seen from fig. 7 that the recognition rate of 
RBF was the lowest, followed by GRNN and IFOA-
GRNN. In the recognition of aircraft A, the recognition 
rate of IFOA-GRNN was 9 % higher than that of RBF 
and 6.49 % higher than that of GRNN; in the recognition 
of aircraft B, the recognition rate of IFOA-GRNN was 
8.53 % higher than that of RBF and 4.6 % higher than that 

of GRNN; in the recognition of aircraft C, the recognition 
rate of IFOA-GRNN was 8.13 % higher than that of RBF 
and 4.3 % higher than that of GRNN. The average recog-
nition rate of RBF, GRNN and IFOA-GRNN were 88.8 %, 
91.7 % and 96.4 % respectively. The above results indicat-
ed that the IFOA-GRNN designed in this study had excel-
lent performance in radar target recognition. 

The calculation time of the three methods was com-
pared, and the results are shown in Table 2. 

Table 2. Comparison of calculation time 

 RBF GRNN IFOA-GRNN 
Calculation time / s 978 672 275 

It was seen from Table 2 that the calculation time of 
RBF was the longest, followed by GRNN and IFOA-
GRNN, and the calculation time of IFOA-GRNN was 
71.88 % and 59.08 % shorter compared with RBF and 
GRNN, indicating that IFOA-GRNN not only had higher 
recognition rate but also had a better computational per-
formance. 

Radar target recognition is often interfered by noise. 
In order to verify the anti-jamming ability of the algo-
rithm, 5 dB and 10 dB Gaussian white noise were added 
to HRRP data to analyze the recognition effect of differ-
ent methods. The results are shown in Table 3. 

Table 3. The average recognition rate/% 

  RBF GRNN IFOA-GRNN 
5dB 78.6 81.2 83.4 
10dB 81.4 86.7 89.7 

It was seen from Table 3 that the radar target recogni-
tion effect becomes worse under the noise interference, 
and the higher the signal-to-noise ratio was, the lower the 
recognition rate was. However, the recognition rate of 
IFOA-GRNN was always higher than that of the other 
two methods. When the noise was 5 dB, the recognition 
rate of IFOA-GRNN was 6.1 % higher than RBF and 
2.2 % higher than GRNN; when the noise was 10 dB, the 
recognition rate of IFOA-GRNN was 6.5 % higher than 
that of RBF and 3.46 % higher than GRNN. 

4. Discussion 

Neural network is a simulation of human brain. The 
simulation in computers can be realized by establishing 
neural network models. In information processing, neural 
network has characteristics of strong fault tolerance and 
superior adaptive ability; therefore it has been widely 
concerned [13]. It has favourable applications in fields 
such as computer [14], medicine [15], industry [16] and 
economy [17] and has a favourable performance in solv-
ing the problem of target recognition. 

In this study, GRNN was analyzed and improved by 
IFOA. Then the radar target recognition was realized by 
the improved neural network. Compared with RBF and 
GRNN, IFOA-GRNN had better convergence accuracy, 
could achieve the set mean square error through a small 
number of iterations, and had better target recognition 
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performance. IFOA-GRNN had a higher recognition rate 
regardless of the type of aircraft. The average recognition 
rates of the three methods were 88.8 %, 91.7 % and 
96.4 % respectively. The calculation time of RBF, GRNN 
and IFOA-GRNN was 978 s, 672 s and 275 s respectively, 
i.e., the calculation time of IFOA-GRNN was 71.88 % 
shorter than RBF, indicating that IFOA-GRNN had the 
highest calculation efficiency. In the aspect of the anti-
jamming ability, the radar target recognition performance 
obviously declined under the influence of noise, but 
IFOA-GRNN was less affected by noise and had stronger 
anti-jamming performance. GRNN is an improvement of 
RBF. After optimization by IFOA, the performance of the 
algorithm was further improved; therefore it showed a fa-
vourable performance in radar target recognition. 

Although some achievements have been made in the 
optimization of radar target recognition in this study, 
there are still many deficiencies which need to be im-
proved in the future work: 

(1) more optimization methods for neural network 
model should be searched; 

(2) the target recognition performance under the in-
fluence of noise should be studied deeply. 

Conclusion 

In order to realize the rapid and accurate recognition 
of radar target, this study designed an improved neural 
network model: IFOA-GRNN, and compared it with RBF 
and GRNN through simulation experiment. The results 
showed that:  

(1) the convergence accuracy of RBF was the lowest, 
followed by GRNN and IFOA-GRNN; 

(2) the average recognition rate of RBF, GRNN and 
IFOA-GRNN was 88.8 %, 91.7 % and 96.4 % respectively; 

(3) the average calculation time of RBF, GRNN and 
IFOA-GRN was 978 s, 672 s and 275 s, respectively; 

(4) the recognition rate of IFOA-GRNN was signifi-
cantly higher in the case of noise interference. 

The experimental results show that the IFOA-GRNN 
model is reliable in the radar target recognition, which is 
worth further promotion and application in practice to 
improve radar target recognition technology. 
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