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Abstract

The digital age brought with it many opportunities for data analysis, as well as many challenges
for data integration and management. Ontologies are a popular data representation structure
because of their inference properties, used in searching and analysis. However, ontologies must
assume a defined view of the world, or a domain, which may ignore the information stored within
data or could even impose an unsuitable structure (conceptual model) onto the information.
The area of biodiversity has a very specific problem in this regard. Biological taxonomy is, by
nature, fluid, changing and multiple. Gaps in knowledge, evolution and differences of opinion
as to the classification of species mean that there is no single agreed taxonomy, and inconsistent
scientific nomenclature usage is widely tolerated in the biodiversity literature. The importance
of the nomenclature and taxonomies for accurately communicating biodiversity information,
coupled with the difficulty of modelling such information means that there are numerous efforts
to create comprehensive ontologies and other knowledge representation resources of taxonomic
and other biodiversity data. However, despite these efforts many of the resources are still
fragmented, incomplete and work on a premise of imposing a single, external hierarchy onto
the data mapped.

The literature review has revealed that, despite continued recognition of both the incon-
sistency and plurality of the scientific nomenclature, and of the importance of a proper un-
derstanding of the intended meaning of these terms when used, there has been no systematic
empirical analysis of nomenclature usage in the biodiversity literature to profile meaning. My
research project has applied a combined design science and corpus lexicographic approach to
the problem, based on the “Word Sketch” analysis technique provided by the “Sketch Engine”
lexicographic analysis tool. This research study has adapted Word Sketches to define a method
by which nomenclature usage can be mapped and compared against ontological or other knowl-
edge representation resource information, and across corpora to check for stability of usage and
meaning. The method was first developed and tested with two test corpora (on the subject
of freshwater fish) against an authoritative knowledge representation resource and was then
evaluated through application to three nomenclature profile studies.

The method developed aims to serve people working in biodiversity by helping them to
choose a suitable knowledge resource onto which to map specific bodies of data, to identify
issues when integrating data, and to identify problems or inconsistencies in data or in knowledge
representation resources that need to be reviewed, as well as mapping nomenclature use change



across language, domain, time, author, publication, etc. It could also be developed into a tool
to aid novices in taxonomy to identify where multiple variants refer to the same species.

A word is an arbitrary label - that’s the foundation of linguistics. But many people
think otherwise. They believe in word magic: that uttering a spell, incantation,
curse, or prayer can change the world. Don’t snicker: Would you ever say, 'Nothing
has gone wrong yet’ without looking for wood to knock?. ..

Steven Pinker
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Chapter 1

Introduction

By way of introduction, it seemed appropriate to explore the idea of conceptual relativity and
its relevance to the problem addressed in this thesis, by means of a discussion about the concept
of species. On the surface, and in the way we describe species such as “humans”, “elephants”
or “trout” in everyday conversation, species seem to be well-defined, discrete entities. However,
the reality is considerably more blurred, for both biological and philosophical reasons. In reality,

there is no universally accepted definition of a species, nor has there ever been. Schulz [191]

describes the classification process of Linnaeus, the father of [scientific nomenclature] as being

driven principally by the “criterion of similarity between organisms and organisms groups” [191].
So essentially, a species can be thought of as a group of organisms that are sufficiently different
from other organisms to be defined as such; but how different is “sufficiently different”?

In Linnaeus’ time, the idea of “sufficiently different” was based on nothing more than physi-
cal traits, the collection of which were considered by one taxonomist or another to be indicative
of a different species. The differences in appearance between different specimens of the same
species were thought to be “accidents” of life or nature. Nowadays, with genetic analysis, we
know otherwise. Genetic material comprises a continuum, rather than discrete sets that can be
easily separated. As Sandra Knapp, tropical botanist and taxonomist at the Natural History
Museum, London, described on “In Our Time” at the end of 2019, species can be thought
of as the bumps in a carpet, relating to “our best estimate of distribution of variation in na-
ture” [182]. Steve Jones, Senior Research Fellow in Genetics at University College London,
provided a very visual image of this by describing species before and after genetic analysis
as starting by counting peas and ending up with pea soup [182]. Essentially, there is no dis-
crete dividing line between one species and another. Species must be defined from a particular
perspective, which results in multiple possible definitions.

With this in mind, there are a number of different approaches or perspectives to defining



Chapter 1: Introduction 2

what a species is. The biological species concept is perhaps the most commonly known definition
of a species. This concept, as defined by Mayr [142], encapsulates a group of organisms that
can reproduce and produce fertile offspring. However, this definition is limited to looking at
organisms that are alive at the same time, ignores issues with infertile members and is sometimes
hard to corroborate [98}139].

The evolutionary quality of species means that every single example of an organism is
slightly different, something that with the development of genetic analysis technology became
much more apparent. The phylogenetic species concept describes the “concept of a species as an
irreducible group whose members are descended from a common ancestor and who all possess
a combination of certain defining, or derived, traits” [54]. The phylogenetic species concept is
less restrictive than the biological concept as it does not have the same restrictions as regards
breeding. These are just two definitions from many more: Mayden [141] identified 24 different
definitions. Now, in 2020, still there is no one definition that everyone agrees on.

As we have seen, the term “species” is a very good example of a word used to describe a
real-world thing that at first sight appears to be a relatively static, clear and defined concept,
yet the reality of the science is far from that. Genetic analysis has identified to what extent
this delimitation of species is a human construct. The question of what a species is represents
a suitable starting point to look at the issue of classification, and how arguably the same thing
can be classified in different ways depending on the perspective from which the classification is
made.

It must be emphasised that none of the different classifications are necessarily “invalid”,
certainly not in a communicative sense. In everyday language the term species is commonly
understood, and is useful in speech and to share meaning. The term is fit for purpose, even if
when we talk about species we are not necessarily thinking about the nebulous nature of species
on a scientific level.

To demonstrate this point, we can consider some examples of classification. In much of our
everyday language the categorisation of things seems fixed, obvious, without thinking about the
implicit choices we have made to categorise things according to the context in which they are
operating. Yallop [226] draws our attention to the relativity of classification by continuing with
the species analogy, when he highlights that the scientific nature of the classification of species
into genera, families, orders and higher is based on specific qualities (genes, or appearance, or
reproductive powers) which have been scientifically defined according to specific requirements.
He counters this with our categorisation of species in our normal everyday conversation, giving
the example of the term “pines”. This term is used frequently for trees that are not classified
under the Pinus genus but that have the same characteristic pine needles that to a layperson
look like pines. This usage may in fact originate from an original, erroneous, classifi-

cation, which was maintained in everyday language because of habit and for its communicative



usefulness. In fact, as we shall see, the scientific classification is also very fluid, for the reasons
outlined above, and shall be a focus of this thesis. Straying from the subject of species but
staying within biology, tomatoes scientifically are a fruit, but in our day-to-day lives we usually
categorise them as a vegetable or salad item, depending on how they are going to be eaten.
Although more or less scientifically accurate, these classifications are no less valid when taken
in the context in which they are used. Effective communication is the key, which is achieved
when using words appropriately to the context. These few examples can serve to provide an
understanding as to how the classification of entities (species, words, meanings) can be lumped,
split or changed according to the perspective from which we approach a problem.

The concept of species is just one of millions of other examples. Sand, for example, could be
classified as a construction material or eroded rock, or an element of a beach. In each instance
different ideas spring to mind about the same physical object (in the examples given). We
often think of words having specific, fixed definitions but meaning is a lot more elusive than
that. Even the definition of what a “word” is can be complicated [87]. Meaning is inherently
context-based and a lot more fluid than we generally think. It depends on the boundaries that
we set according to said context. Lexicographers and other linguists became acutely aware of
this with the arrival of computational corpus linguistics, as it allowed them to analyse how
words are actually used in different contexts [19,/62/69,/115]. The capacity to analyse large
amounts of data revealed that words did not emanate discrete, fixed meanings, but instead
that meaning depended on context and the patterns identified existed on a continuum, which
had to be divided from a particular perspective to delineate separate senses within a word’s
meaning. The concept of splitting and lumping meaning is common in lexicography, in which
decisions are made as to how detailed the division of meaning should be [62].

As humans we traverse these different contexts and nuances in meaning generally with
ease, understanding that tomatoes can be at once considered a salad item or vegetable in
many culinary contexts, while scientifically being a fruit. Humans are good at abstraction
and common sense reasoning, which is why these context-dependent classifications are easy for
humans, but not so for computers. Computer processing has become increasingly important
because of the capacity of computers to analyse large bodies of data [135}/201]. However, the
ambiguities of human language cause a lot of problems for the accurate integration and analysis
of said data. A computer cannot reason to truly understand whether one word means one thing
or another in a given context, it has to be told. The difficulties computers face in activities such
as natural language processing or machine translation are related to their inability to reason in
this way.

There are different approaches to how computers are “instructed” to understand natural
language. Artificial Intelligence (AI) tries to emulate a human way of thinking through the use

of neural networks in which the computer itself devises rules according to patterns it identifies
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by way of processing huge amounts of statistical data. Neural networks allow for reasoning on
a certain level in this way, but they still develop a very narrow intelligence: highly adapted
to the specific domain or task at hand [227]. The problems with this approach lie in their
susceptibility to bias where there have been imperfections in the collection of the training data,
or will tend to exaggerate bias where there are biases in our society [126]. There is also the
risk of so-called false discoveries [134], in which testing appears to give positive results, only
to have identified an “interesting” pattern where there is none. This highlights the importance
of transparency in data being used in automatic integration tasks. When using computers to
process natural language it is essential that there is an understanding of what is contained in
the data and how the models are formed: otherwise the black box in which they function hangs
a large, worrying question mark over the validity of the results.

Given the need to understand natural language, ways of standardising and labelling human
language documents have been developed within the scope of standardisation frameworks and
within Natural Language Processing (NLP), to the point of training models using algorithms
that learn and improve and evolve. These approaches harness the powers of computers to iden-
tify patterns and use these to their advantage. To then store and analyse this data, knowledge
representation structures called ontologies have been developed. Ontologies allow computers to
effectively reason across data sets by means of the logical structures that provide information
about relationships between different classes and properties.

While this method of knowledge organisation aims to and often does overcome many issues
in the context of natural language ambiguity, ontologies are still limited in scope in compar-
ison with the vastness of natural language. Their explicit definition of a domain structure is
both their advantage and disadvantage. Within this context the ambiguity of natural language
becomes even more complex. Ontologies try to go beyond natural language but in the end a
classification, as we saw at the beginning of this chapter, needs to take a perspective and each
perspective will provide a different organisational structure. So, what happens if an ontology
with one internal conceptual model is applied to information that is governed by another concep-
tual model? Would the result be the erroneous imposition of the ontology’s conceptual model
onto said information? Are there other cases in which ontologies are erroneously excluding data
because of the defined conceptual model? To tackle these issues we need to identify methods
by which to evaluate whether certain terms are 1) being used to express the same concept and
2) whether this concept changes between domains or other definition of units. There really are

two questions in this regard:
e How can we be sure that our systems are accurately tagging or labelling data?

e How can we know that the ontologies are modelling things correctly /not imposing inac-

curate information?



It is on this backdrop that the following PhD thesis is based. Increased automation of data
analysis has enabled us to achieve things we never thought possible. However, we need to know
what we are analysing is accurate and that the classification structure being applied is the right
one, which is not a trivial task. The research project focuses on the domain of biodiversity, for
reasons which will be explained in the following paragraphs, and in more depth in Chapter 2,
the literature review.

Issues relating to accurate computer integration and analysis of data have left the biodiver-
sity informatics community working to tackle the issues of knowledge fragmentation, dataset
size and heterogeneity present in the field [77,[85}/149,178.[216]. There are many initiatives un-
derway and in use, focusing on the standardisation of concepts and vocabulary [15], the creation
and integration of databases [178}[225] and the opening of data access [85},/170].

Two issues have been identified in this process that are of particular interest to this research.
Both are related to questions of the identification and stability of concepts versus terminology
usage. Firstly, the biodiversity informatics community is increasingly turning to ontologies to
overcome the knowledge organisation and discovery problems that arise from the obstacles of
fragmentation, inconsistent terminology usage and nomenclature issues [32,/137,/169,216]. On-
tologies aim to pin down the concepts at the heart of different domains and the relationships
between them. However, as we saw in the first part of the chapter, the words we use to de-
scribe concepts are constantly changing, multiple and ambiguous [32}/41,216]. As explained
by Thessen [206], “clearly representing the natural language descriptions of phenotypes and
environments with a set of ontologies is difficult, because natural language, while highly expres-
sive, is often semantically ambiguous and reliant on context”. The ClearEarth project [204],
of which Thessen is a part, noted the difficulty in identifying different concepts, where specific
terms were used across domains for different purposes [205]. The same was identified as re-
gards the conceptualisation of the term ecological niche, which is used at different times and
by different authors to represent different concepts [217]. These issues highlight problems in
both terminology usage but also the difficulty in even arriving at a shared conceptualisation of
a concept within a single domain, let alone across domains.

In other domains, to take a more empirical approach, corpus-based analysis has been used
either alone or in conjunction with other statistical techniques in (semi-)automatic ontology
learning to identify concepts and relations [4,/11,/27,/73,/194] from collections of texts them-
selves. Corpus-based analysis is also used in data-driven evaluation of ontologies, to check for
coverage and accuracy of the concepts and relations within a specific domain [11,[26/27]. In
biodiversity the ClearEarth project is making moves towards the automation of ontology con-
struction/population adapting existing algorithms used for the biomedical domain, but despite
all the problems identified as regards conceptual stability, the researcher has found no efforts

to perform a systematic empirical analysis of the literature to validate existing ontologies or to
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ascertain the conceptual stability of the terms in use.

The other issue is specifically related to the stability of concepts as regards|scientific nomen-|

and its vernacular equivalents. Many of the integration initiatives mentioned above use
scientific names as the index for this information [109,/170,[203|. However, this causes problems
of its own due to the multiple and fluid nature of biological taxonomies and, by extension,
the scientific nomenclature. There is no one accepted biological taxonomy, but multiple ones
which reflect not only different moments in time but also simultaneous differences in opin-
ion [49,/68,/124,/170L[202]. The nomenclature is also multiple and reflects these changes [49,/109).
There have been numerous attempts at creating taxonomic databases that integrate the mul-
tiplicity of concepts versus names used to represent taxon concepts through the use of unique
identifiers [61,,124}153|[172]. Different forms of knowledge organisation have also been attempted
to overcome some of the difficulties this presents, such as ontologies [191}/192[209] or forms of
concept-oriented databases [17].

Despite all these efforts, and the recognised ambiguities in the use of the scientific nomen-
clature in the literature, there has been no empirical study to profile nomenclature usage in
context. This is a big problem, as has been highlighted in the problems faced by those working
to integrate taxonomic reference data [172], with issues including but not limited to incorrect
assignment of names, incompleteness of names, synonymy, and even disagreements between
experts about the identity of specimens in relation to the organisation of genera within the tax-
onomic hierarchy [494/109]. If scientific names are being used as indexes for biodiversity data,
misunderstandings about the concepts underlying these scientific names could be currently un-
dermining these efforts. In [175], the author recognises the importance of mapping usage of the
nomenclature in context are looking at semantically-enhanced journal articles |[174]. However,
to my knowledge there are no efforts underway to study this in unstructured legacy data.

Considering both the broader picture of knowledge integration and discovery across the
biodiversity domain, and the more specific issue of using scientific names as the primary index
for this information, being able to identify how these terms are being used is key. Developing
a method by which the nomenclature usage within the literature could be systematically and
empirically analysed would therefore be a great step towards a better understanding of common-
alities and differences between the usage of these terms lie, as well as providing demonstrations
of patterns of change, stability and ambiguity in their conceptualisation across resources and
datasets.

The research aims to address the gap identified in the literature, to develop a method to
perform a systematic, empirical analysis of the (in)consistency in the conceptualisation of the
scientific nomenclature in the biodiversity literature. Such a method would make it possible to
evaluate the compatibility of datasets, identify areas of greater intra- or inter-domain clarity

or ambiguity and evaluate the validity of using ontologies in particular circumstances or for



particular purposes.

To address this gap, the research takes a multidisciplinary perspective to extend the Word
Sketch feature of Sketch Engine to profile the conceptualisation of species’ names in the biodi-
versity literature. Word Sketches are a feature of the corpus query tool Sketch Engine, which
provide a summary of a word’s grammatical and collocational behaviour in context. Taking
inspiration from McCarthy et al.’s [144] paper which added semantic annotation of WordNet to
Sketch Engine’s Word Sketches, this research will add appropriate semantic annotation as well
as employ other aspects of corpus analysis and NLP tools readily available in order to extend
the capacities of Word Sketches into this new field.

Lexicography has a well-founded history in the conceptual mapping of words in context
for dictionary making and which makes it a suitable candidate to explore this avenue. Word
Sketches were considered a suitable tool to employ given the empirical nature of the process, in
which concepts are identified through their description in the body of data, rather than through
an externally imposed hierarchy such as an ontology. This facilitates the identification of the
hierarchy as it exists within the corpora for comparison with existing resources. We have seen
how hierarchies in data can be identified through Word Sketches in the results of the Ecolexicon
project [57,/128].

[Corpustbased analysis more generally is also often used in automatic and semi-automatic
ontology creation [4,/11], which supports the use of this methodology in the research. However,
to my knowledge it has not been used to create contrasting profiles of the hierarchy of species
based on empirical data to perform an analysis of the conceptual (in)stability of these terms.
I have also found no evidence of using these techniques to compare conceptual stability across
different corpora in other domains. Corpus analysis is also used as an ontology evaluation
technique [11]. Corpus-based analysis is applied in this thesis to profile the hierarchy of species
in one or more which then forms the basis for comparison, which provides an empirical
evaluation of the use of scientific nomenclature and variants in context, evaluates
conceptual stability across corpora and in comparison with ontologies to provide evidence as
to whether specific datasets are suitable for integration, or whether a particular knowledge
representation resource follows an appropriate conceptualisation for mapping the data.

The aim of the research was “to employ computational lexicography and natural language
processing techniques to identify, extract and group nomenclature according to its usage in the
biodiversity literature and use contrasting corpora and existing knowledge representation struc-
tures to perform a systematic empirical analysis of these conceptualisations”. This aim arose
from the identification in the literature review of issues relating to the usage of nomenclature as
a result of the multiple and changing condition of biological taxonomies. This has been framed
within the issue of automatic integration of data, or knowledge, and queries as to the problems

that may be perpetuated should incorrect data be integrated or data excluded erroneously.
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At the beginning of the PhD, the aim included exploring the characterisation of trophic
interactions (“what eats what”) in the biodiversity literature, through the application of these
same techniques. This aim was originally explored in the pilot project in relation to trophic
interactions (“what eats what”, but was removed from subsequent steps of the research because
of the complexity of achieving the aim in relation to the relations between species’ name men-
tions specifically. Further work into interactions will be considered in the future. The exact
wording of the aim also evolved throughout the course of the research, although the underlying
aim did not change, more an understanding of how to present the problem. The evolution of
the aims, objectives and research questions can be found in the appendix [add to appendix
when finalised].

The research questions related to the final aim of the research were therefore:

1. How does empirical corpus-based analysis use the linguistic evidence in the biodiversity

literature to model the hierarchical relationship between species?

2. How does the knowledge representation model extracted in research question one compare

with other knowledge representation approaches currently being employed?

3. How do conceptualisations between different corpora vary quantitatively (number or

trends of mentions) and qualitatively (contextually or links between different mentions)?

The objectives of the research are:

e model the hierarchy of relations between nomenclature reference)/units of nomenclature

as used in a specific corpus (by extracting the relevant information) (RQ1)

e create a graph/tree hierarchy image of this model to compare to the ontological structure

for validation and evaluation purposes (RQ2)

e produce a technical validation and evaluation method to compare the relations identified
for precision, recall (quantitative measures) and differences (quantitative and qualitative

measures) between the different expressions of knowledge (RQ2)

e perform comparisons between the hierarchies extracted between different corpora and

ontologies of choice to evaluate the conceptual stability of nomenclature usage (RQ3)

The method developed aims to serve people working in biodiversity by helping them to
choose a suitable knowledge representation resource onto which to map specific bodies of data,
to identify issues when integrating data, and to identify problems or inconsistencies in data or in
knowledge representation resources that need to be reviewed, as well as mapping nomenclature

use change across language, domain, time, author, publication, etc. It could also pave the way



for future work in other areas relating to avoiding erroneous data integration and could serve to
shed light on specifics relating to nomenclature usage yet to be captured in integrated databases.
Finally, the method could be used in adapted forms to identify new terminology, used to map
conceptualisations within corpora that could be used either for the basis of ontology-building
or an alternative form of knowledge representation. As identified in the expert evaluation phase
of this research, these techniques could serve as a tool for people new to the area of taxonomy,
to help marry variants and raise awareness about the multiplicity of variants in existence for
different taxa, and therefore minimise confusion. Furthermore, the techniques described in this
thesis, while being adapted specifically to scientific nomenclature and other variants, could also
be applied to other domains, such as inter-lingual terminology and other specialist domains.

The thesis is set out as follows:

Chapter 1: Introduction This chapter.

Chapter 2: Background Chapter 2 consists of an overview of the literature in relation to
the thesis. It considers the issue of data in the digital age, the opportunities and the challenges
that this presents, particularly as regards the accurate integration of data and the interplay
between data and knowledge. It goes on to look at existing cross-domain efforts to respond
to these challenges, along with persisting obstacles there. The focus then turns to the issue
specifically within the domain of biodiversity, firstly considering challenges and existing efforts
relating to the domain and data integration in general, then specifically focusing on the issue of
scientific nomenclature within this equation. The final section of the chapter sets out previous
research in the areas of corpus linguistics and lexicography, describing the history of the fields,
and related previous research to make the argument as to the suitability of this approach to

address the problem identified.

Chapter 3: Methodology and methods Chapter 3 sets out the methodological basis for
the research and then the methods used to perform the research described in this thesis. As
further described in the chapter, a research design method approach was taken in this research
to allow for iterative learning throughout the research process, which was used to feed back into
the development of a methodology, and improve and guide the development of the research. For
this reason the results sections are split into four: one relating to the preliminary exploration
of the data and approach (Phases 0 and 1), another which describes the technical evaluation
of the method designed (Phase 2), followed by the application of the method (Phase 3) and
finally an external evaluation of the method by domain experts (Phase 4). The argument for

using this type of research design is set out here, along with the considerations necessary when
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designing research within the field of corpus linguistics and lexicography. The methods describe

the design of the different phases of the research and any choices made as regards tools.

Chapter 4: Phases 0 and 1 - Relation hierarchy model and data framing Chapter
4 sets out the preliminary results of the research, which focused on the pilot exploration of
the data, and then subsequent efforts which looked at how different filtering parameters, and
different ways of framing the taxonomic references (considering multi-word terms as multiple
entities or as a single, unified entity) affected the output from the dataset. This constituted

the main part of the design cycle of the research.

Chapter 5: Phase 2 - Method validation and technical evaluation This chapter sets
out the technical validation and evaluation of the methods developed, to assess the validity and
evaluate the technical efficacy of the methods applied. This was necessary given the method-
ological focus of the research, to ensure that the method developed was indeed capable of

answering the questions it set out to do.

Chapter 6: Phase 3 - Nomenclature profiling studies Having evaluated the method,
the method was applied to a real-life situation in which various knowledge representation re-
sources were evaluated and compared. Then the method was applied to specific species’ profiles
according to these knowledge representation resources across two different corpora. The method
developed in this research was used to evaluate the corpora against the existing knowledge re-
sources and each other to provide evidence as to the stability or lack thereof of concepts and
terms by means of the profile studies performed and develop guidelines for anyone using the

methods developed in this thesis in the future.

Chapter 7: Phase 4 - Outreach and focus group To provide further weight to the
validity of the research, a focus group/outreach session was held with experts who use scientific
nomenclature in their working life. The session focused on exploring ideas relating to term
ambiguity and clarity, use of knowledge representation resources and also presented the research
described in this thesis for feedback and comments. Full analysis of the outcomes is provided
in this chapter. The evaluation was intended to better understand the data involved, my
interpretation of my results and possible applications of the method from the perspective of

domain experts and relates to the rigour cycle in the design science structure.

Chapter 8: Discussion and conclusions The discussion and conclusions chapter brings

together the findings outlined in previous chapters and discusses their applications and future
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work, ending with the final conclusions resulting from the research and aligns them with the

aims and objectives of the thesis, drawing the thesis to a close.



Chapter 2

Background

The introduction has provided a background as to the relativity of meaning in language. Mean-
ing may often seem fixed and clear, but it is actually often ambiguous and fluid. While humans
can process information in a way which overcomes this ambiguity, applying our knowledge and
deductive powers to accurately process information in a contextually appropriate way, comput-
ers need different sorts of clues when dealing with ambiguous data. The definition of meaning
and classification of objects must be made explicit, which means that certain choices must be
made. Neither the definition of meaning nor the classification of objects are trivial tasks. The
subsequent efforts in integration further complicate this matter. This chapter will look specifi-
cally at the research pertaining to the problem tackled in this thesis, firstly on a general level,
then focusing on the domain of biodiversity. The second half of the review will present the
background relating to the approach taken in this thesis to tackle the issues identified, and the

argument as to why this is a suitable choice of approach.

2.1 Data in the digital age

In the digital age, the amount of data we have available is growing exponentially [11}/50}/135].
Today this data firstly must be properly archived and subsequently shared to make the most
of the information held within [45]. For this reason, the importance of data management, and
perhaps more importantly, knowledge management, is key to being able to make the most
of it. As described by [7], knowledge is data plus an interpretation of the meaning of said
data. Otherwise there is a risk of being overwhelmed by data we cannot interpret or utilise
correctly. While this task used to be primarily performed by humans, because of the sheer
amount of data produced these days, it is a task that must be performed by computers. This

has resulted in efforts in many different fields that work towards the successful processing of data

12
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in order to produce knowledge. However, the management, interpretation and representation
(classification/categorisation) of this data is not a trivial task. Data is not produced in one
homogeneous, easy to integrate style. Firstly it is necessary to understand the different sorts
of data that might be integrated, then other aspects of the data that needs to be standardised
to be able to do so.

2.2 What data?

Firstly it is necessary to define what we mean by data and some different sorts of data that
might be there. As described in the introduction, while humans use their knowledge of natural
language to process information, computers need algorithms or data structures to instruct them
on how to categorise information and process it to discern meaning [2}|37,/50,72/[135]. For these
purposes, data is often divided into three types: structured, semi-structured and unstructured.
As the introduction described in relation to other aspects of our world and language, there
is no universally accepted definition of exactly what constitutes one type of data or another.

However, for the purpose of this thesis the following definitions apply:

e Structured data is the easiest form of data for computers to handle. Structured data
usually comes in the form of tables or databases, in which all the information is clearly

categorised for processing.

e Semi-structured data comprises, as the name suggests, data which possesses some form
of structure. Semi-structured data has some form of markup that instructs computers
as to the meaning of sections of the data. Further examples will be given in subsequent

sections.

e Unstructured data comprises all other data. It can include natural, narrative language
or formats such as videos or pictures. In the case of this thesis it only refers to natural
language texts. This data is the most difficult and expensive data for computers to

process. Unstructured data comprises about 80% [21,/50,|72 of data in existence today.

2.3 Data to knowledge

The introduction to this chapter highlighted the issue of converting data into knowledge. Un-
processed data alone means nothing - it must be interpreted in some way to derive meaning
and be useful. All the above data types require some form of processing to be understood by

computers, on a sliding scale of least (structured) to most (unstructured), because the various
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types have differing levels of explicit instruction within the data that helps computers to define
and classify the information being presented.

The difficulty experienced in converting unstructured data into knowledge is what is some-
times called the “knowledge acquisition bottleneck” [138{194], which acknowledges the difficulty
in quickly and accurately processing the exponentially growing sources of unstructured data.
These difficulties arise from the ambiguity of natural language. In the case of structured, and
to some extent, semi-structured data, computers have a degree of guidance as to the “meaning”
of information or data because of the way it is categorised within the data structure. In the
case of unstructured data there is no such information.

Natural language processing (NLP) is a central part of this process, being the means by
which unstructured data is categorised and annotated for computer processing. Put simply,
NLP is the process by which natural (human) language can be converted into structured data
with which computers can work [44]. However, language is multiple, changing and ambiguous
[206]. Ambiguity means multiple choices for computers when classifying and categorising data,
and the issues this causes can be seen in the difficulty to perfect NLP techniques. There are
many different steps: there are those more related to the syntactic and grammatical features
of language, which involve tasks such as part-of-speech (POS) tagging and parsing. These help
with the categorisation of sentence structure. This is still important in more semantic NLP
tasks, such as word sense disambiguation (WSD), because structure and form cannot be totally
separated from semantics [81]. There are also tasks more specifically related to semantics.
These tasks are arguably the most complex [157,[183] and involve tasks such as named entity
recognition (NER), named entity disambiguation (NED), named entity normalisation (NEN)
and relationship extraction (RE). NER is the act of identifying specific entities, such as cities
or people within unstructured texts. WSD focuses on the separation of word senses, where
the same word may be used in different contexts for different meanings, and NED is a subset
of this disambiguation process. NEN is focused on identifying groups of words with similar
meanings. It has been shown that the syntactic and grammatical steps improve information
extraction from unstructured data [59]. This is no surprise given that meaning cannot be
completely separated from form (i.e. semantic information can be derived from form) [81], and
some aspects of WSD or entity normalisation can be supported by knowing the grammatical
identity of a word in a particular context, for example.

NLP systems can be described as knowledge-based, supervised, unsupervised or semi-supervised
[44,]133/183]. Knowledge-based systems use, as the name suggests, knowledge bases such as
terminologies, thesauri, or ontologies as a basis for the tagging, particularly as regards seman-
tics issues. The interplay between ontologies and NLP will be further explored in the Ontology
section later in this review. Supervised systems require manually annotated corpora which are

then processed using machine learning (ML) techniques of various types to “learn” the appro-
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priate tags and salient features of the target data set. The semi-supervised and unsupervised
systems represent steps down in the amount of manual input that goes into the design of the
system, until no annotated data is required. The flip side to reducing manual input in the
form of annotated corpora is a need for increasingly large data sets, with increasingly large
training cycles [176,/183}/198]. The size of the data sets required also which makes it unsuitable
for many specialist domains [183]. These systems are also somewhat of a black box and are
susceptible to biases in the training data [23]. In situations where access to the original data
must be maintained for empirical checking or other purposes, these automated methods are not

suitable.

Despite great advances in all the areas described above, systems are either very labour
intensive (i.e. supervised methods, which require detailed, hand annotated training data, or
the production of detailed ontologies in the case of knowledge-based systems), or are very
computer intensive, require huge amounts of data and are not as accurate as those which have

knowledge in the form of either knowledge bases or manually annotated data [190L[222].

The complexity, multiplicity and ambiguity of natural language, mean that NLP systems are
highly-specific and difficult to adapt to new areas [46,205]. Structural ambiguity also continues
to present obstacles to identifying the semantic meaning of different terms within similarly
phrased sentences [78]. Word Sense Disambiguation is also highly contextual and knowledge-
rich [157]. Natural language processing has advanced incredibly over the years, but it still comes
up against many obstacles in the accurate disambiguation of meaning of terms and often has
problems adapting a domain-specific algorithm to another domain [135]/190]. This is the reason

why unstructured data is still the biggest problem for work on big data analytics.

Some domains, namely bioinformatics, have managed to successfully create quite extensive,
accurate and well-trained systems of NLP for their domain [79,/205,216], even if not complete
[222]. However, this requires huge investment that many domains simply do not have. The
non-transferability of the systems is such a big obstacle that while information extraction (an
end goal of many NLP processes) in research is heavily focused on statistical approaches, in
industry rule-based information extraction is still very important because of the fact that they
are understandable, adaptable, can be easily used to integrate domain information, among other
things [38].

Having looked at the general problem of converting natural language to a form in which
computers can read it, the next section will consider the issue of how to ensure that this
information can be correctly categorised and interpreted to integrate. This presents further

problems, some of which are technical and others semantic in nature.
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2.4 Data standardisation and integration

Given the heterogeneity of the data, how can it be integrated? As explained in the introduction,
computers need a lot of signalling to be able to recognise data as one thing or another and be able
to assign to specific boxes [183]. Although structured data is easier to handle than unstructured
data (in the case of this thesis, with no markup), integration nevertheless requires
standardisation of data formats, terminology usage (or alignment), and so on and so forth.

If data is not correctly standardised and integrated, final interpretation of the data will,

at best, be limited, or at worst simply wrong [79]. As a result there are many efforts in the

areas of standardisation of vocabularies, formats and |[knowledge representation| frameworks,

and subsequent integration efforts to provide access to the depth and breadth of data available.

2.4.1 Standardisation

Standardisation is required at a number of different levels. Data is produced in a number
of formats, so standardisation is needed across data formats to make them interoperable or
domains need to use specific, consistent formats to allow for data sharing and integration.
Metadata standardisation is also necessary to have the same format in which this supporting
information is described so that computers recognise different files as being on the same or
different topics, through the use of markup languages [52]. Finally, vocabulary standardisation,
which sets out a specific way of categorising and terms to be used for themes and objects within
a domain, is necessary for computers to accurately integrate data sets from multiple sources
within the same domain.

When single organisations, domains, people or projects describe what they are doing, they
use language which is usually very specific to the task, their organisation and so on. While hu-
mans in general can navigate these challenges (albeit standardised vocabularies are very useful
for humans as well), computers need more instruction as to how to organise information. There-
fore standardisation in data representation is essential to ensure that the analysis is accurate
and complete. The efforts above aim to define a common vocabulary to use to overcome these
issues, also allowing for the better interoperability and integration of existing and future efforts
in all domains, as the idea is to achieve a common understanding of the underlying framework,
and the interoperability of the formats themselves. As mentioned in the introduction, this
is more than just defining different objects or ideas which exist within a certain domain, the
way they are defined present a specific outlook. Therefore standardisation tries to come to a
common understand of this outlook, to therefore avoid the ambiguity that could possibly arise
otherwise.

The importance of standardisation became ever more apparent with the appearance of the
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internet and in 2001 Tim Berners-Lee [18], came up with the idea of the Semantic Web, to try

to rein in the proliferation of unconnected, incoherent data.

2.4.2 Semantic Web

The Semantic Web was thought up as a way to overcome the obstacle of large amounts of
unintegrated data in many domains [18]. It is based on the use of common data formats,
models and mark-up languages to facilitate the sharing of data across the world. The Semantic
Web essentially focuses on metadata that provides common link points to information on the
same or similar subject to interlink the mass of information on any one subject across the web.
The use of the Resource Data Framework (RDF, data model), Extensible Markup Language
(XML) and Web Ontology Language (OWL) provide the framework to describe objects.

The idea is not only to have compatible formats, but also to define data in specific ways so
that the data itself is clearly and coherently categorised for computers to process together. It is
making certain choices explicit, providing metadata in a consistent way so as to make data sets
interoperable. On a simple level this should work with all levels of data, even if some of the un-
structured data cannot be searched in the same way. “The Semantic Web, proposed to address
the integration problem, can improve information retrieval beyond simple keyword matching
with its knowledge representation languages and reasoning. The improvements afforded by
the Semantic Web are already helping researchers answer complex scientific questions span-
ning multiple scientific disciplines. This has made semantic interoperability a major research
topic.” [156].

Standardised vocabularies and standards can be seen as attempts to develop ways of organ-
ising data in a universal and agreed format to allow for the successful integration of data [201].
They specify definitions of meaning and categories which are necessary not only for humans
to understand how a specific concept is being used in a specific instance, but particularly for

computers to be able to categorise the information as instructed.

While standardised vocabularies are one essential part of this large framework, ontologies
are considered an important part of the solution as mentioned in previous sections. Standards
and standardised vocabularies are still exposed to ambiguities as people apply them differently
and the definitions can be interpreted in different ways [1891216], as well as still existing in many
cases in isolated silos [177]. They are also usually structured in a flatter, more one-dimensional
way, which has limited descriptive power. This is why ontologies are seen to provide possible
solutions to some of the persisting limitations identified with standards and have become an

integral part of the semantic web infrastructure.
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2.4.3 Ontologies

A central structure within the Semantic Web is that of the ontology. Ontology originally was
a Greek concept for the philosophy of the nature of existence. In the 1970s and 1980s it began

“

to be adopted as a form of [knowledge representation| or knowledge organisation system, “an

explicit specification of a conceptualisation” [84], with others stressing the “shared” aspect of
the conceptualisation |7]. Ontologies in data science, as discussed in the introduction, are a
formal representation of domains for this creation of knowledge [84,/197]. They aim to help
computers process meaning in ways through the definition of said concepts (or classes) and the
relations between them. They help computers to “think”, or infer further information from
what is explicitly presented in the data. The Semantic Web is heavily reliant on these data
structures [121}/138], because ontologies do make some progress in the attempts to go “beyond”
words to get to the “real” meaning of something. The idea is to help computers transcend
some of the issues in natural language and ensure the accurate integration of data by defining
concepts and the relationships between them in a specific space (or domain), removing their
definition, as far as possible from the terminology used to describe said concepts [76]. This
allows computers to seemingly make abstractions like humans but according to these fixed data
structures [194]. Inference is possible because of the relations defined between one concept and
another within each ontology. This is why ontologies have become such an integral part of the
semantic web and its aims of being able to access and query across the whole body of data that
is the semantic web.

Ontologies, as we have seen, are also important in the annotation of unstructured data.
Well-defined, extensive, ontologies can be used in knowledge-based or hybrid NLP systems
to facilitate accurate knowledge extraction domains, as has been seen in the bioinformatics
domain [205]. As discussed in the NLP section, the issues of WSD and name normalisation
present large obstacles to the correct identification, disambiguation and grouping of words
according to their meaning in context. The structure of ontologies should help with that
issue [136},216].

However, ontologies face a number of hurdles. They, like the NLP systems that they often
accompany, are very expensive and time-consuming to develop [27,194], and require multiple
eperts from different domains to be involved in the process. Ontologies can be used to improve
NLP (hence why they are so desired for information extraction) due to their powers of inference,
helping in WSD and name normalisation. However, NLP can also be used to try to identify
candidates for ontologies. This demonstrates the nearly symbiotic relationship of ontologies
with NLP processes.

There are areas in which ontologies have been developed and have quite extensive success,
such as biomedicine [76,/110]. Also, to reduce the time burden and high cost of hand-crafted



19 2.4 Data standardisation and integration

ontology creation, (semi-)automatic ontology creation has become an important research focus
in recent years [4,/138}[147]. These take a number of approaches: statistical, linguistic or logical
(often in hybrid systems which involve two or more of these approaches) [4,/27,(111]. These
approaches vary in their automation levels |138]/161], whether existing knowledge sources are
used to bolster the information gathered [111/138,/147] and the purposes of the work.

Despite these efforts, many domains suffer from many, isolated and incomplete ontologies
[111[88}/110]. These are not easy to integrate because of a lack of common understanding when
they were created. As mentioned in the introduction, because a concept is based within a
specific conceptualisation, these structures may exclude information should it not comply with
the specific conceptualisation presented by those who design the original ontology [194]. In fact,
there are arguments as to the difficulty of coming to a “shared conceptualisation” even within
a small unit of people within a domain, or a small domain itself [27,194]. These realities hark
back to the issue that ontologies face - they aim to go beyond words to arrive at the true essence
of a concept, but in order to create a classification of any kind, as seen in the introduction, a
perspective must be taken, choices must be made.

These choices may erroneously impose an interpretation when mapping to natural language,
or may lead to a lot of information being left out because of apparent inconsistency or inco-
herence with the logic or conceptual model of the ontology [88,100]. These same issues occur
in attempts to align different ontologies. Going back to the discussion in the introduction, a
choice has to be made as to how to define concepts, and this marks the structure. The ways
these can be defined will change and always diverge unless there is a common understanding
from the beginning. These issues have been described by Huang [100]. Huang describes four
types of inconsistencies (in the formal sense of existence of contradictions) that can arise from

multiple sources in the semantic web:
e Misrepresentation of defaults
e Inconsistency caused by polysemy
e Caused by migration from another formalism
e Caused by multiple sources

As regards the misrepresentation of defaults, the inconsistency provided by Huang [100] is a
suitable one: that of defining penguins in a bird ontology as birds which cannot fly, while
the default definition for birds is “are animals that can fly”. The inconsistency caused by
polysemy could, for example, be the representation of window which then can represent a
physical or figurative window. The migration from another formalism refers to when ontologies

are created by different systems which are not restricted by the same logical constraints, so
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concepts have been organised in different ways. This can cause problems because concepts may
appear in two different places which are considered disjunctive within the ontology. Finally,
where ontologies have been designed by a number of different sources, there may be differences
in the conceptualisation of classes and their relations, so these will have to be considered.

Huang goes on to argue that there are two ways of dealing with inconsistencies in ontologies:
to diagnose and repair the inconsistency [188]) or to avoid the inconsistency and applying
different reasoning to get an answer that makes sense. The latter process is based on creating
subsets of an ontology and testing to local soundness (consistency), and including it in the
reasoning only if soundness is ascertained. As we have seen in the introduction, these sorts of
ways of dealing with information, should we be using ontologies to extract information from
natural language, alert us to the possibility of, at best, simply ignoring large amounts of data or,
at worst, incorrectly imposing a structure/classification system or theory on natural language
that was written from a perspective that differs from the one that the ontology creators had in
mind. This is the issue. No matter how well curated an ontology is, it is then being used to map
meaning onto natural language. This may work at times, but on other occasions it will either
leave out lots of information, or may mistakenly impose a structure, philosophy or ordering of
the world that was not intended by its author. The idea of automatically populating ontologies
from data is also presented as a way of looking at how people who implicitly /unconsciously
have a domain model in mind describe and write within a specific domain [11]. That same
caveat would then apply to the automatically created ontology when being applied to other
unstructured data that was not the focus of the original project. This issue will be looked at
further in the later part of the review when looking at the domain focus of this research.

The first part of the literature review has focused on the issue of data and the processing
of said data in general. The next section will look more specifically look at the domain focus
of the PhD thesis: biodiversity.

2.5 Biodiversity data and knowledge

We have seen that the issue of knowledge extraction and representation is far from resolved on
a general level. However, the biodiversity domain is a particularly interesting and complex case
for many reasons. It has a very extensive history, with taxonomy sometimes being declared the
“world’s oldest profession” [39,/97]. The sheer wealth of legacy literature available, makes it a
nigh on boundless task looking backwards, as well as forwards [168]. Even though initiatives
such as the Biodiversity Heritage Library [85] are digitising this data, there is an overwhelming
quantity of data (both in paper and originally digital format). For the data that is in the

original format of paper, automatic OCR, often fails to produce a suitable result for successful
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use with natural language processing (NLP) and machine learning (ML) annotation schema.
Even for that originally in digital format there is still no widespread use of an NLP and ML
framework such as the one in use in bioinformatics [205]. This means that despite all the work
being done with a focus on the legacy literature, efforts in biodiversity informatics are, for the
most part, an exercise in improving systems for current and future practice [174], because there
simply is not the capacity to properly digitise and process all the wealth of information out
there.

Biodiversity is also a particularly heterogeneous field. The very types of information collated
and the way this information is presented [149/216] are particularly heterogeneous. The physical
documents, their layout and the structure in which they are presented are all very diverse.
Biodiversity research, by its nature, is also very fragmented, with research being described as
existing in domain “siloes” [177,/178], each with their specific cosmovision, focus and emphasis
[119]. There is also a high degree of semantic heterogeneity in the domains that come under
the umbrella of biodiversity [41], which makes it difficult to navigate across data sets. For this
to be possible, integration is needed. In fact, Konig [119] stresses the importance of thoughtful,
not “naive” accumulation of data, in order to enhance possibilities of integration in current and
future work. However, there are hundreds of years of legacy data to deal with too.

The Global Biodiversity Informatics Facility, speaks to the importance of integration in
biodiversity research when it said, “the problem is not our lack of data but our lack of access
to it, in an integrated way” [77]. This is particularly relevant in research looking at ecological
systems, because it is necessary to span investigations across various domains in search of
different pieces of information [149]. Integration is at the heart of the work of ecologists and
biodiversity scientists, but as Kenall et al. [113] note, “Ecological and evolutionary data is
typically very difficult to standardise since it can be highly heterogeneous. The diversity of sub-
fields collecting data on very different scales of grain, extent, and time—from marine microbes
to whole terrestrial ecosystems—make these highly challenging disciplines to integrate.”

As described in the introduction, while humans can navigate the obstacles of different data
sets, which use inconsistent terminology, different granularity of meaning and different focuses,
analysing this information using computers poses a large problem. Nuances of meaning, dif-
ferent terminology or granularity of data must be standardised for automatic integration and
processing of data by machines to be possible, as described in previous sections of this chapter
and the introduction.

Biodiversity is also special because the backbone of its research could be said to be the
biological taxonomy, being the structure on which other information hangs [171]. Furthermore,
throughout this long history, the science of species and our understanding of them and the
taxonomy into which they are organised has evolved dramatically. The taxonomy, which at first

sight could be considered an ideal data form for such taxonomic or ontological data structure,
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suddenly seems much complex when you look beneath the surface. To better understand the
problem it first is important to explain the theory of the biological taxonomy and make the
distinction between that and the scientific nomenclature, the linguistic representation of said

taxonomy.

2.5.1 Biological taxonomy versus scientific nomenclature

The difference between the biological classification of species and their linguistic representation
is so important because it highlights the difficulty in pinning down a concept, defining it and
communicating it. It highlights the blurred lines between the physical world and language and
also highlights the ambiguities within both of these realms, despite our efforts to classify both.

As explained in the introduction, exactly what a species comprises is not clear, even to
experts. There are various different proposed definitions with divided opinion [141}/142]. The
biological classification of species (the biological taxonomy) is based upon the idea that all
species evolved from one original organism, in accordance with Darwin’s theory of evolution.
In theory, there is only one taxonomy, however, no one agrees on a single representation of this
taxonomy [68}/1241170,202]. This is in part because there are still so many gaps in the taxonomy,
leaving much uncertainty [94]. The evolutionary nature of species also means they can be hard
to pin down and define with 100% certainty over time. As a result there are multiple existing
biological theories of how species should be classified within the taxonomy at any one time. As
a result, the definitions of species, as well as the labels given to species, “evolve” over time with
expanding knowledge or trends in understanding [124}/202].

Taxonomists do not use the word species in their work because of the ambiguity mentioned
in previous sections of this thesis. When looking at the taxonomy question it is helpful to
understand the how taxonomists treat taxa. A is the name given to a group of organisms
classified within a taxonomy. The definition of a taxon is based on physical specimens, all of
which should be used to formulate the concept described in the circumscription of a taxon.
Taxonomists treat this description as a theory that is subject to change according to any new
evidence that may arise, when considering the naming of said specimen in accordance with
scientific labelling rules as to biological taxa.

These labels, otherwise known as taxon labels, or names, are the nomenclatural assignment
of a group of organisms (taxon). There has been a structured naming tradition since Lin-
naean times, which provides a framework for taxonomic research and has done so for over 250
years [65]. When talking about the scientific nomenclature we are talking about this naming
system, formalised through the nomenclature codes [102,/210]. These labels are the linguistic
representation of the taxonomic hierarchy and classification of species, through genera, families,

orders and kingdoms (and sometimes sub- levels of said rankings). They represent the decision
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made by the taxonomist as to where in the hierarchy of the biological taxonomy they think
that specific group of specimens fits.

The scientific name given, abiding by the rules of scientific nomenclature, only alludes to
the definition of the taxon. The term can be ambiguous for a number of reasons. Multiple
taxa can be associated with a specific name (Melpomene refers to a plant genus (grammitid
ferns) but also a name of a spider. Searching for melpomene may actually produce a result of
Heliconius melpomene (a butterfly, also called common postman). It is also possible, indeed
common, for there to be multiple circumscriptions, or definitions for the same taxon. This goes
back to the issue in the introduction of how items are always categorised according to certain
features. In taxonomy, these features are defined but even so there are disagreements in the
categorisation of specimens according to these features, which lead to different circumscriptions
and nomenclature linked to these.

The possibility of having multiple circumscriptions or taxonomic definitions of a species
with one scientific name was one of the arguments for designing the taxonomic concept scheme.
This is where the concept arises from a “classification of a group(s) of organisms by a person
(taxonomist) at a given time” [200]. There are various studies that have looked this idea of
stability or instability compared to their nomenclatural stability, which look at
the differing concepts behind the labels used, by comparing different taxon circumscriptions
to define their congruence or not. A study on German mosses revealed 55% concept stability
of taxa but only 17% nomenclature stability [122]. This investigation studied the relationship
between different names and a certain taxon by defining relationships between the circumscrip-
tions as congruent, included in, overlapping or excluding each other. This means that there are
multiple potential taxa linked to scientific names, or even one potential taxon linked to multiple
scientific names. This may cause problems when it comes to the integration of different data
sets if the conceptual and terminological divergence is not properly dealt with. Another piece of
research in the area of concept stability focused on the checklists of North American birds over
the last 127 years, mapping the lumping (joining multiple taxa as one) and splitting (splitting a
single taxon into two or more taxa) of taxa that has occurred to better understand the changes
and the continuation of the taxonomic process [211].

Despite this ambiguity, these “labels” serve as the framework from which we hang our
biodiversity knowledge. This compounds the issue, as it forms the hierarchy by which we
understand ecosystems, and as a result is the heart of many efforts in trying to model this data
adequately.

The examples in the preceding paragraphs hopefully help to demonstrate the complexity of
the issue. While this thesis is focusing on the usage of the scientific nomenclature, to understand
the complexities of its usage it is essential to understand the nature of what this nomenclature

is used to describe. Taxonomists use the nomenclature to provide a label for a taxon, which
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they treat as a hypothesis that is there to be tested and changed as appropriate [16]. This
clashes with the rest of the world who tend to use these names as if they were fixed entities.
The represents a valiant effort to deliver greater clarity in such an environment,
however, it is not always applied or used consistently as a result of differences in opinions among
taxonomists at any one time, and differences in levels of data sharing across the globe [36].

This demonstrates the complexity of the ambiguities surrounding scientific nomenclature
usage in context. The choices made by taxonomists when they produce checklists: decisions
to split or lump species (with the accompanying specimens and taxonomic circumscriptions),
the placing of one taxa in a particular genus or another, represent differing perspectives as
to how to present the same information [175[211]. These differing perspectives represent the
multiplicity of biological taxonomies. The names assigned in these documents are then used by
a whole panorama of different people, experts from a plethora or domains, and also laypeople
of all kinds. The names are applied ambiguously, without their “concept identifiers”, that
is the author plus date of the circumscription, using ambiguous synonyms, or even common
names |192]. For those attempting to standardise and integrate biological/biodiversity data, this
is a daunting, if not impossible task to do manually, let alone using computers. The importance
of being able to track all this information, and access its actual usage in the context of narrative
journals is highlighted by [175]. Despite this, as far as I am aware, there has been no attempt
to map scientific nomenclature usage empirically across legacy narrative data sets (e.g. journal
articles).

Having looked at the qualities of the data within the domain of biodiversity, the compli-
cations of standardisation and integration and the importance of correctly integrating said

information, we shall now look at efforts to try to achieve this.

2.5.2 Standardisation and integration efforts in biodiversity

Standardisation efforts in biodiversity first focused on developing standardised vocabularies
for the domain. These efforts are still ongoing and are very much a part of the biodiversity
informatics infrastructure. To try to develop a common language through which scientists
describe their work, there are a number of standards that have been developed. The Biodiversity
Information Standards TDWG (Taxonomic Databases Working Group) have developed the
Darwin Core (DwC) standard [218], which governs biodiversity-related issues, as an extension
of the Dublin Core standard [48]. Other standards include the Ecological Metalanguage, used
for recording information about ecological data sets and there is also the BioCase standard and
repository used primarily for biodiversity collections in museums, to give some examples. These
all include standard vocabularies of terms to be used, to encourage a common understanding

between different data sets.
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Biodiversity experiences the same problems of limitations identified with standards as other
domains, in that it lacks the “kind of semantics or knowledge modelling needed for robust logical
inference” [216]. Ontologies, as in other areas, are thought to be able to provide a more complex,
multi-dimensional infrastructure because of their capacity to go beyond a taxonomic hierarchy
structure to map multiple types of more complex relationships - interconnecting different types
of data according to the concepts that they represent [66,[216]. They are also considered to
be better at identifying the concepts beyond the word used to describe them [991|149L216]. As
mentioned in the previous section, the infrastructure that ontologies provide, which allows for
inference, is seen as a particular advantage because it opens the way for many possibilities
regarding the complex querying of data. Ecologists, who work across many different domains
to answer queries, as do many other biodiversity experts, currently have to perform many
different searches in different areas to access the data they require to perform analyses. Use of
overarching ontologies is hoped to streamline this process.

Despite this, biodiversity suffers the same issues with ontologies as other domains [110}216].
There are, in biodiversity as in other areas, many ongoing efforts to expand existing ontologies
and introduce infrastructures to expand the capacities of ontologies and make them cross-
operable. An important aspect of this, going back to what was mentioned as regards the
semantic web, is having overarching guidelines as to how to describe certain things, and general,
high-level ontologies that more domain-specific ontologies can then feed into. In the case of
biodiversity, the OBO Foundry guidelines are those that are commonly used to “break down
the barriers among data silos, enhancing the value of biodiversity data by allowing researchers
to query across data sets” [216], by being able to implement different ontologies side by side.

As regards the issue of fragmented data in ontologies, continuing efforts can be separated into
three broad categories: manual curation and expansion of existing ontologies, the compilation
of repositories comprising existing knowledge bases, ontologies and terminologies and finally
semi-automatic ontology population and biodiversity data annotation. These efforts will now
be described in further detail, analysing any achievements and the obstacles that persist in the
domain.

There are various efforts to expand existing ontologies in a mostly manual way, involving
groups of experts working in affected fields. These efforts also aim to align work within the
OBO Foundry guidelines and align multiple ontologies where necessary for the integration of
data to facilitate searches in the ways described necessary in previous sections, such as work
to expand and integrate the PCO and BCO [216}217], the ENVO [31,/32], and the Plant
Phenology Ontology [199]. These projects, and resources such as the Extensible Observations
Ontology (OBOE) [137] aim to overcome issues of potential logical conflicts between different
ontologies [149].

Another approach tries to harness a broad range of existing resources, and there are a num-
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ber of examples of hybrid integration systems, which support a variety of different structures.
The Global Biotic Interactions (GloBI) database [178] focuses on the aggregation of interactions
between species. As the researchers responsible for the platform state, “with a detailed under-
standing of these interactions, ecologists and biologists can make better informed predictions
about the ways different environmental factors will impact ecosystems. Despite the abundance
of research data on biotic and abiotic interactions, no comprehensive and easily accessible data
collection is available that spans taxonomic, geospatial, and temporal domains” [178]. The
initiative uses a combination of standard taxonomies, ontologies, vocabularies and structured
data repositories to integrate siloed information that is hard or impossible to cross-reference on
its own. Input consists of interaction data sets in the form of structured and semi-structured
data, which are integrated using ontologies and vocabularies in a semi-automatic way, to ingest
and standardise data sets to provide an overall picture of the information provided.

The AgroPortal [110] is another such example of such a hybrid system. It describes itself
as a repository for ontologies, standardised vocabularies and other resources relating to the
agronomy field. The resource contains features such as automatic annotation which can si-
multaneously consult all the available taxonomies and ontologies for key terms, and automatic
mapping features which try to map concepts from one ontology or resource to another to account
for overlap. The annotation feature uses natural language processing techniques and ontologies
to annotate data and then map said data onto concepts within free-flowing text [110]. This
initiative aims to facilitate experts working in the domain of agriculture to access and mine
information relating to this field in the smoothest way possible.

Finally, the ClearEarth project is looking to adapt the NLP and ML algorithms used cur-
rently in bioinformatics contexts and retrain for use on domains of geology, ice and snow and
biology, in an example of efforts to populate ontologies semi-automatically. To do this they have
worked intensively with expert annotators (both domain and linguistic specialists) to develop
annotation guidelines for each area to manually annotate training corpora. They proceeded
to retrain the aforementioned algorithms using data relevant to the above domains and held a
Hackathon in Summer 2017 to test and evaluate the success of the algorithms so far at extract-
ing data relating to “morphologic and behavioral traits, trophic relations, habitats”. A recent
conference proceeding publication describes the work they are doing in the area of ecology us-
ing the ClearEarth annotation tool (trained firstly by expert annotators as described above) to
extract terms and relations which are going to be used to feed into the Ecocore ontology [204].
A paper they published about the annotation success of their retrain algorithm boasts overall
precision of 85.56% and recall of 71.57% for the named entities selected [204]. The ClearEarth
project demonstrates what can be achieved with resources and time. But the battle is far from
over.

Considering the entirety of these efforts, it is possible to identify continuing obstacles in the
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domain. The overview of all these projects shows that, despite work towards the integration
and alignment of ontologies, the work on this is still patchy. Most ontologies are very specific
in focus, vary in granularity and, despite efforts to the contrary, continue to have massive gaps
in the content covered. This provides barriers to the large-scale integration of data [5,[32}216].

The process of developing ontologies requires collaboration between experts from various
different domains in the stages of their development [31]. In the case of biodiversity, it involves
scientific experts who provide information about the concepts and relations that need to be
defined, and the hierarchies within these. NLP and ML experts are then needed to use this
information to create algorithms, identify the relevant data in large corpora and extract these
concepts. Finally, ontology creation experts, who are capable of translating this into OWL or
another ontology language, are needed to create the structure of the ontology. For example,
the ClearEarth project made use of hackathons to first annotate training data using scientific
domain experts, followed by NLP and ML experts using this training data to annotate the
test corpora and then ontology experts in the definition of the ontology structure and creation
(project ongoing) [204]. As we can see, given the complexity of the process, it is an exceptionally
time-consuming task [216] and ontologies are very costly to develop [32]. Automatic ontology
creation does not seem to be seen as developed/accurate enough to be a major focus in this area.
ClearEarth are making headway but it still requires the initial effort of manually annotating
the training data sets.

All these projects highlight some of the difficulties firstly in the population of ontologies,
the definition of classes and organisation of the conceptual model, and then also on how these
ontologies map to data sources themselves. The complexity relating to the hand-crafted identi-
fication of concepts and the relationships between them arises repeatedly [32,/194,216]. While
this is particularly seen as a problem cross-domain [216], there are a number of instances even
intra-domain in which the definition of concepts it considered to cause substantial issues [194].
Even when human beings are discussing conceptual definitions, it is not always easy or possible
to come to a final agreement that works for every context. For example, the Population On-
tology Community (PCO) workshop described in Walls et al [217], working towards extending
the usage and capacities of the ontology, came across some conceptual hurdles. Specifically,
the term “ecological niche” was recognised as complex as “different ecologists have formulated
niches in different ways [12-14]. Some more focused on spatial ecological meaning, some in
community ecological frames, and yet others related directly to species physiological tolerances.
Previous work on the Environment Ontology (ENVO) had conceptualised the niche as an envi-
ronment that would allow a given species to maintain and expand its population” [217]. In the
end, the decision made during the workshop was not to have a single class relating to this one
apparent “concept” in a single domain, as really it seems that it can be defined as a term, which
has different concepts attached to it. The ENVO ontology project [31], for example, recognises
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the difficulty in certain terms such as “biome” and “habitat”. In this case, the team chose to
present the terms in a looser way, to allow for differences in how they are used across differ-
ent domains. These sorts of issues highlight the reality of needing to make explicit decisions
which affect the conceptual model of one ontology or another. In the case of ecological niche, a
detailed separation of concepts seems to have been followed, whereas in the case of biome the
curators seem to, at the moment, have tried to maintain the idea of one, multi-faceted concept
to facilitate integration across domains. This is very demonstrative of the issues faced in build-
ing ontologies, and also the caveats in mapping unstructured data using said data structures
(in being sure they are a suitable model). This is a clear demonstration of that described in the
introduction and earlier in the literature review. To try to get to the essence, or the inherent
truth of something does not really exist: it is dependent on the context, or the perspective from
which something must be presented.

The researchers on the ClearEarth project pay heed to conceptual difficulties in a paper [205]
which discusses the issues they faced in developing the annotation guidelines for their project.
During the process, there were many obstacles in deciding how to assign annotations, where to
delimit the annotations. In this case it would seem that differences in opinion of classification
of annotations was across expertise boundaries. However, the project worked with two domain
experts and two linguists only. These problems still highlight the inescapable choices in these
tasks. There is never one way of modelling information, which can cause problems for ontology
integration - or using as a model for loads of unstructured data without knowing the ontological
model chosen is suitable for the data.

When looking at difficulties perceived in some aspects of automated ontology production
one of the obstacles seems to be the limited nature of the knowledge bases used for the learning
of concepts and relations in the first place, in contrast with the variety of natural language
(linked to the fragmentation and incompleteness of ontologies). The question of the quality
of the training data sets, also arose. The researchers recognise that “The natural texts were
not written with the ontologies at-hand. Rather, dictionaries and thesauri, or popular usage
are the basis - particularly for some genres. It has to be allowed that many written texts will
deviate from the highly technical precise definitions in the ontologies, and those deviations
could degrade the NLP result.” [205]. Conversely, this is one of the arguments given by [11] for
the automatic creation of ontologies from natural language texts, describing it as the reverse
process of traditional ontology population.

As regards using ontologies to map to data (structured and unstructured), various projects
have also highlighted difficulties in doing this correctly. This is linked to the difficulties found in
word sense disambiguation (WSD) as discussed earlier in the chapter, considering the complex-
ities of natural language. The AgroPortal has an automatic mapping feature, which has some

limited functions |110]. Limitations occur as a result of concepts in different ontologies that
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appear analogous actually refer to slightly different concepts, or ontological classes with differ-
ent names may refer to the same concepts. When looking at AgroPortal’s annotation feature,
it was interesting to note that it would incorrectly annotate “order”, referring to a taxonomic
rank, when the semantic meaning of this instance was “in order to” as a set phrase. This shows
that the mapping does not or at least sometimes fails to take into account the context in which
the word is found.

The Environment Ontology project also came across similar issues, with their automatic
mapping feature, in which they identified “simple false positives, ambiguous class labels, and
text-mining routines which only account for the basic structure of the ontology” [32] as the
error categories. These issues can be traced back to lack of sufficient NLP processing in data,
and also refer back to the same sorts of issues that ClearEarth found in deciding on annotations
as for the adequacy of class labels, and how to present these.

The Plant Phenology Ontology project, which focuses on being able to integrate structured
data, also identifies that even after integration, a lot of the time data are not then ready for
each analysis, because of differences in the conceptual models of the data (data resolution,
methodology, etc.) [199)].

This leads to a more fundamental issue identified across the different projects. ClearEarth
even argues that ontologies are “not exactly what is required for the operation of processing
natural, people-authored texts” [205]. This links back to their argument about the deterioration
of the quality of the final result of the ontology classes, but also highlights the issue of then
mapping legacy data (particularly unstructured, but all types) to said ontologies. Ontologies
are made with their specific world view, they are defined and therefore unambiguous. However,
if the data being mapped does not fit with said conceptual model, it may have said worldview
erroneously imposed on it, or simply be left out. While understanding the need to avoid the
integration of data which is in fact incorrect, it can also be argued that being able to identify
the characteristics and conceptual model on which the data itself is guided is an essential tool
to be able to evaluate the validity of said data and to potentially uncover new and valuable
knowledge.

Having looked at some more general projects looking at the standardisation and integration
of information in the area of biodiversity, we shall now look at some of those initiatives with a

specific focus on biological taxonomy and scientific nomenclature.

2.5.3 Standardisation and integration efforts relating to nomenclature

and taxonomy

Having seen the efforts on a broader scale in the domains of biodiversity, issues relating to

scientific nomenclature (naming) and biological taxonomies (classification) will described sep-
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arately, considering how key this information is to how biologists, conservationists, ecologists
and other biodiversity experts communicate and interpret data. While the focus of this thesis
is on the usage of the scientific nomenclature, scientific nomenclature cannot be completely
separated from the taxonomy. They are two different things, but they are the labels used by
experts when communicating about species, or taxa. The complicated relationship between the
two is described in the section on biological taxonomy versus scientific nomenclature. At first
sight the biological taxonomy and the scientific nomenclature may at first sight appear to be
an ideal place to start as regards taxonomic or ontological data structures but the evolutionary
and multiple nature of the taxonomy mean that they are very challenging to tackle in this
way [66]. This can all be linked back to the discussion in the introduction about the decisions
on how to classify information according to purpose. Therefore this section will look at efforts
both to model scientific nomenclature and biological taxonomies.

The ambiguity of the nomenclature was mentioned in a previous section of this chapter.
For this reason, in the standardisation and integration of this information, a key concern is the
erroneous integration of data, particularly in the context of scientific nomenclature. Concerns
include the ambiguity of scientific names, making it impossible to unequivocally link them
sometimes to specific organisms due to the multiplicity of names being used to refer to a single
concept, or vice-versa [61,[109,/172]. To overcome this in the past, the idea of the taxonomic
concept was born [63,/664/109/168]. To clarify this in a computational way, unique identifiers
(LSIDs, UUIDs) are a common method by which to overcome the issues of multiple synonyms
and homonyms by linking them under one unique identifying number that represents a single
concept [172]. However, as with many initiatives, there are multiple identifier systems and this
can only be performed with new data, or legacy data with sufficient information to link to one
or other of these identifiers.

There are many integrated taxonomic resources in existence, such as the Catalogue of
Life [225], the Encylopedia of Life [170], the Plant List [203]. There are also a number of
efforts to provide taxonomic data in an ontological format. Ones that provide information
about nomenclature assignment include the Vertebrate Taxonomy Ontology [150] and the NCBI
(National Center for Biotechnology Information) organismal classification. These resources fo-
cus on nomenclatural relationships, not taxonomic ones. Franz [66] stresses the fact that this
is sufficient and all that is necessary for many specialists working with scientific nomencla-
ture, and even supports the creation of a comprehensive ontology which maps the evolution of
nomenclature.

Modelling the biological taxonomy and the scientific nomenclature together is a complicated
task. Many of the combined resources are what [175] calls a “backbone name-based taxonomy
[...] asingle, monolithic hierarchy in which any and all conflicts or ambiguities have been prag-

matically (socially, algorithmically) resolved, even if there is no clear consensus in the greater
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taxonomic domain”. While recognising the need to be dynamic they are actually singular in-
stead of multiple in their presentation of the taxonomy. Therefore they are effectively choosing,
only able to present an image of a specific moment in time, from a specific point of view. This
is a problem if this is to be used to map scientific nomenclature usage because it may impose
a structure that clashes with that which was intended. Changes to the imagined organisation
of the biological taxonomy, or different perspectives, can impact on scientific nomenclature us-
age. Despite this they are partially separate, and at times seemingly contradictory [66L/191].
There are various efforts to try to overcome these issues. It is argued that there are “two
fundamentally different models to create ontological representations of taxonomy; viz. strictly
nomenclatural and full-blown taxonomic representations” [66]. Given the number of different
purposes of the nomenclature and biological taxonomy, each of these are useful for different
communities for their varied purposes.

There are efforts that try to overcome this issue. Firstly there are efforts to create overarch-
ing infrastructures which integrate these other resources and help encompass larger and larger
scopes, some with multiple different taxonomic backbones, such as the Global Names Archi-
tecture [179], which is part of the Global Biodiversity Information Facility 70|, an aggregating
platform that concentrates primarily on primary source data, including species observations,
distributions and reconciliation of species names. However, currently, the research that is look-
ing to overcome this modelling issue tries to separate scientific nomenclature from taxonomy in
a variety of ways.

There are recent efforts that try to model the scientific nomenclature separately to the tax-
onomic process, and model the taxonomic process specifically instead of a moment in time,
to account for these issues. Schulz [191] intends to create an ontology of biological taxa that
is“neutral to the different and conflicting species conceptualizations. It departs from the prin-
ciple that biological taxa are something that regardless of its existence in nature or its (fiat)
attribution by biologists has a highly-ranked importance in biology and therefore requires to
be accounted for in biomedical ontologies” [191]. This is indeed true, but it fails to address the
issue of looking at unstructured literature to identify usage of specific terms and patterns of
usage to investigate whether there are differences, or inconsistencies in said usage.

TaxMeOn [209] is another such approach, in this case a meta-ontology that tries to separate
the taxonomic concept from the scientific nomenclature used to describe it. It also includes a
common names section on the understanding that these names are used even more ambiguously
and that this changes across different countries and geographies dramatically. OpenBioDiv-
O [192], is probably the most complete effort in the works so far. The OpenBioDiv project
presents a “dynamic representation of the scientific process of biological taxonomy and not of
any particular state of knowledge” [192]. It has produced an ontology that can be aligned with

other important domain ontologies. In contrast with other previously mentioned taxonomies,
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“multiple hierarchies of taxonomic concepts may exist [...] it is possible according to the on-
tology to have two sets of taxonomic concepts (even with the same taxonomic names) with a
different hierarchical arrangement” [192].

On top of the OpenBioDiv-O, a knowledge system has been created, that is called the
OBKMS (OpenBio Knowledge Management System) [175]. The system aims to overcome the
barriers of having siloed taxonomic information: that locked in taxonomic treatments, all the
changes and multiplicity of terms linked to said taxonomic treatments and all the information in
different types of scientific literature. It tries to collate all this information together to facilitate
searching and tracking of said data through time. The OBKMS in fact uses data from journal
articles to track usage of scientific nomenclature in context.

None of these initiatives provide a complete picture of the taxonomy or of scientific nomencla-
ture [102/210]. OpenBioDiv knowledge management system is the only initiative that explicitly
describes an aim of looking at how scientific nomenclature is actually used in context, and this
is through semi-structured data [175]. This is despite repeated and multiple recognition of the
ease of erroneously understanding scientific nomenclature in scientific literature because of the
issues explained up until now, also the recognition that nomenclature is used inconsistently
for these reasons. For this reason a way to evaluate usage and map the hierarchy of said us-
age in unstructured bodies of literature (scientific or otherwise), without imposing an external
hierarchy represents the gap identified here.

In this first part of the literature review we have seen how researchers and professionals in
the areas of biodiversity, informatics and archiving are trying to overcome issues of standard-
isation and integration in the domain of biodiversity, the successes and continuing obstacles.
We have also considered the specific case of biodiversity as regards the interplay between bio-
logical taxonomy and scientific nomenclature. The importance of conceptualisation is central
throughout throughout: how to pin down a specific concept and how this is linked to the lin-
guistic representation(s) of said concept. The issue of usage is also central: how stable is said
concept or, in this case, how stable is the usage of said linguistic representation. As we have
seen in the first part of the literature review, to my knowledge there has been no empirical

review of the biodiversity literature to profile nomenclature usage in context in a way in which

current [knowledge representation resource| can be evaluated, or in which different corpora can

be compared for their characterisation of the nomenclature, despite a recognition that this is
important for accurate access to the information locked inside the wealth of unstructured data
in existence.

The second part of the literature review will focus on the approach being taken in this
research project to tackle the gap identified: a method by which to profile the usage of scientific
nomenclature and common names in context to determine the stability of the concept it is used

to represent. The method aims to forge the way to evaluate the completeness and accuracy of
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existing ontologies and other knowledge representation resources, as well as make judgements
as to the stability of conceptual usage of terms across corpora or against existing knowledge
representation resources, to aid in the accurate and reliable integration of data. In this thesis
I applied a lexicographic approach to the problem. The area of lexicography is dedicated
to identifying the concepts behind word use in context, which is arguably ambiguous and
undefinable in the strictest sense [69]. The history of lexicography and linguistics and

related research to support the line of investigation taken will now be explored.

2.6 Corpus linguistics

Corpus linguistics is the basis for the approach currently taken in lexicography, and so the
theory and practices behind corpus linguistics will be set out here.

The techniques applied in corpus linguistics, that of language analysis using naturally-
occurring, such as books, newspapers or letters, can be traced back to biblical
and literary scholars as early as the 13'" Century [163]. Samuel Johnson, in fact, could be
considered the first corpus linguist due to the way he used index cards and real examples for
his dictionary [62]. Later, at the beginning of the 20" Century, corpus techniques were used in
lexicographic studies such as the Oxford English Dictionary, in which bodies of real-life texts
were gathered in to perform studies of language, as well as dialectal studies and
other such pursuits [58|.

The seeds for modern corpus linguistics were first sown around the 1950s, driven by a desire
to collect real, true data to analyse [127], but it was not until the 1980s and 1990s that corpus
linguistics really started to come into its own as it is conceived today. These days corpus
linguistics, more specifically corpus-based analysis, is understood to be a methodology which
allows for the empirical computational analysis of large, principled collections of texts [19]. Such
analysis is both quantitative and qualitative in nature. The aim behind corpus linguistics is to
examine the distribution of word usage over a large body of text, to find patterns in usage —
whether focusing on semantic, lexical, grammatical or syntactic features. The corpus must aim
to be representative of a specific language, or aspect of language, to get a faithful representation
of the language being studied.

Corpus-based analysis uses frequencies of words or phrases, along with concordances, to draw
conclusions about language use in context, being able to make judgements on what actually
appears in real texts. Gries [83] argues that the formal differences in patterns of language
usage, whatever the unit of language being analysed, can be attributed to functional differences.
Therefore, what Gries is saying is that corpus linguistics can be used to identify frequencies of

patterns of co-occurrence of specific linguistic features, and that these patterns or variations
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in the frequency of these patterns across difference data sets will tell us about variations in
language use. These frequencies, alongside comparative analyses of variations between data
sets are what can be used to draw conclusions about language use and change.

The idea is that one can use quantitative methods to draw assumptions about specific fea-
tures of language. The patterns revealed by frequency data in context can provide information
about the functional differences between languages used in different domains or any groups of
text which can be separated on the basis of any specific, measurable feature(s). Corpus analy-
sis has the benefit of allowing one to take a step back, looking at the quantitative data to see
patterns in usage over large data sets, but also allowing one to consider the data qualitatively
by delving into the texts themselves. This permits a better understanding of the qualitative
differences in the contexts in which words are used and the effect of this on the concepts they
represent. This supports the idea that context is everything — whether the lexical, grammatical
or syntactic - because changes at any of these levels can indicate changes in conceptual meaning.

Computational corpus linguistics varies from other, more traditional, forms of linguistic
analysis because of its emphasis on real-life examples and also the quantitative side to the
analysis. Corpus-based analysis is used to analyse large bodies of language data to identify
formal patterning, repeated events and other insights into word behaviour. It is an empirically-
based methodology, which makes use of both quantitative and qualitative analysis techniques.
It is typically used in the domain of lexicography to identify the actual use of words in context
but is also applied to discourse analysis, and as a translation and language-learning aid. It has
been essential to the evolution of lexicography, which has relied on the computational nature of
this approach to analyse large swathes of documents. The mix of qualitative and quantitative
techniques means that frequency and co-occurrence analysis can be used to identify potentially
interesting phenomena, which experts can then analyse fully through qualitative techniques.
This thesis focuses on a data set which is widely recognised to be heterogeneous and extensive.
The thesis aims to develop a method for extracting and conceptualising various
across dataset(s), to create a profile against which to compare existing knowledge
representation resources in the same subject. Corpus linguistics, because of this flexibility, and
because of the proximity to the raw data, make it a suitable approach for this task.

Most forms of linguistic analysis are wholly qualitative in nature. They do not support
generalisations of findings because they focus on specific examples and performing in-depth
analysis on these. An example of this could be during the time of the structuralists such
as Saussure (1857-1913) and Benjamin Lee Whorf (1897-1941), who were interested in how
the structure of language affects how we see the world, therefore these differences between
languages shape our perceptions. Much research at the time focused on travelling to different
parts of the world to study specific populations and interview people [213]. There are pros

and cons to any method, and corpus linguistics is sometimes accused of steering too much on
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the side of quantitative data, ignoring some of the in-depth analysis allowed by other linguistic
techniques. However, other linguistic techniques are more susceptible to bias, given the personal
and specific nature of the data accumulated and lack of transparency in the theories derived
from any analysis. It must be emphasised that corpus linguistics is not immune to bias. One
must be particularly careful when compiling corpora, as this can skew results.

Corpus analysis is used in a variety of fields, particularly that of language learning to
find patterns of use in learners of a language or as a teaching aid for learners of a language,

translation, terminology, lexicography. It can also be applied to different fields such as sociology.

2.6.1 Lexicographic approach

The lexicographic approach is the description of the methods applied in modern lexicography to
identify the different senses (concepts) words are used to express. The approach applies corpus
analysis to analyse word use in context, separating out the different meanings as required to
create definitions for words in dictionaries or to organise words into thesauri as a categorisation
tool. As described in the Routledge Handbook of Applied Linguistics, “lexicography is an area
of applied linguistics that focuses on the compilation of dictionaries (practical lexicography)
as well as on the description of the various types of relations found in the lexicon (theoretical
lexicography)” [62]. This thesis sets out research which aims to apply and extend the techniques
used in this approach to profiling the scientific nomenclature.

Lexicography has historically been based on the idea of defining the different senses words
are used to express. In the past dictionary making was “traditionally carried out by writing
examples on cards indexed by the word of interest, with the examples being found by long and
extensive reading, and relying on the instincts and intuition of readers” [117]. At that time, the
prevailing position was that words possessed “correct” senses that were somehow integral to
their existence. The first dictionaries were seen as something that would serve as “a prescriptive
and normative authority which would serve to establish a standard of correctness” [62]. This
perception of dictionaries and definitions follows the logical definition tradition of Aristotle, in
which “a ‘definition’ is a phrase signifying a thing’s essence” [10], representing an intensional
understanding of the subject.

Corpus linguistics was first applied to finding all the possible mentions of a specific term or
phrase. Lexicographers quickly adopted it as a way to analyse the use of language and words
based on real, naturally-occurring text, in a methodical and more complete way, rather than
relying solely on intuition as before.

Corpus-based analysis allowed lexicographers to go further and empirically analyse large
bodies of data, looking at the different senses expressed by the same words, in different contexts,

without missing examples or having one’s own personal biases on meaning colour the analysis (or
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at least mitigating this bias). As such, corpus linguistics revolutionised lexicography and people
started to realise that words were contextually founded, that their meaning varied depending
on context. “Corpus linguistics makes it possible to identify the meaning of words by looking
at their occurrences in natural contexts, rather than relying on intuitions about how a word is
used or on incomplete citations collections” [19)].

With advent of computers and the arrival of computational lexicography, different forms of
empirical analysis such as showed that both word use and meaning are highly
dependent on context, actually representing a very fluid idea of meanings words are used to
express, instead of the idea that a word has a correct and well-defined meaning.

Abraham Solomonick in 1996 declared that should “our rules for defining words and other
lexical units in dictionaries must be severed from the rules of logicians [...] because logical
definitions are aimed at defining things and phenomena in reality [...] and lexicographic
definitions — at defining units of a linguistic system, called language” [196]. This is referring to
the fact that actual things and the language used to describe them are actually very different.

As the Lexicography chapter in the Routledge Handbook of Applied Linguistics highlights,
when defining a dictionary entry, one must impose boundaries between word senses. However,
when looking at corpus data one sees that the senses actually overlap, there are no clear
boundaries just different uses that can be used to see patterns on a large scale [62]. This
is why the advent of computational linguistics marked such a shift in positioning as regards
definition, as for the first time these patterns (or lack thereof) could be observed over large
swathes of natural language text. This is very similar to the need to impose a boundary on
one species to the next for communicative purposes, or the need to define a concept from a
perspective in an ontology.

As a demonstration of this, lexicographers are often faced with decisions relating to lumping
or splitting senses. As Kilgarriff mentioned in his paper “‘I don’t believe in word senses’”, the
organisation of the information one is presented with depends on the context in which one is
working, and the purposes of one’s work. Much work on dictionary entries is to do with the
“splitting” or “lumping” of senses [62]. These choices are governed by many factors, such as the
length or size of the dictionary, the target audience, whether the dictionary is a general one, or a
specialist one. However, as argued by Halliday [87], there is no clear defining line between each
way of presenting this information, more of a continuum along which a decision must be made.
As we have seen in the previous sections, the concept of “splitting” and “lumping” senses has
its parallels in taxonomy as well. Going back to the North American bird checklist article [211],
there have been patterns of “splitting” or “lumping” of species concepts according to new data,
changing traditions within the field of taxonomy, which shows the fluidity of taxon concepts in
the same light as those of definitions.

There are also those who claim that word senses as such do not exist. Adam Kilgarriff, in
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1997, wrote a paper in which he claimed, “the corpus citations will be clustered into senses
according to the purposes of whoever or whatever does the clustering. In the absence of such
purposes, word senses do not exist” [115]. He defends that meaning is a construct of the context
in which it is placed and the person interpreting that context. In fact, “many lexicographers
today therefore reject the use of definitions (both the term and that which it stands for)” [69).

This shift from the idea of a logical definition, in which there is a true essence in the meaning
of a word, to the idea that the senses of words only exist within the context they are being
described, is exactly why the lexicographic approach is a suitable approach to look into the
use of terms and scientific nomenclature in the biodiversity literature. The biodiversity do-
main is faced with many of the issues that dictionary makers are faced with. In the area of
taxonomy, taxonomists try to define concepts based on specific specimens and their character-
istics, but then to be able to discuss this concept it is given a linguistic label, that of scientific
nomenclature, that is used within the literature to communicate. This is similar to the role of
dictionaries to create well-defined limits where there are none in the definitions of words, to be
able to categorise and give clear definitions to serve as a guideline for people to communicate,
whether in everyday life or as regards the area of biodiversity. Returning to the discussion in
the introduction of how we classify information according to features that are relevant in the
particular context in which they are being used also finds its parallels here. This is relevant
in the context of ontologies because if they are to be used to organise information, it must be
clear that the information being mapped follows the same conceptual model.

Given the obstacles identified in using formal ontologies for mapping the scientific nomen-
clature, this approach offers opportunities to validate and evaluate current knowledge represen-
tation systems because it allows for inconsistencies and contradictions in the source data and
includes these in the word characterisation so that 100% of the available evidence can be con-
sidered [62}f115]. The lexicographic approach will provide an empirical way to see how the terms
are presented in different data sets and move from there, instead of the other way around. To
the best of my knowledge there has been no empirical study of the use of scientific nomenclature

in the literature, nor an evaluation of this type of existing ontologies in this domain.

2.7 Word and relation characterisation

Throughout the literature review, a number of different approaches to different levels of ontology
creation have been presented and discussed. The methods employed range from manual curation
to the use of statistical, linguistic and logical techniques. Many employ a combination of these,
given the complexity of the task. Said ontologies also take various forms, from the most simple,

taxonomy ontology, to fully-fledged formal description logic ontologies. Word and relation



Chapter 2: Background 38

characterisation is essential in the development of ontologies, these being key units to their

structure.

This section will briefly outline the usage of [word embeddings| in word relation and char-

acterisation, before outlining the lexicographic approach to this and making the argument for

choosing to employ the latter in this thesis.

2.7.1 Word embeddings

In recent years, word embeddings| the distributional representation of words as vectors, have

been shown to be very successful at identifying word similarity and classification [152}/154}/176].
The vector representation is calculated according to multiple features relating to a word or
phrase according to its context. Word embeddings are calculated using statistical methods that
learn these features through the processing of huge quantities of data [224]. Relations between
words are seen by their proximity or distance from each other in the vector space. They have
also been shown to tend to form semantic groups in the vector space, showing patterns according
to relations such as city to country, or man to woman [126].

These qualities have made word embeddings hugely popular in some information extraction
tasks in recent years and even have been used in some ontology population tasks [101}/108}173|
224].

However, word embeddings experience some complications. Domain specific (DS) embed-
dings are a more complex issue for two reasons: the amount of data required to train on such
data sets is not available, and also embeddings trained on general data sets do not tend to give
particularly good results because domain-specific terms have different meanings to the ones
the word has in a general context. There has been a considerable amount of research in this
area [73,/160,/185,/224], which take different approaches to adapting word vectors to domain
specific terminology. However, these approaches require either very large data sets, or the use
of knowledge resources to support the creation of said word embeddings. The desire to compare
relatively small corpora of different types limits the possibility of using word embeddings in this
research.

Word embeddings are also not easily applied to words with multiple meanings, as they
usually produce only one vector which is an output relating to the weighted importance of
all possible meanings of a word [152,|176]. There has been work into producing vectors to
distinguish between different meanings of a word to account for polysemy and homonymy [223].
However this relies on WordNet as a resource to identify known different senses of words. This
would not be applicable in this case, as by imposing a semantic framework on the data, it would
undermine the empirical nature of the approach.

In relation to this thesis, all of the above approaches suppose a distancing from the text
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itself and focus on domain specific terminology, specialised language in which the meaning of
a word differs from its meaning in a general context, not on terminology the meaning of which
may vary within similar contexts. While word embeddings do work on empirical data, the
processes involved in creating word embeddings mean that it is impossible to go back to the
data to see why a certain embedding has been produced. This is because of the size of the data,
the number of features and the lack of transparency as to what these features are. In the case
of the scientific nomenclature, where usage is so internally ambiguous, this does not appear to

be an appropriate first step to profile usage across different corpora.

2.7.2 Lexicographic approach

The lexicographic approach employs the use of corpus query tools to perform the analyses
described in summary in the first part of this section. It is described in more detail in the
methodology chapter.

As mentioned earlier in the chapter, lexicographic analysis is used principally in the pro-
duction of dictionaries, being used to identify the different contexts in which words are used
to create definitions of the different senses each word can be used to represent. This can be
performed using analysis, using keyword searches to identify terminology particu-
larly for specialist domains, and also using both statistical and linguistic association measures
which identify specific collocations within different corpora. These are the measures used to
look at collocational patterns of words in context, to discern different groups of meaning which
are split or lumped according to the requirements of the dictionary. In looking at the creation
of a dictionary entry, however, there is one feature that stands out against others, which will
be described in the next section.

The lexicographic approach can be used to extract the hierarchy as it exists within the test
corpus itself, without imposing an outside interpretation. Aside from ascertaining word meaning
through context, corpus linguistics and lexicographic analysis can be used to identify taxonomic
and other relationships between words. Hearst [90] defined so-called Hearst Patterns, which
are common linguistic patterns which denote specific taxonomic and other relations between
words such as the head modifier principle [95]. These have been used in various areas to identify
taxonomic relations and create taxonomic structures of lexicons, as well as when corpus-based
analysis has been used either alone or in conjunction with other statistical techniques in (semi-
Jautomatic ontology learning to identify concepts and relations [4L[11}/27}73//194]. Corpus-based
analysis is also used in data-driven evaluation of ontologies, to check for coverage and accuracy
of the concepts and relations within a specific domain [11}|26}27].

The advantage and difference in the approach being taken in this research project is the

aim to look empirically at the data with all possible perceived occurrences of inconsistency or
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incoherence to serve as a validation tool for existing ontologies, because of the characteristics
of this approach. The next section will describe the corpus query tool applied throughout this

thesis and research surrounding the Word Sketch feature, a specific focus of the thesis.

Sketch Engine and Word Sketches

The Sketch Engine [116] was designed as a corpus query tool for use by lexicographers. It
is described in more detail in the methodology design section. A corpus is a collection of
natural language texts, which in today’s world are found in machine-readable form. As well
as traditional corpus analysis features such as and word lists, Sketch Engine has
a feature called Word Sketch [114], which produces a one-page statistical overview of a word’s
grammatical and relational behaviour in a large (collection of texts) in a simple and easy
to digest way. Word Sketches are traditionally used as a basis from which to draft a dictionary
entry, being used to evaluate the most salient uses of a word, along with typical collocations
and contexts in which said word is used, identifying the key concepts this word is used to
represent |116]. The Sketch Engine aims to access the senses (concepts) each word is used to
represent, show the multiplicity of this and also how different senses might be linked to specific
contexts or constructions. This is particularly apparent when looking at Word Sketches which
give a summary of frequency lists of word use in context — showing the patterns of word use in
context, to give us an idea of the concepts behind the word. The concepts can be identified by
the mix of different semantic contexts in which the word is used, and the different grammatical
roles it takes.

Word Sketches have also been used to tackle research questions, mainly in the contexts of
terminology and semantics. In the area of semantics and word characterisations, the research
project focused on adding semantic annotations to the study corpus [144]. There has been
research into extending the use of Word Sketches to categorise words according to semantic
features as well as syntactic and grammatical ones. McCarthy et al |[144] started to research this
possibility by semantically annotating the UKWaC corpus with the WordNet lexical database
supersenses |60]. This preliminary research into adding extra features to the Word Sketch
tool demonstrates the possibilities for further extending the feature for use within the linguistic
community by using this resource to semantically categorise the use of words by their contextual
attributes.

McCarthy [143] then went on in 2016 to look at the clusterability of word senses and how this
was related to how well-defined differences between the word meanings in specific contexts are.
This showed that in cases in which the different meanings a word is used to represent were well-
defined that the clusters were in turn stronger and better defined. This means, for example, that

a word which is used in very specific, distinct contexts to represent different meanings would
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cluster more strongly. The issue of “ecological niche” mentioned in the literature review is an
example of a potentially interesting issue to investigate, looking for the presence of patterns in
the specific contexts in which the concept changed, or to see if the conceptual basis was more
grounded in an author’s preference or a specific period of time. It is also on the basis of a
comparative approach that investigations into the conceptual stability and profiling of species
names will be studied.

If we consider other research to extend the Word Sketch feature, the other adaptable vari-
able focuses on extending the Sketch Grammars, the rules used to identify grammatical and
syntactic relations between words. This is the variable which can be used to identify semantic
meaning and relations between concepts. This research has been performed by the Ecolexicon
group, a research group at the University of Granada [128]. In contrast with the work done by
McCarthy et al. [144], the Ecolexicon research looks at how the relations between words can
inform us about semantic meaning, such as Hearst Patterns [90] can be used to do so. This is
something that seems particularly relevant looking at the area of biodiversity, considering the
hierarchy the tree of life is generally accepted to follow, and so represents a useful addition to
the research thinking about the aims of the project here. In the first of the Ecolexicon pieces
of research “preliminary results indicated that hyponymy subtypes were constrained by the
ontological nature of concepts, depending on whether they were entities or processes” [74]. The
idea of knowledge patterns [14] is central to their work. Knowledge patterns are short, domain-
independent phrases that are used in formulaic ways to describe conceptual relations between
words, based on Hearst Patterns and other syntactic patterns found in naturally occurring hu-
man language. They are clearly applicable to the present research, given the different relations
between concepts of species and other entity mentions and also the interactions between them.
This is one of the areas in which I believe I can overcome some of the issues the knowledge
organisation initiatives are having in the area of biodiversity informatics.

Word Sketches, in a sense, could be considered human-readable word embeddings. Instead
of the thousands or millions of features defined for word embeddings, the features in Word
Sketches comprise the co-occurrence data of words in specific grammatical /syntactic contexts
(please see the Methodology chapter for a more detailed description of the Word Sketch). This
allows lexicographers to breakdown the different senses of a word in a particular corpus.

This chapter has set out the current research in the areas of data and knowledge management
and representation. It has then proceeded to analyse the specifics of the biodiversity domain,
in which it highlighted the particular nature of the domain as heterogeneous and reliant on
integration for proper analysis as underlying reasons for the focus on this area. The specific
qualities of the scientific nomenclature, the ambiguities in its use as a result of the complexities
of biological taxonomy and classification and the use of this naming system as an index for

biological data identify a real need to develop a method by which unstructured legacy data can
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be profiled and evaluated for integration. While current efforts attempt to develop means in the
future to do this with semi-structured data, to the best of my knowledge, there are no efforts in
place to do this with the legacy literature, or to look at actual usage of the terms themselves. The
decision to apply a lexicography approach is linked to the need to be able to identify differences
across different data sets, which may be not be expected. Precisely because of the changing
and multiple positions on biological taxonomy, which impacts on scientific nomenclature usage
choices, the entirety of the relations within a data set should be identified and any inconsistencies
examined, instead of imposing one or other perspective or simply ignoring the data. The next

chapter will provide details of the methodology and research design of the overall project.
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Methodology and general

research design

The literature review outlined previous work in knowledge management and representation,
firstly from an overall perspective and then more specifically in the fields that biodiversity en-
compasses. [t outlined the role of ontologies in the field of biodiversity and obstacles relating to
their application. Finally it presented an argument for taking a lexicographic approach apply-
ing corpus linguistics in response to the issues highlighted. It also set out existing research into
extending a central part of the research design for this thesis. The methodology
chapter further explores the theoretical basis for the methodology, providing support for this
choice. It also provides a breakdown of the theoretical and practical choices that must be made
when pursuing research from this methodological standpoint, as well as an overview of different
techniques used in corpus-based analysis. The second half of this chapter sets out the tools
chosen on the basis of these considerations, and is followed by the methods applied throughout
the thesis.

The research carried out in the development of this thesis draws from the design science
field of thinking. Principally used in Information Systems research, design science applies an
iterative method through which IT artefacts can be innovated and improved by learning about
the environments within which they exist. Hevner [92|93] describes the process of design
science through “three closely related cycles of activities” [92]: the relevance cycle, the rigour
cycle and the central design cycle. Design science essentially wants to improve the reality for
people working in a certain area by introducing new and innovative processes or systems. The
relevance cycle represents the application domain, the reality in which the application exists.

In the case of my research this could be understood to be the study of biodiversity and the
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reality of many integration processes and initiatives that identify the problem of integration on
the basis of the scientific nomenclature. The rigour cycle represents the scientific foundations
and experience that informs the research project, which in this thesis is related to not only
the detail of the processes underway within the area of biodiversity and data integration, but
also the knowledge of corpus linguistics and lexicography applications, current practices and
applications. The relevance and the rigour cycles iteratively feed into the design cycle, which
subsequently feeds back into the previous cycles. The design takes place in the design cycle.
The design science approach to the research design was chosen because of the way it allows
for a data-driven approach and for input from the different aspects of the environment to be
included: the data itself, the domain field and the approach field, which in this case consists
of the biodiversity literature, the domain of biodiversity and biology, and the approach field
which is lexicography and corpus linguistics.

This approach has been chosen to study nomenclature usage within the biodiversity litera-
ture because of the ambiguities outlined in the multiplicity of the nomenclature [66l/68], coupled
with a lack of a method by which to empirically analyse its usage. As has been outlined in
the literature review, corpus linguistics and lexicography is used to look at word meaning in
context [19]. Computational corpus linguistics and lexicography has highlighted the relativity
of meaning in relation to its context and even questioned the premise of well-defined, clear
distinctions between different senses or meanings [115,(163|. Corpus linguistics, in its capac-
ity to search over large amounts of data to find patterns relating to semantic prosody or the
syntactic limits of certain phrases or word clusters [163] has revealed some surprising results.
The lexicographic approach, based on corpus linguistic methods, has been proposed because of
its capacity to map taxonomic structures within empirical data (narrative texts). A research
design structure has been employed because of the exploratory nature of the development, of, in
this case, a method. The iterative cycles that feed back into the process, from the exploration
of the data, development of the method, application of the method and then both technical and
expert evaluation to validate and identify areas for further work. These steps will be described
in Section[3.5] The next sections will look firstly at the technical aspects of corpus building and
then secondly at choices relating to the analysis techniques available when embarking upon a

research project in corpus linguistics or lexicography.

3.1 Lexicography and corpus linguistics method: creating

a corpus

This section outlines the different considerations necessary when creating a corpus for a study.

It is split into two parts: one, which focuses on the collection of data for analysis, and two, which
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focuses on how to process the data appropriately prior to the study for subsequent analysis.

Corpus linguistics itself was introduced in Section [2.6

3.1.1 Data collection and cleaning

A fundamental question when looking to embark upon a corpus linguistics project is how to
build the corpus. There is no “one size fits all” when building a corpus. Depending on the
intention behind a corpus, it will need to be larger or smaller. Dictionaries require a very large
corpus because they focus on semantic meaning, and also aim to identify all possible meanings
of a word. In contrast, corpora intended to study common grammatical phenomena or the
terminology of a specialist domain, can be smaller [184]. To be a corpus, the text collection
also has to be classed as “representative”. Representativeness is dependent not only on size,
but content. The aims of the analysis are essential in deciding these factors. If a study aims
to investigate language usage in a niche domain, a sample of documents from one journal over
a specific time frame may be suitable. If, in contrast, the aim is to compare American and
British English in the academic literature, it may be necessary to gather together all possible
documents from a variety of journals, to be able to compare usage between different publications
and locations [158]. It is important that corpus creation is conscious and explicit to be able
to balance the bias that is inherently present because in the end a corpus is (nearly) always a
sample of a domain.

Increasing digitisation and the internet has resulted in a rise in the number of very large,
web-scraped corpora. These aim to give insight into language usage unveiling patterns that
simply would not be visible on smaller corpora. Web-scraped corpora, because of their size and
collection method, follow slightly different rules. Their size is thought to outweigh some of the
bias issues that may cause problems for smaller corpora if not meticulously compiled. However,
large corpora also represent issues because of the variety of situations in which a phenomenon
might appear, which might affect the results [118]. The decision on whether to build a small
corpus or opt for a larger, web-scraped corpus depends very much on the defined aims of the
analysis.

Having clearly defining the required size and content of the corpus, copyright and permissions
issues must be addressed by properly researching and abiding by the rules in the reference
country or countries [158]. What format the corpus in and what metadata to store in the files
for reference during the research study are also important concerns that affect how you will be
able to leverage the information within the corpus during the study itself.

It may be possible to collect texts which are already clean text files, but often they come in
other formats (PDF, HTML). In the case of the former, documents that have been processed

with OCR (optical character recognition) are usually messy and therefore should be cleaned to
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ensure accuracy of the OCR job, particularly on smaller corpora. Also, when producing web-
scraped corpora the HTML should be removed to prevent the skewing of results. Repeated tags
would skew the results, overly emphasising their importance within the dataset. There are now
various tools that can help with this job, such as jusText. When creating a large corpus then
it is also important to remove possible duplicate texts and anything else that may create bias
in the corpus [112].

In short, when building a corpus you must ensure that you abide by the law, that the formats
you use allow you to carry out your study effectively and that the choices as to the contents and
extension of the corpus are defined and explained to ensure the data to be studied is collected
in a scientific way. This will also allow for the identification of any potential biases or to help

explain any phenomena throughout the study that may result from the choice of texts.

3.1.2 Corpus pre-processing

Corpus pre-processing involves different steps in which the corpus is annotated to provide
information about its contents, which involves different types of processing, explained in the

following sections.

Grammatical and syntactic |natura1 language processing| (1NLP[)

Before analysing the corpus in any way, some level of pre-processing must be applied. Lexi-
cography typically requires basic-level to be applied. This involves tokenisation (which
splits the corpus into single units of words and punctuation), lemmatisation (which identifies
and tags each word with a standard form of the word), sentence splitting and part-of-speech
(POS) tagging (which tags each word with its POS in that specific context).

Semantic entity identification: |named entity recognition| (INERI)

Some, but not all, corpus linguistic projects will require some form of semantic entity recogni-
tion. This project will also employ other levels of NLP and pre-processing to extend the use
of Word Sketches. [Named entity recognition| (NER)) is one of them, and is a technique used
in to identify proper nouns, such as people, organisations and place names, to support

computational analysis of language. It is used in information extraction and data mining to
identify entities of interest [79},207] and also in tagging large corpora based on existing ontolo-
gies for search purposes [167]. Some automatic ontology creation projects also employ NER to
identify concepts of interest [193]. There are a number of different approaches taken in
each of which tries to tackle different aspects of the problem. They are explored further in

Section B.4.2
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3.2 Lexicography and corpus linguistics method: analysis

techniques

3.2.1 Keyword identification

A common corpus analysis technique is keyword identification. Keywords are which
appear significantly more frequently in a test corpus in comparison with a reference corpus [56].
This is a common technique in terminology identification in which the normalised frequencies of
words of a specialist corpus will be compared with those of a general corpus such as the British
National Corpus [22]. This is a very useful technique for identifying terminology specifically

related to a specific domain.

3.2.2 Frequency and dispersion

Much of corpus linguistics analysis is based around frequencies, so it is important to know
which ones to use and when. There are various different levels of straight frequencies: raw
frequencies, normalised frequencies and the comparative ranking of words according to these
frequencies. The most frequent words in a corpus can give you a broad idea about subject
matter and patterns of word usage, and ranking across two corpora can tell you about the
differences and similarities in word usage and content when comparing corpora. If the test
corpora are two specialised corpora in different domains it can provide information about how
terminology differs between these corpora [30L[163].

To be able to accurately compare multiple corpora, normalised frequencies should be used
[30L{163]. Corpora usually differ in size, for which reason, corpora can only be compared accu-
rately through relative frequencies. Frequencies are often normalised to hits per million, or per
thousand words.

Straight frequencies cannot, however, tell you about the distribution of words across a cor-
pus. To understand whether a specific term is characteristic of a whole corpus or concentrated
in one area, it is necessary to calculate the distribution, or dispersion of a word [82]. Dispersion
can be calculated in a number of ways. Ranges is described as a simple, but fairly “crude” [30]
dispersion measure, as it does not account for the number of times a word appears in different
sections of the corpus. Calculations that offer greater levels of detail include the coefficient of
variation (which has a focus on variation of distribution) or Juilland’s D (which has a focus on
evenness of distribution) [30]. Gries [82] has also proposed the Deviation of Proportions (DP)
formula to overcome some of the issues identified in the two former formulae for not taking good
account of the corpus part size variation. DP considers the expected distribution of a word or

phrase in comparison with the observed distribution per corpus part and then calculates over
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the whole.

In deciding which of these calculations to use, it is important to bear in mind the purpose
of the dispersion calculation. These calculations are often used to analyse the homogeneity of a
corpus, or to make judgements as to the level of specialisation of terms. Different calculations
will be more appropriate in different contexts. It is also important to consider what information

is available in relation to the separate parts of the corpus.

3.2.3 Collocations and association measures

Much analysis within corpus linguistics focuses on collocations. Collocations are “combinations
of words that habitually co-occur in texts and corpora” [30]. They can be based on frequency
or also association measures. Association measures (otherwise known as collocation measures)
are statistical measures that calculate the strength of the relation between words based on
different features of said co-occurrence. Common association measures include Mutual Infor-
mation Score, Dice, LogDice, and loglikelihood. However, scores such as Mutual Information
and loglikelihood are often criticised for over-emphasising infrequent hits [30,{117], which can
distort the results. Statistics such as MI2 (an adaptation of MI), Dice and logDice rectify this
by shifting the focus to the exclusivity of the collocation, instead of rarity per se |30]. Statis-
tical collocation measures on their own are limited because they tend towards a
(BOW) approach, which does not take into account the importance of the surrounding syntax.
As described in their paper, Bridging Collocation and Syntactic Analysis [214], “syntax-based
approaches to collocation extraction focuses on the accurate selection of the candidate dataset
in the first place [...] optimising the haystack and transforming it into a much smaller pile”
(p-25). This is a very important consideration when choosing association measures, besides the

semantic information that can be involved in syntactic patterns.

Word Sketches

The Sketch Engine corpus query tool (described in the tool section has a special collo-
cation feature called Word Sketch [117]. Word Sketches are a central focus of this research.
They produce a one-page statistical overview of a word’s grammatical and relational behaviour
in a corpus by combining frequency and logDice statistics of collocations between word pairs,
grouped by grammatical relation.

This feature is typically used by lexicographers as a basis from which to draft a dictionary
entry, being used to evaluate the most salient uses of a word, such as typical collocations
and contexts in which the word is used. It can be used to identify the key concepts a word
is used to represent in specific contexts. This feature is particularly useful because of the

combination between collocation association measures and syntax, the importance of which we
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have just explored, and the frequencies in which these collocations appear. The Word Sketches
are produced by using Sketch Grammars. Both Word Sketches and Sketch Grammars will be

further explored in Section [3.4.1] on tool selection.

3.3 Lexicography and corpus linguistics method: evalua-
tion

There is a dual aspect to the evaluation in this thesis, firstly to validate the method and then
to gain expert support for the relevance of the approach to real-life problems. In the case of
this thesis, the evaluation forms part of the design science model, the relevance cycle. This
applies both to the technical validation and evaluation, as in the feedback relates directly to
the relevance of the method design and if it achieves what it sets out to do, and secondly
the external, expert evaluation is used to evaluate the relevance and possible applicability in

relation to the outside world, in this case the biodiversity domain.

3.3.1 Validation and technical evaluation methods

Precision and recall is a typical method for evaluating results in the computer sciences, for

example the areas of information extraction and natural language processing| [13},[159]. This

approach focuses on the accuracy of the results provided by a computer analysis of some kind,
taking into account the accuracy (% of right answers, precision) and the sensitivity (% of correct
answers captured, recall). However, there are various instances in which this is not a suitable
method or in which the method should be adapted to one’s specific needs. A. Kilgarriff, Kovér,
and Krek |114] used a variation of the precision and recall technique in their evaluation of
Word Sketches, to make a comparison between the output of their Word Sketches and the
actual dictionary entries from the Oxford English Dictionary (OED). The OED had used the
Sketch Engine corpus query tool to mine for concordances of words in the edition of interest,
but had not employed the use of Word Sketches. For the evaluation, the researchers applied
precision in the typical way, automatically evaluating the senses that the Word Sketch had
correctly identified. However, they used an expert to manually evaluate recall. Automated
recall was not suitable because correct answers that were not provided in the Word Sketch
version of the dictionary entry had to be considered.

Evaluation techniques used in automatic and semi-automatic ontology creation and other

NLP tasks are also relevant here. These can be split into four main types, according to [11]:
e |Gold standardlibased evaluation

e Application-based evaluation
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e Data-driven evaluation
e Human evaluation

A gold standard-based evaluation consists of comparing the creation (in this case an ontology)
with an existing “gold standard”. The created ontology could be tested against said gold stan-
dard for precision and recall (as described in the previous paragraph) of classes and instances,
for example [148]. In this context, recall is sometimes called coverage [111[194]. Coverage focuses
on whether there are concepts not covered in the corpora in the ontology and vice versa. The
evaluation could also include concept alignment between the two ontologies. While applying
some of the aspects of this approach could be useful in this research project to assess the pre-
liminary results, there is no gold standard ontology for the data under scrutiny. There is no
one accepted biological taxonomy. Checklists and other forms of knowledge representation are
constantly evolving, as referenced in the literature review [175,211]. One of the objectives of
the PhD was to produce a semi-automatic evaluation method to compare the relations identi-
fied for precision, recall (quantitative measures) and differences (quantitative and qualitative
measures) between the different expressions of knowledge. The method chosen to do this would
have to be explained within the domain context.

Application-based evaluation, or task-based evaluation is evaluation of the appropriateness
of a product to fulfil a specific task. For example, in the case of this research, while not an
ontology, the results of the research could be given to a specialist in freshwater fish to evaluate
the use of this tool to identify species mentions and the links they have between each other for
search purposes.

Data-driven evaluation of ontologies is the most similar to the basic premise of the research
study at hand. This is a process in which domain-specific knowledge resources are used to
assess coverage of an ontology in a specific domain. In this case the research is focusing on the
field of biodiversity and wants to measure the coverage of ontologies relating to the scientific
nomenclature in comparison with what can be found in domain-specific corpora and if there
are any underlying differences.

Finally human evaluation of ontologies is where there are criteria defined to evaluate different
aspects of an ontology, such as richness, accuracy etc. and be evaluated by humans. This is
time-consuming and costly and is not commonly used these days [11].

In this PhD thesis, there are two sides to the technical evaluation. Firstly is the validation
and subsequent evaluation of the method developed as part of this research project, secondly is
the evaluation of existing ontologies on the basis of the method developed within the research
project. None of the above techniques can be used without adaptation as the aim of the research
is not to create an ontology, per se, rather produce a representation of the data within the test

corpus, whether it complies with the logical constraints of ontologies or not. By creating such
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a representation, the intention is to provide an evaluation of existing ontologies, using a mixed

evaluation technique that will be described in Section [3.5.3

3.3.2 Expert evaluation

Research does not exist in isolation and it is always important to engage with domain experts
in the area of biodiversity and potential beneficiaries of the research. Expert evaluation is
used to receive feedback as to the validity of my analysis and the applicability of any method
developed. The evaluation can take various forms, such as interviews or focus groups. It is
important to give stakeholders a voice in these spaces, and some autonomy in directing the
conversation. Without this, the approach taken by the researcher cannot be questioned or
cross-analysed properly. The focus group approach allows for the researcher to observe and
analyse contrasting and sometimes changing opinions expressed by people as they interact and
discuss the topics from their perspectives [25], while ensuring the researcher can still guide
the questions through the items of interest to be able to get feedback on specific aspects of
the research that are relevant. Therefore semi-structured interviews or focus groups would be
suitable options. Researchers are considered to be central in the process of interviews, which
tend to be one-to-one, whereas focus groups can be used where the aim is to gain insight through
the fruits of the discussion generated with a group of people together [25]. In interviews, which
tend to be one-to-one, the researcher takes the role of “investigator”. This may be more
suitable in cases where specific information is required from one expert. In contrast, in a focus
group discussion, the researcher takes more of a facilitation role. The participants have greater
freedom in the direction the discussion takes, because they are the central participants in the
discussion [164]. This is be more useful in situations where a variety of opinions may help to
produce new ideas and thoughts. The size of focus groups can vary, one study found varying
degrees of participants from 3-21 [164]. Smaller groups are appropriate when input to truly
understanding a matter, or if the participants are considered experts in that field for feedback
as such [123]. Focus groups do not provide information that can be generalised to the wider
population, but can help to better understand a problem [123]. In the latter case, and where
more in-depth information from specifically selected experts is required, sometimes what are
called mini-focus groups are appropriate, which can comprise from 2-4 people [164]. If the
people have been chosen for specific perspectives, having smaller, more directed focus groups
can enhance the amount of input provided by each participant, therefore providing a richer
basis of analysis from that specific viewpoint.

Focus groups and semi-structured interviews are principally qualitative in their analysis, as
the questions should aim to be open-ended and stimulate discussion [34]. Interviews will need to

be recorded in some way and subsequently transcribed and if any specific quantitative results
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are required to identify more specific patterns this should be obtained by an accompanying
questionnaire or a template for the focus group. The analysis often takes some form of thematic
analysis [91], either manual or through the use of a qualitative analysis programme such as
NVivo [181]. The analysis can take the form of deductive or inductive reasoning, depending on
whether the researcher wants to be led by the themes identified by themselves or whether what
comes out of participant data should lead the analysis [24,/91]. Deductive reasoning means the
researcher will stay aligned with the themes identified prior to the group but also means that
it may exclude themes perceived as important by the participants, which would benefit from a
more inductive approach. Often the analysis can be guided in part by both, which allows the
researcher to both keep hold of themes deemed important and also allow new ideas to emerge
from the participants. However the analysis is performed, it should follow the steps set out by
Braun and Clarke [24] to ensure the flexibility of the approach is respected, while also ensuring
that there is enough structure to make it a reliable approach. This is also to ensure that analysis

actually takes place [24].

3.4 Methods: tool selection and description

This section outlines the selection process of different tools used throughout the course of the
PhD. Where necessary, information is also provided about the features that are essential parts

of the research design to give the reader a background in their characteristics and usage.

3.4.1 Corpus query tool: Sketch Engine

The Sketch Engine [116] was chosen as the corpus query tool for the project for a number of
reasons. Sketch Engine performs the grammatical pre-processing as part of the corpus compila-
tion process, whereas with other tools such as AntConc [9] the processing has to be performed
separately, and is the most basic of corpus query tools presented here. #LancsBox [28] is
another example of a corpus query tool, with more of a focus on statistical analysis and com-
paring different statistical measures. #LancsBox also has a feature which produces collocation
graphs. However, this feature works only on specific words plus collocations or restricting for a
specific part of speech. Sketch Engine was also the only corpus query tool identified with the
Word Sketch function and the capability to add extra annotation to control relation extraction.
This feature is a focal point of the research because of the way in which it combines different
collocation association measures and word collocations.

The following sections explain different aspects of Sketch Engine and how they can be

manipulated for use.
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Text processing in Sketch Engine

The natural language processing (NLP) required for Word Sketches is tokenisation, lemmati-
sation, sentence splitting, POS tagging and lempos tagging. Lempos, which the lemma plus a
hyphen plus a letter indicating its part of speech. Word Sketches use the lempos part of the
file.

To compile a corpus in Sketch Engine, first upload the text files, at which point Sketch
Engine automatically performs the above processing, ready for its subsequent analysis. Where
necessary, as in the case of this research, the pre-processed corpus is available for download
in a vertical file format for extra tagging to be added before analysis. This is a word per line
(WPL) file with vertical, tab-separated columns for lemma, POS and lempos (see Figure [3.I)).

each DT each-x

genstically RE genstically-a
distinct JJ distinct—j
populations NNS population-n
by IN  by-i

considering VVE consider-v
juvenile JJ  juvenile-—j
individual's NNZ individual-n
immigrant NN  immigrant-n
ancestry NN  ancestry-n

over IN over-i

the DT the-x
last JJ last—j

few JJ  few-j
generations NNS generation-n
<q/>

SENT .-x

</s>

<s>

Juveniles NNS Jjuvenile-n
‘ ‘ [

Figure 3.1: Example of WPL file

‘Word Sketches

Word Sketches have briefly been introduced in Chapter [2| as well as earlier in this chapter
(Section . Word Sketches form a central part of the research design and focus because of
their unique combination of using collocation association measures combined with syntactical
patterns and the frequency of these co-occurrences to produce summaries of word behaviour in
context.

Word Sketches provide two numerical parameters in the measurement of a collocation be-
tween two words: frequency of hits and salience score. Frequency of hits refers to the number
of times the relation between two words occurs in the corpus. The salience is the strength of
the relationship between the two words in the context of the Word Sketch. As described in
the Section there are a number of statistical association measures that can be used to
calculate the strength of a relation (collocation) between two words. Sketch Engine’s Word

Sketches used to be based on MI log frequency [186] and is now calculated with a version of
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the LogDice score [131], which is constructed on the basis of the Dice coefficient (one of the

association measures mentioned in the methodology):

_ 2fwy
~ frtfy

where fxy represents the number of times two words (z and y) appear together, fx represents
the number of times that word z appears, and fy represents the number of times that word y

appears. The LogDice score definition is [186]:
LogDice = 14 + logs D

The plus 14 adaptation intended to increase the number size so the scores would be easier
to handle [186]. The theoretical maximum and minimum are 14 and 0, respectively.

The equation works on the frequency of co-occurrence of the two words in question, divided
by the sum of the frequency of each of them separately. The size of the corpus does not affect the
outcome of the collocation score and so therefore can be used to compare collocation strength
across various corpora |186]. It is claimed to be better that the MI (mutual information) score
because it does not favour infrequent occurrences to the same degree. The fact that it can
also be used to compare multiple corpora, means that in this research project it could also be
used to look at consistency across different corpora of the strength of concordances or relations
between different mentions.

However, as stressed in the methodology, statistical measures alone are not efficient at
identifying collocations, as they only take into account statistical measures. Syntax is also an
important variable when talking about collocation [214], and Word Sketches include this aspect
through the Sketch Grammars (see the next section). In the case of this research, the focus is
on specific collocations, which also follow specific syntactic patterns as a way of describing the
semantic relationship between the two words.

Figure [3:2] shows a snippet of a typical Word Sketch, which is produced for manual evalua-
tion by lexicographers when writing dictionary entries. The underlined numbers represent the
frequency of hits, and the other column of numbers represent the salience of the relation, which

will be explained in more detail later.

Sketch Grammars

To produce Word Sketches, Sketch Engine applies a rules-based method to identify grammatical
and syntactic relations between words. Sketch Grammars are the name given to the file which
defines these rules, and were developed as an alternative to full parsing. The rules are written in

Corpus Query Language, which is a regular expression-type language used to perform complex
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l (noun)
salmon jeff_large_newbreakdown freq = 6,709 (1,335.59 per million)

modifiers of "salmon™ “salmon” and/or ...
0.82 6.86

specie 5 10.81 || trout + 234 12.97
species , Atlantic salmon Atlantic salmon and brown trout

salmon 2 10.27 (| salar B85 12.28
salmon Medium salmon Atlantic salmon , Salmo salar

trout 14 9.58 || Salmo 51 11.66
trout , salmon Atlantic salmon , Salmo salar L

fish 3 5.97 [ [ nerka 14 %91
fish juvenile salmon salmon , Oncorhynchus nerka . Canadian

Journal
nouns modified by "salmon” salmon 18 9.86
8.29 salmon , coho salmon

parr + 22 13.02 || Wisuteh 12 9.70
Atlantic salmon parr coho salmon , Oncorhynchus kisutch

salar + 135 11.71 || parr n 9.52
Atlantic salmon , Salmo salar small salmon and trout parr

Salmo 52 11.43 || specie 1 9.34
Atlantic salmon , Salmo salar L salmon and other species

trout 26 10.32 || tshawytscha 8 9.29

Figure 3.2: Partial image of typical Word Sketch, which shows the different grammatical rela-
tions the keyword (salmon) has with other words in the corpus

queries on corpora [129]. Sketch Grammars identify rules which will extract word co-occurrence
in particular grammatical relations, such as subject-verb, modifier plus modified noun, adjec-
tive plus noun. There are stock Sketch Grammars for many languages available on the web
platform. Personalised Sketch Grammars can be created as required. An example given in the
literature review would be of the Ecolexicon project [128], which employed Hearst Patterns [90]
and other similar patterns to identify different types of semantic relations between words (see
Section. The Sketch Grammar used in this research is based on the Ecolexicon grammar.
Examples of both stock and adapted Sketch Grammars can be found in Appendix

Corpus Configuration Files

The Corpus Configuration file is what defines the qualities of the corpus, such as how many
columns the vertical file will have and what the attributes of those columns will be. The stock
corpus template, for example, accepts a vertical file with three columns: the word, the POS
tag, and the lempos. The Word Sketch attribute (the attribute used as the condition for Sketch
Grammar rules) is also defined in the configuration file. The Word Sketch itself will always
return the lemma as the output (which is found in the lemma part of the lempos column).
However, it is possible, for example, to add an extra column for personalised annotations to
impose semantic or other restrictions on Word Sketch output. See Appendix B]for configuration

file examples, together with Sketch Grammars that illustrate that point.
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3.4.2 NER tools options and selection

In choosing the NER tools, it was important to consider the different approaches available and

the advantages and disadvantages of any approach.

Machine learning approaches Machine-learning methods use advanced statistical analysis
techniques to automatically learn patterns from large collections of “training” data, to then
detect new instances of those patterns in previously unseen data. They have the advantage of
being quick and not requiring experts to study a dataset to develop specific rules. They can
identify patterns that may be missed by a human and can discover new information which is not
possible through dictionary approaches as a dictionary has just a fixed amount of information
which is fed to the machine by the researcher. As with other methods, the results only match
the quality of the data used, different types of data may be better or less suited to this approach,

depending on how susceptible it is to algorithm analysis.

Dictionary-based approaches Dictionary-based approaches are knowledge-based and there-
fore accurate, as they rely on curated information provided researchers or domain-experts
working on the project in question. Unfortunately, dictionaries are time-consuming to keep
up-to-date and are limited to recognising entities that are included in the dictionary by doing
pattern-matching. This means that any relevant entities within the corpus not included in the
dictionary will not be recognised. The same occurs with spelling variations or differences -
only those which exactly match the dictionary entries will be annotated. Dictionary look-up
can be particularly good for entities that do not, for example, follow specific patterns or rules

regarding their form, such as common names.

Rule-based approaches Rule-based approaches rely on human knowledge of patterns which
are then used to apply algorithms according to these rules. They are also considered linguis-
tic approaches because they are often based on linguistic patterns. The advantages to these
approaches are that they can discover unknown information about the dataset (in contrast
with dictionary-based approaches, so for example, names which follow particular patterns can
be identified without knowing that that particular name appears beforehand). They do not
require a training corpus and should be accurate as experts are involved in the development
of the rules used to identify the entities of interest. However, rule-based approaches may acci-
dentally exclude information through omission of relevant rules. They are also time-consuming
to develop. In the field, this approach seems to generally be used in conjunction with other

approaches.
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Tool selection: Global Names Recognition and Discovery (GNRD) A number of
tools were identified when searching for an appropriate tool to use in the research. NetiNeti [3]
was identified as a tool that applies probabilistic machine learning methods to identify various
ranks of scientific names, with a focus on recognising misspelled names, or those with OCR
errors or other variations. In the area of biodiversity this capacity is important because the
scientific nomenclature is commonly misspelled, and much of the legacy data has to be OCR’d
to be digitised. However, unfortunately when trying to access this tool the link was broken,
another of the issues with tools becoming inaccessible over time.

The Organisms and Species [166] tools is a dictionary look-up tool, which identifies tax-
onomic names and synonyms, binomials following Linnaean naming conventions, acronyms,
common names, abbreviations. They also handle misspellings and other naming variations.
However, I also discarded this tool because of the reliance solely on that included in the dictio-
nary.

There are a number of tools that take a hybrid approach. TaxonGrab [120], is a tool based
on using regular expressions, which flag up strings of two to three words that do not appear in
the lexicon. The lexicon is a general language lexicon, excluding any scientific names as found
in the Integrated Taxonomic Information System (ITIS) database [103]. Nomenclature rules
according to Linnaeus are then applied. The advantage to this approach is that it can find
names that do not appear in an existing database (or dictionary) but it will not identify any
vernacular names in the texts. TaxonGrab has some multilingual functions but at the time of
publishing the paper the functionality was limited due to using a limited dictionary look-up for
languages other than English.

The Find All Taxon Names [187] tool also adopts a hybrid approach, using a mix of “struc-
tural rules, dynamic lexica with fuzzy lookups, and word-level language recognition” [187].
This tool gained the highest precision and recall of all the tools identified in |187] (over 99%
for each), but in subsequent research on a different dataset (from a different domain to the
original test data) both precision and recall suffered dramatically [3]. Reduced performance
seemed to arise from misrecognising species’ names with authorship and failing to recognise
genus names, despite recognising the species’ name, which discouraged me from using this tool
in the research.

I finally decided to use Global Names Recognition and Discovery (GNRD) [179], a hybrid
tool which combines TaxonGrab and NetiNeti. The tool only extracts scientific names but can
be used on literature written in languages other than English. I chose it because of the access
to the tool through an online web platform and an API through which you can upload text
or PDF documents, which meant ease of access, as well as output as HTML or JSON list of
all scientific names identified in said document, which meant that the information could easily

be transformed for use within the investigation. While the tool only extracts scientific names,
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it can be used on literature written in languages other than English, which was thought to be
useful should any non-English documents end up in test corpora. The tool was also mentioned
frequently in the literature review and was the one chosen in at least one of the biodiversity

informatics projects reviewed [208].

3.4.3 Network analysis and visualisation tools

This research looks at how Word Sketches can be adapted and then processed to access data
relating to nomenclature usage in the biodiversity literature, transforming the data from a
format in which it is manually evaluated to one which can partially automate the extraction of
hierarchical structures and relations between these mentions.

In order to visualise the results in a way that would draw out network links through any
hierarchy appearing, it was decided that a network graph would be a suitable way of visualising.
This is similar to research in corpus linguistics that creates collocation graphs as a visualisation
tool, because the modality of using collocation networks “indicates through different features
of the visual display [...] the main properties of the relationship between the node and its
collocates” [29], making it a more powerful tool than a collocation table. In this case to
reveal the taxonomic relations between different nomenclature and common name variants in a
corpus. Brezina |29] differentiates between the thesaurus network and these collocation networks
(dictionary versus discourse). This research in this thesis sits somewhere between those two
extremes, which will be discussed in the method design further.

To create these network graphs, a tool which included the ability to zoom in and out, to
select or hide various nodes and relations according to different properties was needed. Two
options were considered: Network X [86] and Cytoscape [165]. Network X is a popular library
for network analysis in Python and appears in many of the data science courses looking at
network analysis [6,/47]. However, while it is a very flexible library for network analysis, it
is not recommended for good visualisation of networks as this is usually done through other
programs.

Cytoscape [165] is a commonly used network data analysis tool for biological interaction
networks. Cytoscape has features which allow you to filter data by edges, nodes, or char-
acteristics of the former in order to analyse specific aspects of a network. Multiple different
filter requirements can be applied simultaneously which is very useful when the analysis needs
to focus on nodes and edges which are dependent on multiple criteria. There is also a fea-
ture through which it is possible to select nodes neighbouring other nodes, or edges adjacent
to selected nodes, which can help to identify different patterns of connectedness through the
network. This allowed me to manipulate the data easily in a way that would produce useful

visualisations.
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While this tool was originally designed for biological interaction networks, it can and is
applied to general network analysis [195] and has been chosen for its capacity to discern and

characterise the relations between species mentions and patterns within the corpora.

3.4.4 Tool selection conclusion

This section has described the tools chosen for the methods in this PhD thesis, as well as
features of said tools, highlighting the aspects applied in this thesis to gain an understanding
of adaptable features and requirements. The next section will describe the different stages of

the final research design.

3.5 Methods: research design

The methods applied in the PhD thesis are iterative in nature. They have been informed by
various iterations of research. These iterations were informed in structure by the design science
methodology, which was described and justified at the beginning of the chapter and allowed for
a process of learning in which different aspects fed into each other to produce a fit-for-purpose
final product. In this case the process has only gone as far as to develop a method, there is no
“product” as such. The literature review informed the first focus of study and the approach
(part of the rigour cycle in the research design). This was then used as a basis to develop the

subsequent phases, each of which was based on the findings of the previous phase.

3.5.1 Design overview

Phase 0 The pilot phase, part of the design phase, was used to explore the behaviour of
different classes of terms within the first test corpus and to explore their behaviour in relation
to trophic interactions. This phase represented work in preparation for responding to Objective
1 “model the hierarchy of relations between species that is identified within a specific corpus (by
extracting the relevant information)” and Objective 5 “apply the above methods to interactions
between species”. After this initial exploration Objective 5 was not pursued further because
the nomenclature issue was so complex as to constitute a thesis in its own right. The trophic
interaction extraction constitutes further work beyond this thesis. The work flow presented in
Figure shows the process followed for Phase 0 of the project. The later phase built on this
work flow, working to automate some of stages as necessary and add extra features to extend

the scope of the research.

Phase 1 This was the main research design development stage. It focused on responding to

Objectives 1 “model the hierarchy of relations between species that is identified within a specific



Chapter 3: Methodology and general research design 60

corpus (by extracting the relevant information)” and 2 “create a graph/tree hierarchy image
of this model to compare to the ontological structure for validation and evaluation purposes”.

This stage investigated how filter parameters and the separation or unification of nomenclature

terms could affect the final output representation. The possibilities of using [relation networkl|
[graphg to disambiguate meaning was also explored. Figure[3.4was developed through this stage

for application.

Phase 2 Having developed the research design, it was necessary to evaluate its efficacy, which
formed part of the relevance cycle as described earlier. Phase 2 focused on performing a valida-
tion and technical evaluation of the method design as presented here. This was to respond to
Objective 3 “compare the relations identified for precision (quantitative measures) and differ-
ences (quantitative and qualitative measures” against an existing ontology. The evaluation was
performed on the corpora processed as per the work plan in Figure [3.4] plus the transformation
of an existing ontology into a suitable format to be compared against the test data extracted

from the corpora.

Phase 3 The application phase, in which the methods developed were applied to a number of
case studies. These were developed to respond to Objective 4 “perform comparisons between
the hierarchies extracted between different corpora and ontologies of choice to evaluate concep-
tual (in)stability of nomenclature usage”. These profiling studies incorporated a mix of more
traditional corpus analysis methods relating to frequencies and dispersion, with the relation

network representations developed throughout the rest of this project.

Phase 4 The final stage of the project, and also part of the relevance cycle. It involved a
focus group comprising people who use nomenclature for various purposes in their professional
lives. The focus group was used to gain insight into their understanding of ambiguity and
usage of nomenclature, to contrast this with my interpretation of the data and also to gain
insight into their opinions on my approach and interpretation of the data. The intention was
to provide external validity to the project, on top of the internal validity assessed through the
technical method evaluation, by speaking to domain professionals about the data extracted
from my research and asking for feedback as to the accuracy of interpretations and potential
applicability of the research in their work environments. It was also to provide outreach and
contribute to the wider debate relating to nomenclature usage, and knowledge representation

and integration, which is an essential part of any research.
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3.5.2 Phases 0 and 1: Work flow development

As has just been mentioned, the pilot phase (Phase 0) follows the basic work flow found in
Figure [3:3] All subsequent phases follow the basis work flow found in Figure [3.4] although the
development of this work flow was fixed in Phases 0 and 1. The following will go into more

detail about the different stages.

NER — Identify entities in corpus

and tag
4 Y
Corpus analysis
GNRD API {common and
{scientific general-type
nomenclature) names, trophic
indicators)
y 2
MNER-annotated corpus Word Sketch
" " . Corpus pre- Corpus pre- uploaded to Sketch | Fr
Daa’tﬁ';ieur::gmnn <o processing = processing (Python — Engine. Sketch — ?:'I;'swszgég
(Sketch Engine) — NER tagging) Grammar chosen identified
(stock or Ecolexicon) L

Figure 3.3: Basic work flow - Phase 0

Data identification and collection

Phase 0 An academic corpus based on papers that fed into the Database of Trophic Interac-
tions [80] was chosen for the pilot phase and was described on Zenodo, a data sharing platform
(hereinafter called the Zenodo corpus). A total of 29 files were OCR’d and included in the cor-
pus, which consisted of a total 351,435 words (types), 540,449 tokens (according to the Sketch

Engine counter).

Phases 1, 2, 3 For Phase 1 and beyond, two corpora were identified and studied. Both of
these corpora also have focus on freshwater fish. The first test corpus (JEFF corpus) comprised
articles from the Journal of Ecology of Freshwater Fish (JEFF), was accessed through Wiley-
Blackwell Journals and comprises 3,456,159 words (types), 5,023,230 tokens and 593 documents.
It was collated using the Crossref TDM API, in accordance with the Wiley Online terms and

conditions for text and data mining [220]. To make into a processable format it was OCR’d
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Figure 3.4: Basic work flow - subsequent phases

using the AntFileConverter PDF processing tool . This corpus was used to analyse and
develop the techniques relating to filtering and framing of the nomenclature profiles (Phase 1).

For the second part of this research, an extension of the (called the WEB
was created through web-scraping of seed words (see Appendix from the original
[JEFF corpusl The [WEB corpus| is 4,390,477 words (types) and 6,133,678 tokens. It contains

many different sources found on the web, therefore it cannot be assumed to represent an aca-

demic, curated, well-informed authorship.

The was analysed alone and then used to compare and contrast with the
Having two corpora allowed for comparative analysis in the technical method
evaluation (Phase 2) to provide evidence of stability or lack thereof in the results produced as
regards precision and patterns of differences. The[JEFF corpus|is comprised of purely published,
academic journal articles while the could be comprised of anything matching the
seed words published on the WEB. This also meant that in Phases 3 and 4 (application and
evaluation phases), the analyses could serve to identify different patterns of behaviour or usage

relating to the content of the corpora.

Corpus pre-processing: Sketch Engine

The research project required the corpus to undergo various stages of pre-processing. As men-

tioned previously, the pilot stage worked with the Zenodo corpus, the other stages of the research

worked with the to start and then incorporated the Pre-processing
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of the corpora varied depending on each stage, outlined below:

Phase 0 (pilot phase) First stage processing in Sketch Engine as described in the tools

section.

Phase 1, 2 and 3 Two versions of each corpus, to take into account the binomial quality
of nomenclature. One version of the corpus was left in its original form, hereinafter called the
The other was adapted so that identified species’ names were joined with an
underscore (e.g. Anguilla anguilla is expressed as Anguilla_anguilla), hereinafter called
This meant that the corpus could be analysed both in its original form and with
multiple word nomenclature being considered as single entities, to see how this impacted word
characterisation.

When ready, each corpus was uploaded to Sketch Engine and processed as described in the
Sketch Engine section above. It was then downloaded as a vertical WPL file (see Figure

to add additional semantic annotation as described below.

Corpus pre-processing: semantic annotation

Mark-up has been an important question within the research project, considering not only what
entities to annotate but also a suitable schema and positioning for said annotation, in order to
extend the Word Sketches to identify specific semantic concepts. The annotation requires first
that the entities to be tagged be identified and second various choices have to be made as to the
granularity, coverage, position of the annotation, as well as the methods employed to annotate
the corpus.

The identification of entities to be tagged had two aspects: the identification of the scientific
nomenclature in the test corpus and the identification of general-type and common names in
the corpus. These were identified using different methods which were chosen because of the

different coverage requirements in the research. These methods are described below.

Scientific named entity recognition Global Names Entity and Recognition (GNRD) was
used in the research to identify the scientific nomenclature within the test corpora. These were
accessed using the API function and were downloaded in JSON format for conversion into word
lists in Python that could be used to annotate the test corpus in the lempos column (Phase 0)
and fourth column (Phases 1, 2, 3) of the WPL corpus file.

Phase 0: GNRD was used as above to identify scientific names in the Zenodo corpus and
then tagged accordingly.

Phase 1: GNRD was used as above to identify scientific names in the Zenodo corpus and then
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Table 3.1: Phase 0: Annotation schema for the Zenodo Corpus
Common names (NCOM) Life stage (NGENPRT) Collective (NGENCOLL)

perch nymph species
trout parr specie
salmon larvae insect
waterstrider larva animal
strider egg fish
minnow plant
roach

tagged accordingly.

Phase 2: Main analysis based on tagging both the and WEB corpora with the list of
names extracted from the [JEFF| corpus. This was to ensure that there would be sufficient
names in common to perform the analysis.

A preliminary analysis was also performed of the precision and relations identified on each
corpus according to the names extracted from the respective corpora themselves. Further work
would constitute performing a full breakdown of the differences and similarities between the
WEB and corpora when analysed through their respective lists.

Phase 3: The nomenclature profiling studies used the terms found in the ITIS, CoL and
VTO, respectively (all scientific nomenclature variants and vernacular variants). This is to be
able to make a comparison between the profile presented in the resource and that shown by the
data.

Details of the name lists from each phase of the research can be found in Appendices
and

Using corpus-based analysis to identify common names and general-type terms As
mentioned in the Sketch Engine section, corpus-based analysis can be used to identify keywords
in a corpus. This was performed to find common names and general-type terms in the corpora
at different stages of the research, as will be described below, split by phase.

Phase 0: See Table 311

Phase 1: See Table 3.2

Phase 2: Only used scientific names as identified in GNRD and described in the previous
section. The can be found in Appendix

Phase 3: The nomenclature profiling studies used the terms found in the [CoI] and
respectively (all scientific nomenclature variants and vernacular variants). These can be
found collated in the Appendices
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Table 3.2: Phase 1: Annotation schema for the [JEFE| corpus

Common names (NCOM) Life stage (NGENPRT) Collective (NGENCOLL)

perch
trout
salmon
eel
trout
chub
stickleback
goby
whitefish

nymph species
parr specie
larvae insect
larva animal
egg fish
plant

Granularity Asregards granularity, these entities were divided into five class-types: scientific

names (two classes, for multiword terms), general-type words (collective and life stage classes)

and common species’ names (one class), which were chosen to be able to consider differing

behaviour of terms from different class types. These tags were placed all in the same column

as semantic markers where any of these entities were identified in the corpus, and were used by
the Sketch Grammars to restrict Word Sketch output.

Figure 3.5:

composition NN composition-n
of IN of-i

Gerris NP S3CIl-n

lacustris NP 3CIZ2-n

in N in-1

a DT a—x{
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faunaNNS fauna-n

from IN from-i

sweesp NN sSwesp—In

nets NNS net-n
conducted WVVN conduct-v

in N in-1
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same JJ same-7j
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“<g/ >
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Sample of tagging in Zenodo corpus in lempos column
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Figure 3.6: Sample of tagging in JEFF corpus in fourth column

Annotation location In the pilot project the annotations were placed in the column
to identify behaviour patterns of the classes identified here. In this case, the class tag would
replace the word originally in the corpus. All other words were left as they were (see Figure
, so only obtained five Word Sketches were analysed in Phase 0 (to identify the patterns
of behaviour of the class entities identified). In all subsequent stages of the research, these
annotations were placed in a separate, fourth column where a keyword was identified, or blank
where not (see Figure . This meant that classes could be used to restrict Word Sketch
output (through relation rules) but obtained a fine-grained output in the Word Sketch. Word
Sketches were then called according to the lemma (the individual nomenclature labels).

Tagging method The annotations were performed automatically through a Python script T
developed. Manual annotation was not a feasible option on corpora of these sizes and as the

annotation itself was based on a dictionary look-up script the miss-rate should be minimal.
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NER-annotated corpus uploaded to Sketch Engine

After adding the semantic annotation, the annotated WPL file is then reloaded to Sketch

Engine. This is where Phase 0 and subsequent phases diverge.

Phase 0 Semantically tagged WPL file is uploaded as a new corpus, choosing the Sketch
Grammar as appropriate. In the beginning, the stock Sketch Grammar available as standard
on the Sketch Engine website was used. Later in the pilot, the extended Sketch Grammar

developed by the Ecolexicon research group [128] was used.

Phase 1, 2 and 3 Adapted Sketch Grammar used, which selects only the relevant relations
from the Ecolexicon sketch grammar and also adapts to select only examples which have the
appropriate annotation. Configuration file also adapted and uploaded to add the fourth column
as an attribute so it is recognised in the Word Sketches.

See Appendix [B| for all Sketch Grammars and the Configuration File as adapted. Further
information about Sketch Grammars and Configuration files can be found on the Sketch Engine

page [130].

Sketch Grammar relations

Phase 0 In the pilot stage of the research all the Sketch Grammar relations were included in

the analyses for a number of reasons:

e Both hierarchy of classes and trophic interactions were of interest (so both noun/adjective-

noun relations and noun-verb relations)
e Part of the objective of the pilot project was to determine the relations of interest
e The analysis was being done manually

The pilot stage identified which of these grammatical relations could be mapped to onto-
logical (hierarchical) relations for the purposes of the research. Table shows the Sketch
Grammar relations included in the analyses in subsequent parts of the research in this regard.
In Phase 0 of the research, the relations identified in Table were also included, as well as
relations linked to trophic interactions (subjects or objects of particular verbs (subjects of “X”
or objects of “X”).

Phases 1, 2, 3 Phases 1, 2 and 3 included relations only shown in Table because of the
need for clarity as regards parent-child relations. The lemma formulation relation is too varied

to be easily automated as it can represent many different types of relations.
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Table 3.3: Use of Sketch Grammar relations and hierarchical meaning

WS gramrel as shown Keyword (X) Collocation

“X” is part of... child parent
modifiers of X child parent
nouns modified by X parent child
X has part... parent child
Xisa .. child parent

X is a type of... child parent

X is the generic of... parent child

Table 3.4: Sketch grammar relations between nouns excluded in the 2°¢ part of the research

WS gramrel as shown Meaning

X %(3.lemma) .../... This relation is used to identify phrases involving the
keyword and preposition. To be useful it would need
to be made more specific.

X and/or ... This represents where nouns are joined by “and” or
“or” and can represent sibling relations but not ex-
clusively.

The binary parent-child relation was maintained throughout the whole project for clarity in
identifying patterns and because the structures being studied involved the hierarchies within
the scientific nomenclature, which are, at least on a superficial level, parent-child in nature.
Further investigation into expanding the relations identified and incorporating more of the

Sketch Grammar relations would constitute further work beyond the PhD thesis.

Collect Word Sketches through the API

Phase 0 Only five classes were analysed, so the Sketch Engine was queried manually to
extract the Word Sketches needed.

Phases 1 and 2 The Sketch Engine can be queried through an API to collate Word Sketches,
and in these phases, querying was performed through the API using a Python script developed
for the project. The list of names collected through the GNRD tool were used to collate the
Word Sketches of all scientific nomenclature reference| identified in the corpus. These were
downloaded in XML format. Figure shows an example of a single XML for the keyword
Anguilla in the [JEFF|[original corpus}

In Phase 1 the JEFF corpus was analysed in two different scenarios (original JEFF corpus

and unified JEFF corpus). The name lists used to pull Word Sketches varied in each case. The
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<?xml version="1.0" encoding="UTF-8"?>
- <export>
- <header>
<corpus:>user/sandrayoung/jeff_large_newbreakdown </corpus=
<subcorpus>-</subcorpus:>
<fheader>
- <wordsketchz>
<keyword freq="0" pos="">Anguilla</keyword>
- =gramrel score="17.520" hits="181" name="nouns modified by X">
<coll score="12.660" hits="52">anguilla</coll>
<coll score="12.590" hits="50">japonica</coll>
<coll score="12.140" hits="32">rostrata</coll>
<coll score="11.970" hits="26">dieffenbachii</coll>
<coll score="10.670" hits="10">australis</coll>
<coll score="9.470" hits="4">marmorata</coll>
<coll score="8.340" hits="2">eel</coll>
<coll score="7.490" hits="1">dieffenbachia</coll:>
<coll score="7.490" hits="1">reinhardtii</coll>
<coll score="7.470" hits="1">vulgaris</coll>
<coll score="6.840" hits="2">larva</coll>
</gramrel>
- =gramrel score="0.770" hi 8" name="X %(3.lemma) .../... %(3.lemma) X">
<coll score="12.410" hits="2">Ennell</coll>
<coll score="10.020" hits="2">Ireland</coll>=
<coll score="9.610" hits="1">II</coll>
<coll score="6.820" hits="1">G</coll>
<coll score="5.260" hits="1">Lake</coll>
<coll score="3.730" hits="1">habitat</coll>
</gramrel>
<gramrel score="0.290" hits="3" name="X is a type of...">
<coll score="7.500" hits="2">specie</coll>
<coll score="6.570" hits="1">fish</coll=
</gramrel>
</wordsketch>
<fexport>

.

Figure 3.7: Sample of Word Sketch XML for Anguilla

original JEFF corpus treated each nomenclature reference (single word) separately, whereas
the unified corpus combined nomenclature references to analyse nomenclature terms as one full
nomenclature term (e.g. binomial nomenclature for a species name). When first analysing the
original JEFF corpus, there was a lot of noise as a result of searching for Word Sketches based
on the separate units that comprise a term in the scientific nomenclature. To overcome this
issue, a subset of the full JEFF GNRD name list (see Appendixwas used. This list collated
names selected from the genus and species parts of the terms. When the analysis for the unified
corpus was performed, the full name list (presented as unified nomenclature terms) was used
for a number of reasons. Firstly, by design the name list would be different as in the unified
corpus each nomenclature reference has been unified as a full nomenclature term (i.e. binomial
nomenclature for a species name). Secondly, in the unified corpus, fewer relations were identified
as a result of this unification. Unification resulted in more specific terms, which reduced the
noise in the relations extracted. These practical reasons together with the exploratory nature

of this phase meant that this was the decision taken for the information extraction in Phase 1.
Phase 2 Word Sketch lists are described in full in Section B.5.3

Phase 3 The API was queried using the list of the names relating to the taxon/species
in question (as identified through the [VTO] [ITIS| and [ColL]), which included both scientific
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nomenclature and vernacular variants.

Transform Word Sketches

Phase 0 This step was not part of the pilot phase.

Phase 1, 2, 3 The development of a method to transform Word Sketches from the tables
seen in Figure to something that can be visualised in a graph structure was a focus of Phase
1. This process was then applied in Phases 2 and 3. Word Sketches were downloaded in XML
format using the Sketch Engine API, then I developed a Python script to convert them into
comma-separated value (CSV) files. These files included the information of the keyword and
collocate (defined as source and target, source referring to parent, target to child in the relation)
and the number of hits and salience score of this relation. Figure [3.8 shows an example of the
collated table, which is an aggregation of the relevant relations extracted from multiple Word
Sketches like in Figure . These files were then used to create a Pandas DataFrame [146], (a
table that can be manipulated within Python), which meant the data could easily be filtered
as required for visualisation in Cytoscape.

parent, child, hits, score, score
, ,sum,mean, median
ABRAMIS,BALLERUS, 1, 8.96,8.96
ABRAMIS,HRAMA, 1,8.98,8.98
ACANTHOPAGRUS, SCHLEGELI, 1,12. 68
ACANTHURUS, TRIOSTEGUS, 1,13.99,13.
ACART, TETRANYCHIDAE, 1,13.99,13.99
ACARINA,CLADOCERR, 1,12.18,12.18

ACERINA,CERNUA, 1,11.09,11.09
ACID,ALBULA,1,12.19,12.18

ACID, COREGONUS, 1,12.19,12.19

ACIPENSER,BAERII, 1,11.3,11.3

ACIPENSER, STURIC,1,11.3,11.3

ACTINOPTERYGII, CYPRINCDONTIFORMES,1,13.41,13.41
ACTINOPTERYGII, CSTECGLOSSIDAE,1,12.41,12.41
ACULEATUS, PUNGITIUS, 1, 8.87,8.87

ACULEATUS, STICKLEBACK, 1,10.54,10.54
ADULT,HOYI,1,12.68,12.68

AESHNA, ACULEATUS, 1, 8.05,8.05
AGRARIA,MOLINA, 1,13.99,13.99

ALBULA, RUTILUS, 1,7.25,7.25
ALONELLA,NANA,1,12.68,12.68
ALOSA,CHRYSOCHLORIS, 1,9.24,
ALOSA, SBPISISSIMA,1,9.24,9.
ALOSA, SPECIE, 1,4.58,4.58
ALUTACEUS, BALTEATUS,1,11.18,11.18
AMARUS, BREMA, 1, 9.09,9.09

AMBIGUA, PERCICHETHYIDAE, 1,12.41,12.41
AMBLOPLITES, RUSPESTRIS, 1,10.81,10.91
AMETURUS, BURATUS, 1, 9.67, 9. 67
AMETURUS, NATALIS, 1,11.67,11.67
AMETURUS, PERCA, 1,10.91,10.91
AMIEURUS, NATALIS, 1,13.41,13.41
AMPHILIUS, LONGIROSTRIS, 1,13,13
AMPHIFODA, EPEEMERCPTERA, 1,11.3,11.3
AMPHIFODA, GASTROFCDA, 1,11.83,11.83
ANCISTRUS, RINELORICARIA, 1,13.99,13.99
ANGUILLA, DIEFFENBACHIA, 1,7.45,7.49

24

(SR
i

Figure 3.8: Sample of aggregated Word Sketches as parent-child relations
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Visualise and filter edge lists

Phase 0 Word Sketches were manually obtained for the five classes of words described in
the annotation section and manually evaluated the hierarchy revealed through the relations

between the classes for further work.

Phase 1, 2 and 3 Word Sketches contain two numerical parameters, as described in Section
frequency and salience. The use of the LogDice calculation for the salience calculation, as
described in the methodology section, avoids the issues related to over-emphasis of infrequent
collocations, which are particularly relevant for lexicographic purposes. Lexicons are extensive,
varied and heterogeneous, complying with what is known as Zipf’s Law, which results in a
long tail distribution [145]. Scientific nomenclature is no exception here. It was therefore
hypothesised that salience, the association measure applied by Word Sketches, might help to
highlight different or better collocations between different nomenclature variants than frequency
alone.

Phase 1 focused first on identifying suitable methods to visualise the graphs. As described
in Section Cytoscape, a network analysis and visualisation tool [165], was chosen for this
purpose. After having developed a method by which to create edge lists in the previous section,
it explored the effect of manipulating frequency and salience filters on the output of the graphs.

This is discussed in more depth in[d Phases 2 and 3 then applied that learned in Phase 1.

3.5.3 Phase 2: Method validation and technical evaluation

Phase 2 evaluated the validity and success of the method design developed in this research
through technical validation and evaluation techniques as set out in the work flow Figure [3.9

This process set out to respond to two questions:
1. Does the method developed in this research project do what it sets out to do?
2. How well does the method achieve its purpose?

The first question responds to the validation element of the process, whereas the second question
represents the evaluation side of this technical process. The method is then applied through the
nomenclature profiling studies in Chapter [6] and evaluated for usefulness by experts in Chapter
i}

The evaluation also looked to systematically analyse the difference between the frequency

and salience filters, drawing on the preliminary results from Phase 1 and looking to draw some

evidence-based conclusions as to the semantic qualities of the [nomenclature pairs| highlighted
by each filter.
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Figure 3.9: Work flow: method validation and evaluation

This process involved using corpora annotated as per the steps described in previous sections

of the research. It also required further processing steps in order to transform the ontological

resource into a suitable format for comparison with the nomenclature pairs| extracted from the
test data.

The actual validation and evaluation analysis described in this chapter was set up in two

stages. The first stage consisted of a precision analysis performed on both test corpora. To do

this, I calculated the total number of [nomenclature pairs| (pairs of words identified as nomen-
clature that were related in the corpus) extracted from either the |[JEFF|or WEB corpus that

matched with a nomenclature term in the chosen ontology (precision). By comparing the

extracted [nomenclature pairs| with the ontology I could evaluate the efficacy of the method
developed in identifying nomenclature usage accurately in the test data. There is no
ontology in the domain, nor are the test corpora expected to be representative of a specific

domain, therefore the use of precision in the evaluation was supplemented with a detailed anal-

ysis and classification of the jnomenclature pairs| identified in the test corpora that did not

appear as valid [nomenclature references|in the ontological resource. It cannot be assumed that

differences between the ontology and the corpus data are errors on the part of the corpus or the
method. Differences were therefore used to make assessments as to the completeness of onto-
logical representations and also qualitative differences between different corpora and ontologies.
Differences were evaluated according to defined criteria which will be outlined in Section [3.5.3]
and on the basis of these differences an adjusted precision score, which took into account any

false negatives, was produced. The details of all steps in this process will be outlined below.

Choices in the method validation and evaluation process

Choosing an ontology Finding a suitable ontology presented a number of challenges. The
Journal of Ecology of Freshwater Fish covers many types of species, which when searching often
were accounted for in different ontologies. This relates back to fragmentation issues highlighted
in the literature review. Two ontologies were considered in the evaluation: the Vertebrate
Taxonomy Ontology and the NCBI organismal classification ontology . The
VTO] as the name suggests, focuses exclusively on vertebrate species. The NCBI ontology
includes all such organisms but has a focus on bacterial organisms and viruses, which are

not a focus of this thesis. The bacteria and virus entries complicated mapping because of
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the variability of the scientific nomenclature in these other kingdoms, so the [VTO] was chosen
because of the nomenclature coverage and the format it was available in. While the test corpora
had many invertebrate references, fish (vertebrates) were the main focus of the content and
therefore the main focus of the analysis.

The VTO [150] was chosen as a reliable resource, given the description of the resource in
research included in the literature review. However, the plurality of the biological taxonomy
and its linguistic representations means that there are many different characterisations of these

terms in multiple different resources.

Test corpora In light of the fact that there is no one accepted representation [68(1241/170.202]
of the biological taxonomy or the nomenclature, the evaluation must reflect the descriptive
nature of the research. One of the arguments for using the approach I have taken here is the
ability to use empirical evidence to evaluate the usage of the nomenclature in real life, so two
corpora were created with differing qualities to see if this demonstrated any differences in usage
across different areas, namely a scientific, peer-reviewed corpus in contrast with a web-scraped
corpus which may include texts from various different sources, perceived as less reliable than
the peer-review corpus. A hypothesis was that the JEFF corpus would give more consistent,
reliable results than the web-scraped one. The use of the lexicographic approach meant that
while the methodology intended to automate part of the process, it was still always possible
to return to the evidence and look at the reasons for the results, which provided a robust
mechanism for ensuring that data was not just accepted at face value and reasons behind the
numbers could be identified.

The use of two corpora also added weight to the validity of the evaluation process, because
it allowed for a comparison and to evaluate cross-corporal stability in relation to the precision
scores. Future work would constitute testing the methods on corpora from different domains

or different families of species.

Corpora tagging and analysis scenarios Three analysis scenarios were applied to the
corpora in the course of the analysis, each scenario applying the annotation and Word Sketch
extraction schema as set out in Table Overview analyses (described in Table were
performed on the corpora in all scenarios. These served to perform a validation analysis on the
method in general and also select a scenario for the corpora tagged with the JEFF name list,
but with the full Word Sketches for this list, and also the corpora tagged with their respective
name lists. Then a full, detailed analysis (described in Table3.7)) was performed on the corpora
tagged with the full JEFF name list, but with Word Sketches pulled from a subsection of this
list. Links to the relevant name lists can be found in Appendix [A-5]

The overview analyses served to provide an overview of the patterns of behaviour of the
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[nomenclature pair| references identified within and across the corpora, whereas the detailed

analyses allowed for a more in depth look at where these differences were and permitted an

evaluation of the method but also ideas as to where there may be points of interest for the

application of the method.

Table 3.5: Corpus tagging and names

Scenario Amnalysis Corpus GNRD list Word Sketch list Corpus label

1 Overview JEFF full JEFF JEFF full JEFF (JEFF, WS full)

1 Overview WEB full JEFF JEFF full WEB (JEFF, WS full)

2 Overview JEFF full JEFF JEFF full JEFF (JEFF, WS full)

2 Overview WEB full WEB WEB full WEB (WEB, full)

3 Overview JEFF full JEFF JEFF subsection JEFF (JEFF, WS subsection)
3 Overview WEB full JEFF JEFF subsection WEB (JEFF, WS subsection)
3 Detailed  JEFF full JEFF JEFF subsection JEFF (JEFF, WS subsection)
3 Detailed ~ WEB full JEFF JEFF subsection WEB (JEFF, WS subsection)

Table 3.6: Breakdown of overview analysis steps

Overview analysis

Number of relations identified overall

Number of relations identified: frequency filter
Number of relations identified: salience filter
Precision vs VTO: frequency filter

Precision vs VTO: salience filter

The detailed analysis was performed on the JEFF and WEB corpora which had been tagged
with the JEFF GNRD list, pulling the Word Sketches for a subsection of that list. This was

chosen for the detailed analysis to ensure sufficient crossover between the two corpora for

a proper comparison, and also because it was identified that the subsection emphasised more

frequent hits therefore there would be more reliable data to work with, along with a manageable

amount of data to analyse manually. Detailed analyses of the corpora under the other conditions

would constitute further work.

Transform ontology into edge lists

In this evaluation phase, the first step was to convert the ontology into the same format as
the test data. In the research the edge list obtained from the VTO only included the basic

backbone of the ontology, with no synonyms included. These synonyms have been accounted
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Table 3.7: Breakdown of detailed analysis steps

Detailed analysis

Number of relations identified overall

Number of relations identified: frequency filter

Number of relations identified: salience filter

Precision vs VTO: frequency filter

Precision vs VTO: salience filter

Breakdown of differences (filter for 5 or more hits)

Breakdown of differences (filter for 4 or more hits and salience 9)
Breakdown of differences (filter for 4 or more hits and salience 10)
Breakdown of differences (filter for 4 or more hits and salience 11)
Adjusted precision for all filter thresholds analysed

for manually in the evaluation process and also used later in the study. Future work could look
at including these synonyms in the automatic evaluation.

To convert the ontology, the Open Biomedical Ontologies (OBO) format file of the VTO
(see Figure was downloaded from the European Bioinformatics Institute website [53].
The OBO format is a popular formal ontology language and is used widely in biomedical and
biodiversity domains. This version was chosen instead of the OWL (web ontology language)
format because the latter uses links instead of terms within the actual document, which would
complicate a direct comparison between terms.

This was then filtered using Python scripts to only include the sections “name:”, “is_a” and
“property_value”, which was then used to convert to a CSV file which looked like Figure [3.11

Finally, there were two more steps necessary. One to ensure that any two-word scientific
nomenclature were separated, and were then labelled source (is_a) and target (name), respec-
tively. Also the taxonomic rank was automatically converted to the string equivalent as detailed
in the original ontology (see Appendix . This was used to create a look up service so that
source and target taxonomic rank of the matched pairs could be compared with the test corpus

representation. This produced a final comparison, a section of which can be seen in Figure [3.12]

Main evaluation process: first stage

Comparison of extracted nomenclature pairs with ontology edge lists The compar-
ison was based on matching edges (word pair relations) across datasets. These relations were
extracted as described in method developed in Phase 0/1 (see Chapter . Figure earlier
in the chapter shows an example of the nomenclature pairs extracted and processed ready for

comparison.
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[Term]
id: VTO:0058179

name: Salmo fibreni

namespace: vto-namespace

synonym: "Salmo fibreni Zerunian & Gandolfi, 1990" RELATED [NCBITaxon:33516]
xref: NCBITaxon:33516

xref: TTO:1060411

xref: urn:lsid\:globalnames.org\:index\:954386£3-df8a—58b3-85d1-398af3a2cest
is_a: VIO:0058173 ! Salmo

property value: has_rank TAXRANK:0000006

[Term]
id: VTO:0058180

name: Salmo obtusirostris

namespace: vto-namespace

synonym: "Adriatic trout" RELATED COMMONNAME [FISHBASE:6210]

synonym: "Salar obtusirostris" RELATED [CASSPC:10852]

synonym: "Salmo (Salmothymus) obtusirostris” RELATED [NCBITaxon:237411]
synonym: "Salmo (Trutta) obtusirostris oxyrhynchus" RELATED [CASSPC:S50142]
synonym: "Salmo obtusirostris (Heckel, 1851)" RELATED [NCBITaxon:237411]
synonym: "Salmo obtusirostris salonitana" RELATED [NCBITaxon:301560]
synonym: "Salmothymus obtusirostris" RELATED [NCBITaxon:237411]

synonym: "Salmothymus zetensis" RELATED [CASSPC:10703]

synonym: "Thymallus microlepis" RELATED [CASSPC:28189]

synonym: "Trutta montenigrina" RELATED [CASSPC:57599]

synonym: "Trutta obtusirostris krkensis" RELATED [CASSPC:28187]

synonym: "Trutta obtusirostris salonitana" RELATED [CASSPC:28152]

xref: NCBITaxon:237411

xref: TTO:1010854

is_a: VIO:0058173 ! Salmo

property value: has_rank TAXRANK:0000006

Figure 3.10: Snippet of the unaltered VTO OBO format file

name TAXRANK is_a
Parahucho perryi 6 Parahucho
Salmo 5 Salmonidae
Salmo labrax 6 salmo
Salmo carpio 6 Salmo
Salmo trutta 6 Salmo
Salmo letnica 6 salmo
Salmo marmoratus 6 salmo
Salmo fibreni 6 salmo
| Salmo obtusirostris 6 Salmo
| Salmo salar 1] 6 salmo
Salmo ischchan 6 salmo
Salmo platycephalus 6 Salmo
Salmo ohridanus 6 Salmo
Salvelinus 5 Salmonidae
Salvelinus elgyticus 6 Salvelinus
Salvelinus boganidae 6 Salvelinus
Salvelinus kronacius 6 Salvelinus
Salvelinus drjagini 6 Salvelinus
Salvelinus taranetzi 6 salvelinus
Salvelinus schmidti 6 Salvelinus

Figure 3.11: VTO filtered, and converted to CSV file
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name is_a TAXRANK target target source TAXRANK_source
Parahucho perryi Parahucho species perryi Parahucho genus
Salmo Salmonidae genus Salmo Salmonidae family
Salmo labrax Salmo species labrax Salmo genus
Salmo carpio Salmo species carpio Salmo genus
Salmo trutta Salmo species trutta Salmo genus
Salmo letnica Salmo species letnica Salmo genus
Salmo marmoratus Salmo species marmoratus Salmo genus
Salmo fibreni Salmo species fibreni Salmo genus
Salmo abtusirostris Salmo species obtusirostris Salmo genus
Salmo salar Salmo species salar Salmo genus
Salmo ischchan Salmo species ischchan Salmo genus
Salmo platycephalus Salmo species platycephalus  Salmo genus
Salmo ohridanus Salmo species ohridanus Salmo genus
Salvelinus Salmonidae genus Salvelinus Salmonidae family
Salvelinus elgyticus Salvelinus species elgyticus Salvelinus genus [
Salvelinus boganidae Salvelinus species boganidae Salvelinus genus
Salvelinus kronocius Salvelinus species kronocius Salvelinus genus
Salvelinus drjagini Salvelinus species drjagini Salvelinus genus
Salvelinus taranetzi Salvelinus species taranetzi Salvelinus genus
Salvelinus schmidti Salvelinus species schmidti Salvelinus genus

Figure 3.12: VTO in CSV file format for comparison of corpus edge lists with VT'O contents
and ranking of nodes

Automatic precision analysis: frequency and salience thresholds As was explained in
Section salience and frequency were used as filters in the method for this research project

because of the perceived value of using these parameters to emphasise different features of the

relations between [nomenclature pairs|identified in the corpora. A preliminary exploration of the

effect of these thresholds was performed in Chapter [d, which identified an emphasis on frequent
references in the corpora through the frequency threshold and strong, specific collocations
through the salience threshold. Salience focuses on very strong collocations, which are measured
by the relative frequency of a pair of words, in comparison with the relative frequency of said
words appearing with other words. Salience is designed to calculate collocational strength, so
by design has a lexical element and is subject to Zipf’s law. The test data in this thesis, the
nomenclature, is also highly context specific. As a result not only do many of the relations
occur only once, but each element of the pair only occurs once in the whole corpus. This means
that salience tends to be very high because the terms on their own only occur in this context

and needs to be considered when using salience as a filtering parameter.

Frequency and salience was used throughout the validation and evaluation of the method
to try to gain stability in the results being extracted. The validation of the method itself firstly
applied the technique of precision to measure how well the method identified and extracted
accurate nomenclature pairs from the test corpora. This general precision analysis (overview
analysis) studied each corpus as a whole, in the various annotation/Word Sketch schema sce-
narios described in Table 3.5

In the overview analysis, these threshold filters were used to see if there was an “ideal”

balance which is denoted by stability or clarity of concept identification (an optimum balance
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of correct relation identification to granularity of relation network). A preliminary exploration
of the effects of these filters was performed in Phase 0/1 of the research (see Chapter [4)). The
comparison also intended to identify differences between the corpus data and the ontology,
and categorising these differences to better evaluate the precision of the method, and highlight
potential differences between corpus and ontological data. The purpose of this stage was to
validate the method as being fit for purpose and also evaluate the qualities of the frequency
and salience filters quantitatively.

Coverage (recall) was not applied in this research because the corpora were not supposed
to be representative of the VTO, nor is there any in the domain.
Main evaluation process: second stage

After the overview precision analysis, which looked at the patterns of behaviour revealed by the

application of the two filter parameters. The breakdown served to better understand the data,

adjust the precision scores to account for any out-of-scope, valid [nomenclature pairs| identified
by the method that were not included in the and also qualitatively examine the differences
between the corpus data results and the ontology, looking empirically at the examples extracted

in context.

Difference breakdown and analysis The detailed analysis included a breakdown of differ-
ences between the corpus data extracted and the ontology. This was performed on the JEFF and
WEB corpora in Scenario 3 (JEFF (JEFF, WS subsection) and WEB (JEFF, WS subsection)).

The differences were defined according to the following broad criteria:

1. Misspellings of real nomenclature variant

2. Recognised nomenclature variant missing from the ontology (scope or other)
3. Recognised nomenclature variant classed as synonym

4. Unknown (unrecognised nomenclature variant)

5. Incorrect (incorrect labelling of the direction of a relation, partial matches, one or both

terms not from scientific nomenclature)

A full description of the breakdown and decisions made as regards these criteria are given
in Chapter [5 The differences were evaluated through a mixture of quantitative and qualitative
measures. Quantitative analysis was based around the idea of precision, with percentages of
matches versus non-matches. After the breakdown of the above criteria, the false negatives, that

is the nomenclature pairs correctly identified by the method that were not in the VTO, were
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included in the correct matches to produce adjusted precision scores. The qualitative measures
analyse each difference in detail, evaluating the characteristics of the difference itself, then also
examining the occurrences of said difference in the test corpora. Here the qualitative aspect
of lexicographic corpus linguistic study is particularly useful, because of the ease in which it is
possible to refer to the empirical evidence of specific examples to understand better understand
the numbers [132], means that conclusions can be drawn as to the reasons behind trends or

anomalies.

Dual threshold - frequency and salience The detailed analysis was performed both on
the JEFF (JEFF, WS subsection) and WEB (JEFF, WS subsection) filtered with a single
frequency threshold of five or more hits, but also with what I have termed the dual threshold,
which consisted of filtering for frequency four or more hits and then salience of nine, ten and
eleven, respectively (see Section for the tabular breakdown). This was to provide an
opportunity for a detailed analysis of the salience filter, considering the way that it maintained
many, very infrequent relations which made a manual analysis without some other layer of
filtering across the whole corpus impossible because of time and resource constraints.

By choosing the frequency of four, the salience filters could be used to compare against the
other detailed analysis of frequency five or more hits. This meant that the detailed analysis could
compare precision of the data when filtered using these thresholds as well as any divergence or
convergence of the results to draw conclusions as to the respective characteristics of the different
filtering parameters.

This was followed by a detailed breakdown of the differences between the data extracted
from the JEFF and WEB corpora in just one of the annotation/Word Sketch schema scenarios
(detailed analysis). Two scenarios in each corpus were studied in the detailed analysis, a
frequency only filter and a dual threshold (frequency and salience filter). The frequency only

filter breakdown was performed looking at the data from each corpus that had been filtered

to only include nomenclature pairs| identified as having 5 or more hits in each corpus. This

was to be able to focus on relations with patterns and also make the manual analysis possible.
The second scenario aimed to study the effect of salience on the results. To do this, a dual
threshold was applied. The dual threshold involved mixed frequency and salience filtering, and
is described in Section [5.3.3] This aimed to test the hypothesis that frequency and salience

emphasise nomenclature with different characteristics in the test data. This dual threshold

was used to filter out the most infrequent pomenclature pairs] which was thought to provide

some stability by removing a large majority of the outliers. The salience filter was then applied

on the filtered data set to test the hypothesis that the nomenclature pairg identified would

diverge with the frequency filter-only scenario results as salience increased. A full explanation

of these two scenarios is given in Section and see Chapter [4] for information about the
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preliminary results. The next section goes into the details of the results of the whole validation

and evaluation process.

3.5.4 Phase 3: Nomenclature profiling studies

This phase of the research looks at applying the methods developed to specific cases, in order
to produce profiles of nomenclature behaviour. The corpus processing follows the same basic
workflow as shown in Figure[3.4] However, the inputs are different and will be explained here.
There are also other aspects to the analysis which must be mentioned. This phase is split
into two parts: a comparison between different domain knowledge representation resources and

subsequently the nomenclature profiling studies.

Comparison between different taxonomic resources

As has been made clear throughout the thesis, there is no one accepted representation of either
the biological taxonomy or their nomenclature lists. This means that each taxonomic resource
may present the information in a different way. The comparison between different resources
serves to provide a perspective as to the variation of existing ontological and other knowledge
representation resources, all supposedly authoritative figures in the organisation and recording
of scientific nomenclature. Three different taxonomic resources were chosen to provide an

overview of available resources by comparing and contrasting the following features:

e An analysis of the organisations involved in the production of the resource
e Stated purposes of the resource
e Resource structure and format

e Choices made by the resources as to the breakdown and classification of information

This comparison highlights the importance of framing of a subject. The different contexts in
which these resources operate result in a need to present and categorise information differently
for it to be fit for purpose. It also provides a backdrop for the profiling studies. This information
is used to guide the analyses of the difference between the representation of each taxonomic

entity chosen for study.

Nomenclature profiling studies

These studies look at three different accepted scientific nomenclature names and how they are
profiled in both the and WEB corpora. For all three profiles the work flow follows that

of the second stage of research, but with the following adaptations:
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e Scientific nomenclature and common name tagging involves all variants identified across

the three ontological resources identified, plus the ranking up through the taxonomic
hierarchy for the chosen taxonomic entity based on the VTO (see Appendix |A.G).

In all cases the unified corpus pre-processing step was included because of the need to

consider multi-word names as single units in this application of the method

Both corpora were normalised to lower-case because it was recognised that some taxo-
nomic mentions were being missed when analysing the corpus without having normalised
for this factor. This was because the script used to join the multi-word units would miss
some mentions if they did not follow the capitalisation rules for scientific nomenclature,

for instance.

The profiling studies comprise the following:

1.

Analysis and breakdown of different variants for each knowledge resource

. Analysis of coverage of each corpus in comparison with each of the knowledge resources

. Use of traditional corpus analysis techniques, including frequency, normalised frequencies,

dispersion and statistical significance analyses to profile usage of the different variants

across each corpus

. Empirical analysis by means of concordances to check specific results

. [Relation network graphs| used to visually demonstrate and identify key patterns of re-

lations is performed, always with a focus on three different characteristics between the
representation resources and the two corpora: consistency, gaps and disagreements or

ambiguities

Frequency and dispersion as profiling The profiles include raw frequency, frequency per

million and ranking, to be able to compare the usage of different terminological variants of the

same taxonomic concept in the test corpora.

Frequency dispersion is then used (in percentage and graph form) to examine the dispersion

of these terms, co-occurrence or not of specific variants of interest to draw conclusions or make

judgements. Although it is often described as an inexact measure, it was chosen in this case

because the ranges percentage (seg3.2.2) because it is sufficiently descriptive for my purposes,

which are to:

e ensure that mentions are not concentrated in few documents despite having very high

frequencies.
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e calculate the comparative spread across documents to see if variants are more localised

or generalised in relation to their overall frequency

e look at co-occurrence at document level to see if where there are occurrences they coincide

or if there appear to be particular exclusive terminology usage patterns.

e use graphical representation of variant dispersion and co-occurrence provides a visualisa-
tion of the dispersion which includes the frequency of mentions per document, although

without any calculation to account for document length.

The focus on term co-occurrence within the same document mean that it is important to main-
tain document boundaries because each text is an item that needs to be able to be considered

in isolation for co-occurrence metrics.

Empirical analysis Qualitative empirical analysis was used to evaluate specific instances by
means of concordances. Concordances can be used quantitatively, to count the number of times
in which specific words or phrases appear and to count the patterns of the context in which
they are found. However, they are also a window into the empirical basis of the analysis and
a way to check results. This was employed to examine the basis of results, to find out more
details about the context of the usage of specific terms that would not be apparent through

frequency and dispersion alone.

[Relation network graphs| The information extracted from Word Sketches was used to pro-

duce these graphs, to visualise the network of relations produced through the syntactic col-
locational relationships between different variants of the nomenclature profile terms. These
profiles were used to compare against the representations presented by each existing knowledge
resource, as well as making a comparison between the representations provided by each test
corpus, [JEFF| and WEB.

3.5.5 Phase 4: Expert evaluation and outreach

The external evaluation of my work was centred around a focus group method. The focus
group and accompanying interview focused on general topics relating to the use of scientific
nomenclature and variant usage as well as specific outputs from the nomenclature profiling
studies. The discussion was data-focused, focusing on the group’s perspective on the realities of
nomenclature usage and variance in their working lives and their evaluation of the data extracted
using my method to evaluate the validity of my assertions and the relevance of my method for
future applications. This was important for me to be able to access feedback from the scientific

community as to the usefulness of my approach to the analysis of scientific nomenclature and
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variant usage in the biodiversity literature. This method was chosen because of its suitability
in gaining insight from participants and also allowing participants the freedom to interact and
spark further guided discussion on the themes of interest according to terms that make sense
for them [123].

The stated aims for the focus group and outreach day were:

Aims:

1. Provide an external evaluation of method and nomenclature profiling studies for both

validity and applicability purposes

2. Contribute to the debate surrounding knowledge representation in the literature

Research questions:

1. What are biodiversity professionals’ interpretations of the data analysis and visualisation

performed in my wider research project?

2. What are biodiversity professionals’ opinions as regards possible applications of my re-

search?

3. How can my research contribute to the debate in the field and to tackling the problems
identified?

The participants were chosen from suitable candidates at the Natural History Museum
and the University of Brighton. The participation criteria were professionals with expertise
in biology, biodiversity, specifically freshwater fish if possible, in either research or collections
(archives), or informatics. These criteria were chosen because an understanding of scientific
nomenclature usage and its complications was required. It was hoped to get a variety of people
from different backgrounds because personal perception is likely to vary and could generate
interesting discussion in the focus group. It was considered that the unifying aspect of an
understanding of scientific nomenclature was sufficient to create a productive focus group [123].

The final list of participants consisted of two researchers from the University of Brighton
and one software engineer from the Natural History Museum. A further participant, another
researcher at the University of Brighton was unable to attend the focus group because of the
Covid-19 crisis. The focus group also had to take place remotely as a result of the crisis. I held
a more informal chat with the final participant. This was agreed with the participant before
the focus group took place and deemed necessary to clarify some species specific questions: the
participant unable to participate in the focus group was the only one with a specialisation in

fish species. The group of participants was considered to represent a suitable mix of experience
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as all use scientific nomenclature and vernacular variants in their daily lives but each would
have a slightly different perspective as to the importance and relevance of certain aspects of
their usage and application because of the different focuses of their particular specialisations.
The study was split into three stages: a pre-focus group questionnaire (see Appendix 7
the focus group itself (see Appendix and a post-focus group evaluation form (see Appendix

Fa).

Pre-focus group questionnaire The pre-focus group questionnaire consisted of 29 ques-
tions split into five different sections: participant’s role and area of expertise, their usage of
knowledge representation resources relating to scientific nomenclature, scientific nomenclature
usage, misspellings and variants, vernacular variant usage. The purpose of the pre-focus group
questionnaire was to collate principally quantitative data relating to each participant’s back-
ground and their opinions over these general areas to inform the design and questions to use in
the focus group.

The data was analysed using descriptive quantitative analysis techniques. There were very
few responses and it was not necessary to generalise to the wider population given the purpose

of the questionnaire.

Focus group outline The focus group itself took place over the course of one afternoon (3
hours). As described, it combined a mix of outreach and focus group style questions to elicit
responses and discussion from the participants relating to the issues of scientific nomenclature
and vernacular variant usage in the scientific literature, as well as opinions relating to knowledge
representation resources and my approach to the problem.

This session was audio and video recorded for later transcription and thematic analysis.
In principle the focus group was going to be recorded only with audio, but due to the change
from an in-person session to a remote session, this was switched to audio and video due to the
technical issues related with recording only audio. Consent was gained before the recording
and then confirmed in writing after the focus group. The slides included in the focus group are
included in the appendices (see Appendix.

The informal chat followed a similar outline but focused primarily on specific questions

relating to the nomenclature variants relating to fish species.

Post-focus group evaluation questionnaire The post-focus group evaluation question-
naire consisted of two sections: one which focused on the findings of the research, how they
were presented and if the participants’ could envisage any relevant application of the method to
their work. The second focused more on the outreach day itself. The evaluation questionnaire

was sent via link to participants at the end of the focus group for completion, as with the
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pre-focus group questionnaire. It had been planned to ask participants to complete at the end
of the day was because the focus group would still be fresh in their mind and also because it
reduced the possibility of not receiving the input. This was not, however, possible due to the

current circumstances surrounding the pandemic.

Analysis of focus group data

For the focus group analysis, I followed the steps as set out in [24]. NVivo was used for the
task because it was a suitable thematic analysis tool for the task, particularly to help order
the themes arising from the discussion in a coherent hierarchy. The program also has useful
visualisation features. The small number of participants meant that some of the visualisations
were not as useful as when working with larger datasets.

I was interested in the results of the participants not only to see if they concurred as to
my analysis, but also to see if they agreed that the method could be applied in any way to
their areas of work. Therefore part of the analysis was based on how the comments made by
participants concurred or disagreed with my assertions in the results.

Part of the afternoon was more exploratory, in which I was exploring the participants opin-
ions on certain areas. This was being used to explore how they organised issues relating to
ambiguity and clarity in nomenclature usage. Therefore in the thematic analysis of those sec-
tions I was more inductive in my approach, to see if the same themes and organisation of themes
came out as in my research, or not.

The other aspect of the research was more like outreach and evaluation of my method from
their perspective, and so was a more straight-forward analysis to feed into the results and also
to serve as validation for the research and my approach in itself.

The informal chat analysis was also included and analysed in conjunction with the analysis

of the focus group in Chapter [7]



Chapter 4

Phases 0 and 1: Work flow design

and preliminary results

Phases 0 and 1 constitute the main design cycle part of the thesis and aimed to better under-
stand the test data to develop a method to respond to Objective 1: “Model the hierarchy of
relations between units of nomenclature as used in a specific corpus (by extracting the relevant
information)”. In the context of the design science model, these phases refer principally to the

design cycle. There was a pilot stage (Phase 0), as described in Section which focused

on the extraction of trophic interactions and [nomenclature references| Five classes of words

were identified in the pilot phase, which were then used to adapt Word Sketches to look at
both noun hierarchies between different types of nomenclature reference and the interaction
verbs that join them. During this stage a number of complexities involved in extracting and
profiling nomenclature usage were identified, relating to shifting and multiple meaning of the
different classes and the interaction between taxonomies and scientific nomenclature. Therefore
the subsequent phases (Phase 1 and beyond) of the thesis focused specifically on nomenclature
profiling. Trophic interactions would constitute further work.

The first section of the chapter relates to Phase 0. It outlines the identification of classes
of words within the concept of nomenclature and the study and categorisation of linguistic
patterns which denoted semantic relationships between these classes. This formed the basis of
later stages of the research in building the relation network graphs. Preliminary work relating
to trophic interactions took place in Phase 0 and is also described here. While not pursued in
this thesis, there were some important findings that are relevant for future work.

The subsequent sections of the chapter relate to Phase 1, where relation network graphs,

the graph visualisations developed for profiling in this research, are introduced. There are two

86



4.1 Phase 0: Extraction and representation of nomenclature references and trophic
87 interactions

sections relating to relation network graphs: one which introduces the filtering mechanisms
used to adjust their characteristics, and another which looks at how specific characteristics of
the graphs can be used for disambiguation purposes. Finally, there is a section which considers
how framing the data in different ways affects the result of the profiling. These sections involve

the preliminary findings of the research which were used to define the method used.

4.1 Phase 0: Extraction and representation of nomencla-

ture references and trophic interactions

The initial phase of the research focused on identifying patterns of behaviour between different
classes of words in the test corpus, including the relations between nomenclature-related nouns,
as well as the patterns of usage as regards specific verb forms that indicated trophic interactions.
The pilot stage used the Zenodo corpus (see Section in its explorations and annotation
in the column of the Sketch Engine vertical WPL file meant that Word Sketches could
be produced on the classes defined.

Five classes were defined as relevant to the identification of nomenclature classes:

e SCI1, which was used to define first or one word scientific nomenclature references (genus

or higher)
e SCI2, for second word scientific nomenclature references (species level references)

e NCOM for vernacular, or common variant terms

NGENCOLL for general collective terms such as species, fish, etc.
e NGENPRT lifestage terms such as egg (see the annotation schema in Section [3.5.2)

On top of the five noun classes, there was one (TI) which was used to denote a trophic
interaction, represented by “eat”, “feed”, “consume”.
The process is summarised here (a full description can be found in Section [3.5.2):

e Identify suitable corpus (Zenodo) and process (OCR)

Upload corpus to Sketch Engine and download processed WPL file (with POS tagging,
etc.)

Perform NER tagging using the classes identified (with classes in the lempos column)

Upload tagged corpus to Sketch Engine

Study Word Sketches manually to identify hierarchies and patterns in trophic interactions
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4.1.1 Class hierarchy

Phase 0 was used as the preliminary step in the research to see if hierarchical relations between

different levels of nomenclature references| (ranking of scientific nomenclature, or from more

general to more specific terms) could be extracted using adapted Word Sketches. This line of
investigation was followed because of previous work relating to the principle of Hearst Patterns
and also the Head-Modifier principle , explained in more detail in Chapters [2| and
Word Sketches for the five classes were downloaded in [CSV] format. An example can be
seen in Table [{:1] in which the collocations of SCI1 broken down into relation patterns can be
seen. On the basis of these Word Sketches, a breakdown of the patterns of behaviour for the

different classes in relation to other classes was developed.

Table 4.1: Example of SCI1 Word Sketch with breakdown of relations and collocations

‘ keyword pos name hits score coll hits score
‘ SCI1 -n modifiers of X 1376  17.68 scil 490 1145
‘ SCI1 -n modifiers of X 1376  17.68 genus 22 8.98

SCI1 -n modifiers of X 1376  17.68 large 31 8.93

SCI1 -n modifiers of X 1376  17.68 hydrophilidae 20 8.87

SCI1 -n modifiers of X 1376  17.68 family 19 8.76
‘ SCI1 -n modifiers of X 1376  17.68 larval 19 8.71
‘ SCI1 -n modifiers of X 1376  17.68 spp. 10 7.85
‘ SCI1 -n modifiers of X 1376  17.68 sci2 11 7.67
‘ SCI1 -n modifiers of X 1376  17.68 pooled 6 7.12
‘ SCI1 -n modifiers of X 1376  17.68 mm. 6 7.12
‘ SCI1 -n nouns modified by X 4332  55.66 sci2 926 12.4
‘ SCI1 -n nouns modified by X 4332  55.66 scil 490 1145
‘ SCI1 -n nouns modified by X 4332  55.66 sp 390 11.36
‘ SCI1 -n nouns modified by X 4332  55.66 ngenprt 199  10.27
| sCI1 -n verbs with X as object 228  2.93 ti 32 10.43

Table provides the different relations of interest identified between the different classes,
according to the Word Sketch grammatical and semantic relations.

Relations of interest were those identified as being hierarchical in nature and were assigned
as parent-child relations accordingly. In the case of this research, the decision was made to

conflate all the relations as parent-child because of the main focus on nomenclature usage in
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Table 4.2: Hierarchical relations identified by class in Word Sketches

Annotation Relationship described Related annotation

NGENCOLL  “the generic of” SCI1, NCOM, NGENCOLL, NGENPRT, SCI2

NGENCOLL  “has part” SCI1, SCI2

NGENCOLL  “as modifier of” NGENCOLL, NGENPRT

NGENCOLL  prepositional phrases SCI1 (e.g. species of — “the generic of” type
relation)

SCI1 “modifiers of” SCI1 (often misidentified lists)

SCI1 “modifiers of” SCI2, sp., NGENPRT, L., spp. (species to
genus relations — “generic of” type relation)

SCI2 “modified by”, “is a type of”  SCI1 (genus to species relations); NCOM (lat-
ter show explicative relations where the com-
mon name is given followed by the scientific
name)

NCOM “is a” NGENCOLL

NCOM “modifies” NGENPRT (explicative)

and between families. Future work would look at separating out the relations to provide a
more granular view. For visualisation purposes, these results were converted into simple graphs
manually (Figure which show the hierarchies that can be identified in the data. The arrows
show the relation from parent to child (arrow indicating the child of the relation). The yellow
nodes indicate the classes as tagged and show the different paths of the hierarchy in according
with the relations identified. To clarify the following hierarchies can be identified here as a
result of the Word Sketches extracted:

¢ NGENCOLL-SCI1-SCI2
e NGENCOLL-SCI1-NGENPRT

e SCI1-SCI1 (SCIL is broad (it can relate to any term from genus level up the taxonomic
hierarchy)

It is worthy of note that the relations identified with NGENPRT passed through SCI1 rather
than SCI2. NGENPRT and NGENCOLL only formed part of the tagging for this preliminary
stage of the research. The nodes not highlighted in yellow were those that came out because of
some abbreviations relating to nomenclature usage but were not included here.

These graphs formed the basis of the visualisation throughout the rest of the investigation,

the difference being that these classes were used to control the Word Sketch output and the

individual pomenclature references| appeared in each of the nodes, as can be seen in Section [£.2]

The next section describes the preliminary investigation into trophic interactions.
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4.1.2 Trophic interactions

Trophic interactions were explored in Phase 0, in the same way as the noun class hierarchies
were explored in the previous section. The literature review (see Chapter [2]) highlighted many
complications in the reality of biological taxonomies and nomenclature usage, and the pre-
liminary investigations in Phase 0 confirmed that profiling nomenclature would be sufficiently
complicated to warrant a whole thesis, so the interaction work ceased after the pilot phase of the
research. Despite this, the preliminary exploration revealed some interesting results as regards
interactions. Vernacular variants and general terms were clearly preferred terms compared to
scientific nomenclature when looking at direct subjects and objects in relation to interaction
words (verbs such as “eat”, “consume” and “feed”). The actual numbers identified were cal-
culated using CQL queries, as shown in Figure 4.1} This clearly shows the heavy weighting
towards common (vernacular) and general terms in finding direct links to trophic interactions

identified in the corpus.

[scientific_name="SCI"] within [ws{".*-n",".*object.*","|feed | eat| consume)-v"}] lempos 32
[scientific_name="SCI"] within [ws(".*-n",".*subject.*","(feed | eat| consume)-v"}] lempos 10
[scientific_name="SCI|COM | GEN"] within [ws{".*-n",".*object.*","(feed | eat| consume)-v")] lempos 224
[scientific_name="SCI|COM | GEN"] within [ws(".*-n",".*subject.*","|feed | eat| consume}-v")]  lempos 154
[scientific_name="GEN"] within [ws{".*-n",".*object.*","(feed | eat| consume}-v"}] lempos 151
[scientific_name="COM"] within [ws(".*-n",".*object.*","(feed | eat | consume)-v"}] lempos 41
[scientific_name="COM"] within [ws(".*-n",".*subject.*","(feed | eat| consume}-v"}] lempos 34
[scientific_name="GEN"] within [ws{".*-n",".*subject.*","(feed | eat| consume}-v"}] lempos 110

Figure 4.1: Zenodo corpus: CQL query calculation of classes identified in trophic interaction

Figure [9.2] provides a graph representation using the Cytoscape tool employed later in the
research to demonstrate how in future research further links could be identified. This represen-
tation was produced solely to aid visualisation of possible future avenues of investigation (links
between trophic interaction words, through common and general terms, to scientific terms).
The nodes now represent examples of nomenclature terms from the corpus instead of classes
and the node “consume” represents all trophic interaction words tagged. No arrows were in-
cluded in this graph because of the way trophic interactions have been identified through pairs
in the Word Sketches. The different colours and sizes of the nodes are related to neighbour-
hood connectivity and closeness centrality measures that are used later in the thesis but are
not relevant here. The relevance of this graph is to see the links, even at this nascent stage,
between the interaction word, general and common terms through to scientific terms. These
considerations were used to inform the analysis of the differences between scientific name and

vernacular variant usage throughout the rest of this thesis and are relevant to some of the



91 4.2 Phase 1

comments made in the expert evaluation in Chapter [7]

4.2 Phase 1

Phase 1 consisted of working to develop further insight into the representation of a simple hi-

erarchy of relations between [nomenclature references| for later nomenclature profiling. Nomen-

clature profiling is the profiling of a specific nomenclature term using its relation with other
terms in a specific corpus. Phase 0 demonstrated how the hierarchy of relations between classes
could be modelled. These classes and relations between the classes identified in Phase 0 were
used as parameters by which to restrict Word Sketch output to these entities. The switch from
class nodes to individual nodes resulted in the production of more complex graphs, and as a
consequence, the potential for more complex hierarchies. Phase 1 focused on the production of
these more complex graphs, to produce what have been called relation network graphs because
of the way they create a network of relations in a graph form. The process to do this is described
in detail in the Research Design (see Section . It focused on automating the Word Sketch
capture through an API because of the increased number of Word Sketches and the compiling
of these as edge lists which represented the collocated terms and the relations between them.
The sections that follow focus on four different variables that have been manipulated to
highlight different qualities of the data in the production of these graphs. The first two are
related to filtering: frequency and salience. The second two are related to how nomenclature
usage is analysed: scientific nomenclature terms often comprise multi-word units. The data
has been analysed from two different perspectives: one in which all the words from a term are
considered as separate units (original), then another in which the multi-word terms are joined
by an underscore so they are considered one (unified). A comparison was then performed to

see how this affects the results.

4.2.1 Filtering using relation network graphs

Word Sketches, as described in Sections and provide a summary of a word’s be-
haviour in context using syntactic patterns and collocations. The statistical information given
as part of the Word Sketch is the salience (statistical association) of the relation (syntactic col-
location) plus the frequency at which the two words appear in that same grammatical construct
across the corpus. Salience is calculated by using logDice, as described in Section [3.4.1] Impor-
tantly, the salience measure is defined by the specific Word Sketch because it refers specifically
to the relation between the two words in question within the test corpus, while the frequency
is simply the number of times that relation appears in the corpus. The combination of these

different features therefore provides a multi-faceted summary of a word’s behaviour for analysis.
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These identify different aspects of a word’s behaviour in a particular corpus plus the weighting
of these features, much like word embeddings identify features of a word’s behaviour in context
in the calculation of its vector. Section 1l outlined how I identified semantic relations between
classes of nomenclature according to the syntactic collocations. This section considers how the
two weighting measures, salience and frequency, can be used to filter the relations extracted
from all the Word Sketches extracted from the corpus in an attempt to find a suitable way to
present the information and how these two measures affect said representation. Full details of
the Word Sketches extracted in Phase 1 can be found in Section [3.5.21 The characteristics of
these measures as described in Section led to the supposition that frequency would be a
useful filtering tool to highlight frequent terms and relation patterns between them, whereas
salience might be able to highlight relations which indicate a very specific usage.

The analyses below were performed on two versions of the JEFF corpus: the original JEFF
corpus (which treated each nomenclature reference word separately) and the unified JEFF
corpus (which treated multi-word nomenclature terms as one). The graphs were created as
described in Section [3.5] Each node represents a nomenclature reference, with the relations

again being indicated as parent-child with the arrow pointing down the hierarchy (to the child).

Frequency

Both the original and the unified JEFF corpora analysis scenarios produced a pronounced
long tail of relations. Analysis of the original JEFF corpus identifies 1613 relations, 932 of
which appear only once in the corpus (see Table for full breakdown with rising frequency
threshold). Analysis of the unified JEFF corpus identifies 1384 relations, 1126 of which appear
only once (see Table for full breakdown).

Table 4.3: Original JEFF corpus breakdown of relations ID’d (frequency threshold)
Frequency threshold No of rels ID’d

No filter 1613
5 hits or over 283
10 hits or over 170
15 hits or over 115
20 hits or over 83
25 hits or over 63
30 hits or over 53
35 hits or over 47
40 hits or over 41
45 hits or over 36

50 hits or over 34
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Table 4.4: Unified JEFF corpus breakdown of relations ID’d (frequency threshold)
Frequency threshold No of rels ID’d

No filter 1384
5 hits or over 55
10 hits or over 30
15 hits or over 20
20 hits or over 10
25 hits or over 7

30 hits or over
35 hits or over
40 hits or over
45 hits or over
50 hits or over

SO S SN

This long-tail in lexicon is known as a Zipfian distribution. The drop in relations was even
more marked in the unified corpus. Single data points cannot be generalised, so frequency was
considered suitable to filter nodes in order to untangle the web to a certain degree. Sufficient
relations were necessary to identify trends in the data for later profiling.

Increasing filter thresholds were applied. The higher filters significantly reduced the number
of hits, which when creating graphs resulted in an easier to read graph. The analysis in this
stage focused on edges (relations) and nodes (nomenclature terms) relating to salmon and trout
mentions in the original JEFF corpus. This focus was chosen because of the high frequency of
terms related to this family (Salmonidae), making them a suitable example to explore profiling

possibilities.

- Salmonidae
+ Prosopium

+ Coregonus
+ Stenodus

+ Hucho

+ Parahucho

+ Salmo

+ Salvelinus

+ Oncorhynchus
+ Salvethymus
+ Brachymystax
+ Thymallus

Figure 4.2: Extract from VTO [151]

Figures [9.3] 0.4 and [9.5] can be compared see the difference in the readability of the graphs

produced. The graphs show the progression of reduced relations and nodes as the frequency filter



Chapter 4: Phases 0 and 1: Work flow design and preliminary results 94

increases. This results in easier to read graphs as the relations and nodes become more visible.
Figure produces a graph that is difficult to analyse visually because of the sheer number of
nodes and how intertwined all the nodes are with multiple relations. However, Figures and
both produce graphs which the nodes and relations between them can be visually analysed,
because there are clear parent to child relation links between specific nodes that fit with the
nomenclature. Here, the relations between references are recognisable as real nomenclature
terms relating to species or relations between linked common and scientific terminology, showing
how these thresholds could be used to start to profile the usage of particular terms. In the
original corpus, filtered for relations which have at least 20 hits, a number of interesting links
were identified between different scientific nomenclature terms and the common names salmon
and trout (see Figure . The profile here correctly demonstrates the links between Salmo,
Oncorhynchus and Salvelinus genera, which are all part of the Salmonidae family, as Figure
an extract from the Vertebrate Taxonomy Ontology shows [150]. This profile also
shows us that trout is used for all three genera, and salmon in this case one genus. A search
on various taxonomic resources confirmed that salmon and trout are both used for different
species within the same genera. These distinctions were clearly profiled in the graph according
to the evidence in the test corpus. The frequency filter is shown here to present a profile which
highlights frequent nomenclature, also particularly emphasising in that case vernacular variants,
which would suggests that frequency would be suitable for nomenclature that is widespread in
a corpus and to profile scientific nomenclature against vernacular variants for disambiguation
purposes.

The hits over 10 graph revealed further links between salmon and Oncorhynchus (see Figure
, and an increase in the number of relations. Visually it was harder to discern the interesting
links but it should also be recognised that a number of valid relations were identified that were
missing from the over 20 hits graph, including all the Coregonus profile relations (in the top
right of the Figure. This indicates that different filter thresholds would be useful depending
on the focus of the analysis and the test corpus size.

As regards the lower filters, it would be possible to zoom into the graph in Cytoscape to
identify identify correct relations. However, there was also a higher frequency of grouping
relations identified, where terms would be identified as being related because they appear in a
similar habitat, for example in Figure [0.6]

The analysis here suggested that filtering for frequency suggests that the higher the filter,
the higher precision or accuracy of the results, but to the cost of other relations which are
valid but less frequent, so finding a suitable filter threshold would be a question of balance and
probably would depend on the purpose of the investigation. This is examined further in the
methodology evaluation chapter (see Chapter . Salience was then explored to contrast the

filter qualities of this measure.
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Salience

The initial thought was that salience would emphasise less frequent, stronger relations in the
corpus, in contrast with frequency which seems to emphasise widely-used terms. The prelimi-
nary findings, which are explored in this section, indicated that this was the case. In the case
of salience filtering, high numbers of relations between terms were identified and the number
decreased very slowly as the filter threshold increased. The number of nodes in the graph only
reduced significantly when filtering for a very high salience threshold (no filter: 1613 relations,
salience 10 filter: 974 relations, salience 13.5: 172 relations), by which point many other impor-
tant links had been lost, as salience 13.5 is nearly as high as salience filtering can go, with the
upper limit being 14. This made it difficult to perform an analysis across the whole corpus. To
overcome this issue, salience was used to analyse subsections of the corpus. The subsection was
defined by studying solely relations linked to the Salmonidae family. This was again because
of the frequency of relations within this family identified, with the thought that this would
reveal interesting profiles to analyse. Figure focuses solely on the Salmo part of the original
JEFF corpus and is filtered for salience of 9 (about mid-range for the salience of the relations
identified). The number of edges and nodes are still high, but it is becoming easier to discern
the interesting links: a mix of common and general terms (fish and species) as well as coherent
links relating to Salmo, Oncorhynchus and how they are interconnected particularly through
the vernacular variants salmon and trout.

Figure shows the same focus on Salmo-linked mentions, filtered for salience 10. The
picture here is clear: the more general and the vernacular variants (such as salmon, trout,
species) serve as linking points through different parts of the graphs. The graph formation and
shape will be discussed further at the end of this chapter.

These preliminary findings indicate that while frequency gives more weight to frequent,
widespread relations in the corpus, salience tends towards maintaining highly specific relations,
as you would expect from the description of the measure in Chapter [3| (see Section . As
nomenclature itself represents very specific collocations, in these cases the different filters may
be used to identify profiles of nomenclature usage that are a central theme in the corpus versus
outliers as regards nomenclature used in a corpus. The results also indicated that salience could
be used to focus on specific groups of nomenclature which would reduce the original number
of nodes and edges in the graph. These aspects, as well as combining frequency and salience
filters, are explored further in the Chapter

4.2.2 Nomenclature profiling using relation network graphs

This research identified that nomenclature usage could be profiled using graph visualisations and

that differences and characteristics of the nomenclature could be discerned in this way. Section



Chapter 4: Phases 0 and 1: Work flow design and preliminary results 96

[B:4:3] outlined research and applications of collocation networks to better visualise relations
between different words in corpus linguistics. Here I applied this technique to visualise the
profiles of nomenclature terms by the relations between them.

Cytoscape, the program used to create the network graphs in this thesis, has features which
apply specific network analysis measures to the data in question. Exploration of the data
through these graphs revealed a number of patterns in the behaviour as regards the nodes and
relations between them. The measures that were studied in this thesis are specifically neigh-
bourhood connectivity, closeness centrality and edge counts, because of the patterns identified
in the data. These aspects of network analysis were used to identify features of nodes and edges
within the graphs produced to see if they could be used to identify the taxonomic ranking of
particular nodes, or other identifying features.

Firstly, for information, a brief definition of the measures being explored here:

e Neighbourhood connectivity measures the connectivity of a node in accordance with the
number of neighbours it has. It is defined as the “average connectivity of all neighbours
of n”. [140]

e Closeness centrality is a measure that reflects the speed by which information spreads
from one node to other reachable nodes in the network |140]. The calculation takes the
average of the shortest path length from the node in question to all the other nodes in

the network.
e Edge count is the number of edges that come into or go out of a node.

The study of the graphs revealed that certain nodes had contrasting and consistent charac-
teristics as regards these measures. The following sections evaluate the capacity and reliability
of this technique in the profiling and disambiguation of nomenclature terms (ranking, links
from one to another). The following sections will go into detail about the specifics of the

characteristics.

Hubs

Clusters of nodes were identified in the graphs. The term hubs was chosen to describe these
groups of nodes all connected by one central node. These hubs occur both in isolation and
connected to the main graph (often through the central node). It was also discovered that the
nodes surrounding the central node and the central node have contrasting qualities which aid
in their identification.

These nodes were identified as having specific characteristics:
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Table 4.5: Filtering requirements for hub (central or surrounding) node definition

Node type Edge count NC ccC
Central node 3 or more  Bottom third of range 0.4-1
Surrounding nodes Under 3 Top half of range 0-0.4

e Central nodes (node in the centre of a hub): These nodes have been found to have clas-
sification qualities, in that they occupy a position higher up the hierarchy than the sur-
rounding nodes. They have also been found to sometimes have disambiguation qualities,

when a word can either represent a species- or a genus-level term.

e Surrounding nodes (nodes surrounding a central node): These surrounding nodes tend to

be a rank lower than the central hub node.

Figures and demonstrate the contrasting neighbourhood connectivity and close-
ness centrality of central (relatively high closeness centrality (CC)) and cluster (relatively high
neighbourhood connectivity (NC)) nodes in the original corpus. Arrows indicate source to tar-
get (parent to child) relations. This tells us that a node that, in the graph, is higher up the
hierarchy (as a hub node - a node which is the source of a number of relations) will have a high
CC and relatively low NC, whereas a node lower down the hierarchy (a surrounding node - a
node which is the target of one or few relations) will have a high NC and low CC.

One other type of node has also been identified, but its characteristics are less defined.

e Linking nodes: These nodes group different parts of the graph through common terms,
often linking different hubs, as can be seen in Figure where disambiguation of the

links between trout, salmon and different genera of the Salmonidae family are shown.

Having identified these nodes manually, it was then necessary to see if there were more
concrete ways of identifying these nodes and if these patterns could be seen in other parts of
the graph, not just as regards the Salmonidae family which involved the relations with the
highest frequencies in this corpus.

Cytoscape filtering options were used to filter the graphs to identify nodes that matched
the central and surrounding hub node characteristics identified (see Figure 4.5). The central
hub nodes also included a filter for the node to have at least 3 edges linked to it, as this was
seen to be an important feature (to be classified as a hub it would have to be connected to at
least 3 other nodes). These filters were defined through the manual identification of hub and
surrounding nodes as described above, plus the calculation of the values for these measures in

the cases identified.
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Two different ways were identified to select hubs in Cytoscape: the first was to follow the
filtering options in Figure above: select the central hub nodes according to the central hub
filter plus select the nodes according to the surrounding hub filter and looking at all these
together. The second option in Cytoscape was to identify the central hub nodes using the
requirements in Figure [£.5] and then look at what is connected to them through the Cytoscape
feature to select related nodes. This can be explored in full using the Cytoscape files in Appendix

Having identified an automatic filter to select hub and surrounding nodes, I then developed
a theory as to how to use this to identify specific semantic characteristics of a node, depending
on whether it was a hub or a surrounding node. The definitions are set out in Table The
testing of this hypothesis is described in the subsequent sections of the chapter, which considers
how data can be presented, or framed, in different ways, depending on whether a nomenclature

term is considered on a per word basis (original) or unified as one (unified).



4.2 Phase 1

99

(pougep

(uoryeoyisserd)

I1opJo ‘Aiurej ¢(e3eys

(qygy | Tom A£10a jou) | ydeid o1y jo syred Jueld) | -9JI] PUR SAI}ID[[0D)

oo 10 ¢ | (1-6°0) USIH | dog) YSIH | opou Ul | -JIp Usemjaq opou Sumyul] | [eroussd ‘fuowrtod
‘[9AS] UOT)

(e3urer jo payy opou | -edlIsse[D - sqNI JO sopou [ers

A0 10 ¢ | (1-¢°0) YSIH | Wo0330q) MOT | [RIJUSD - U | [RIJUSD JO UOIJRIYIULP] | -USS {Uowod {Snusl
(1x03100
IOUI0  UI  [9A9]  SNUOST
(o8urex OS[R SowWIRU [oA9] So10ads
(70°0 | 3o jrey doy 10 opou | Aueu) UOTYeNSIqUIBSTD

¢ Iopun 0) Mo | yyyy doy) yStyg | Ino - qny | ‘(sewads se) uorjeoyisser) | (ared jdedoxa) seroads

uo1}drios
unod a8py )0 ON | -op 9pPON Surtues\ UOI)edYIIuapPl SPON

Suruoryisod ydets pue squy YSNOIY) SOTISLISIORIRYD 9POU JO UOIYedYIIUSP] :9°F 9[qR],




Chapter 4: Phases 0 and 1: Work flow design and preliminary results 100

4.2.3 Original corpus: general profile characteristics

The previous sections in this chapter have outlined the preliminary findings are regards profiling
of nomenclature through their visualisation in relation network graphs. The shapes of the graphs
serve to identify hierarchies between terms and groupings of linked terms, as can be seen in
Figure [9.12] Here the term “species” acts to group other terms together, linking out to a
number of genus level terms, such as “Salmo” and “Salvelinus” and “Rutilus”, which in turn
link down to species level terms such as “trutta”, “alpinus” and “rutilus”. This demonstrates
how hierarchies are extracted from the general term species at the top, through the genus-
level and species-level terms. Figure also clearly demonstrates how species level terms
tend to huddle around a genus central hub node, as described in the previous section. Finally,
Figure [9.12) also shows how common names such as “salmon” and “trout” link different species
together, through the species-level terms in this graph. These are the characteristics that can
be used to profile the meaning of a nomenclature term in relation to the other terms in the

corpus.

4.2.4 Data framing: original versus unified JEFF corpus

As described previously, refers to the fact that data can be presented, or framed,
in different ways depending on the purpose of an analysis. In the case of this thesis the data in
question is the nomenclature. Nomenclature terms are often made up of multiple words, but
each word is also a building block that refers to the taxonomic hierarchy. This means that the

terms can be treated in various ways.

For this reason, I decided to study the profiles resulting from the extraction of nomenclature
terms and the links between them in narrative text in two different ways, by treating the multi-
word terms that make up scientific nomenclature as either single or multiple units. The previous
sections only considered the JEFF corpus in its original form, treating each word within the
nomenclature as a separate entity. In the original form a binomial nomenclature term comprises
two separate units, the genus unit and the species unit. This is useful in its own right because
each term has a meaning on its own. However, really it is the combination of the two which
represents the taxonomic entity itself as a physical concept. For this reason, the corpus was

also processed according to this logic to see how it affected the profiles extracted.

The following sections look at the profile characteristics of the data extracted from the

unified corpus, and makes a comparison with the original corpus profile characteristics.
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Unified corpus: general profile characteristics

Figure extracted from the unified corpus, displays some different characteristics. We
still identify a hierarchy but the characteristics of the graph and hierarchy changes. Hubs are
mainly centred around common name variants (such as trout), or general-type (such as species,
as before) and also general life-stage terms such as larva. By joining the multi-word terms to
make them single units a layer of the hierarchy has been removed (in that you do not see a
path from genus to species as this now represents one node, not two). However, this also means
that the nomenclature term, which refers to a physical taxonomic entity, is considered as a
unit. This changes the way each node relates to each other. In the original corpus, vernacular
variants link through the graph to the species level nodes, which makes sense from the point of
view that the common name refers to the species-level segment of the term, and can be used
to highlight the way that a mix of species from different genera share common names in the
nomenclature, and also highlights the link between common names and the species-level term
itself, not the genus. However, the unified term corpus highlights the grouping role of common
and general names and emphasises the physical reality of taxonomic entities, or species. These

different characteristics are described in the next section.

Original and unified JEFF corpora: comparison of profile characteristics using
hub selection criteria Sections [1.2.3] and [£:2.4] have provided general descriptions of the
differences between the profiles extracted from the original and the unified JEFF corpora. To
formalise the observations and also test the criteria developed in Section [4.2.2] analyses using
these criteria on both the original and unified JEFF corpus were performed. The results are
based on graphs which include relations with frequencies of 10 or more, or frequencies of 20 or
more respectively for the original corpus, and frequencies of 5 or more for the unified corpus
(the unified corpus had fewer numbers of higher frequency relations). They were filtered for the
criteria set for identifying hubs and surrounding nodes, and the node contents were compared
with the [VTO]to obtain information as to their scientific nomenclature ranking. In the case of
the original corpus, the central hub nodes are nearly exclusively genus-level nodes, surrounded
by species-level nodes. For example, in Figures [9.10] and Coregonus is a genus-level word
for a type of Salmonidae. The surrounding nodes are all species-level words of this genus.
Further examples can be seen by referring back to Figure with the nodes Salvelinus and
Oncorhynchus. In some cases there are other nodes connected to some of these surrounding
nodes. For example, Coregonus lavaretus is connected to whitefish, which is a common name
for this species. Both Coregonus nasus and Chondostroma nasus are examples of species, but
the former is a species within the family Salmonidae, the latter within the family Cyprinidae.

In the unified corpus, the central nodes are normally common names or general-type names,
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surrounded by genus_species names. Figures and provide examples (these are zoomed
in perspectives from Figure. Species of various genera maybe called either salmon or trout,
respectively. There is no clear distinction that matches a genus name to a specific common
name. It is important to note that the profiles are correct but not complete in comparison with
the VTO, as it is a reflection of only what is in the corpus. To fully explore the data for both
corpora, please follow the link in Appendix [C} It is not possible to reproduce all the graphs in
their entirety on A4 paper.

The results of the filtering according to the definitions for central and surrounding hub nodes
produced the outcomes in Table [4.7]
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These analyses show that the higher frequencies are more stable and reliable. The links
themselves tend to be correct but the semantic grouping (genus, species, general) of the node
itself varies more in lower frequencies. The surrounding nodes seem to have more stable char-

acteristics than the central nodes.

4.3 Preliminary findings from Phases 0 and 1

The first stages of the research set out to explore the data and identify the linguistic patterns
and classes to be used in the subsequent stages of the research design. This stage identified the
relations of interest and assigned them as parent-child relations (decided which was the parent,
which the child). All were grouped in this way as every relation of interest had a hierarchical
element. This grouping was chosen simplicity in developing the method and because of the
qualities of the references being investigated.

Subsequent aspects of the research in these stages aimed to identify the effect of different
filter parameters on the data output and the effects of framing the nomenclature according to
separate word units (original) or unifying multi-word nomenclature terms as one (unified). The
results of the filtering research indicated that frequency is a good general filter for the data
at hand because of the Zipf’s Law long-tail distribution of lexical items. Frequency removed
outliers and quickly resulted in a network graph in which different relations can be identified.
Salience maintained higher numbers of relations for longer which highlights its focus on strong,
unique collocations. This made it difficult to use across the whole corpora. In studies using
a subsection of the graph, however, salience was shown to identify relations accurately. The
differences between salience and frequency are explored in a more systematic way in Chapter

Hubs were identified as a characteristic of the graph representations that aided interpretation
of the information in the graphs. Hubs consist of nodes which are surrounded by many other
nodes, with the hub node having a grouping function, in that its meaning is more general than
the nodes surrounding it. Patterns in neighbourhood connectivity and closeness centrality were
found to be useful to automatically filter and identify such nodes.

Finally, an exploration of the impact of framing the data in different ways helped to high-
light differences in the output of the graphs, depending on whether nomenclature terms are
treated as single units (unified) or multiple ones (original). The hierarchies extracted from
each demonstrated that the original corpus, which treats multiple word nomenclature terms
as various separate units, highlights the links between genus-level and species-level terms, and
links between species-level terms and common names. In the unified corpus, which treats each

term and a single unit (as relating to a physical entity) highlights the links between common
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and general terms as hubs which collect species’ names (binomial nomenclature terms) around

them. These findings were applied in the subsequent phases of the research.



Chapter 5

Phase 2: Method validation and

technical evaluation

This chapter presents the results of the method validation and technical evaluation developed
for this thesis as described in Section It can be considered to form part of the relevance
cycle in that this is an evaluation of the method developed in the design cycle. While it is
a technical evaluation, it places the evaluation in the domain as the process consisted of a
comparison between the Vertebrate Taxonomy Ontology and the [nomenclature pairs|
extracted from the two test corpora, JEFF and WEB. The method developed for this thesis

constitutes part of the research contribution, so a validation of the method was necessary to

ensure it did actually extract the relations as intended. The method was also evaluated to
measure the precision to which it extracted nomenclature pair relations, and also to evaluate
qualitative differences between the different filter parameters in a systematic way, to build
on the preliminary conclusions drawn in Chapter The method was later applied to real-
life scenarios, described in Chapter [ This validation and evaluation chapter therefore sets

out the work which responds to Objective 3, “to produce an evaluation method to compare

the jnomenclature pairs| identified for precision, recall (quantitative measures) and differences

(quantitative and qualitative measures) between the different expressions of knowledge (RQ2)”.

5.1 Chapter overview

The validation and evaluation process was split into two stages of analysis: an overview analysis
and a detailed analysis. The systematic evaluation of the filtering parameters spanned both

analyses and will be included as such in this chapter. The overview analysis consisted of an

106
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5.1 Chapter overview

automatic precision analysis, which provided simple quantitative results relating to the number

of nomenclature pairs|identified and the relative precision against the VTO for the respective

corpora according to three different annotation and Word Sketch scenarios (as set out in Table

51).

Table 5.1: Corpus tagging and names

Scenario Analysis Corpus GNRD list Word Sketch list Corpus label

1 Overview JEFF full JEFF JEFF full JEFF (JEFF, WS full)

1 Overview WEB full JEFF JEFF full WEB (JEFF, WS full)

2 Overview JEFF full JEFF JEFF full JEFF (JEFF, WS full)

2 Overview WEB full WEB WEB full WEB (WEB, full)

3 Overview JEFF full JEFF JEFF subsection JEFF (JEFF, WS subsection)
3 Overview WEB full JEFF JEFF subsection WEB (JEFF, WS subsection)
3 Detailed  JEFF full JEFF JEFF subsection JEFF (JEFF, WS subsection)
3 Detailed ~ WEB full JEFF JEFF subsection WEB (JEFF, WS subsection)

This overview analysis was performed on all three scenarios identified to draw conclusions as

to the validity and reliability of the methodology and was used as a basis from which to choose

the most suitable scenario to which to apply the detailed analysis.

The overview analysis

also provided the initial exploration into general trends in the qualitative differences between

frequency and salience as filter parameters.

The detailed analysis was performed manually

and provided a detailed breakdown of the differences between the VTO and the corpora as

annotated and Word Sketches extracted in Scenario 3. This detailed analysis meant that the

automatic precision scores calculated in the overview analysis could be critically analysed,

providing an adjusted precision score. This adjusted precision score was calculated taking into

account any nomenclature pairs correctly identified by the method which were not identified by

the authoritative resources used in the validation. This used the same calculation as the normal

precision score, but was adjusted as to the number of relations considered as “real or correct”

relations (true positives). The adjusted precision and detailed analysis not only served as further

evidence as to the reliability of the method but also served to draw some general evaluative

comments in relation to the authoritative resources used. Finally, the detailed analysis was used

to provide systematic evidence as to the convergence or divergence of filter selectivity between

the frequency and salience parameters, in order to draw more specific conclusions as to their

value as filters.

The chapter is therefore set out as follows:

e Overview analysis (Scenarios 1, 2, 3)

— Nomenclature pair relations identified across all scenarios
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Effect of frequency and salience thresholds on the total number of[nomenclature pairs|

identified across all scenarios

— Precision score: percentage of nomenclature pairs|extracted from each corpus which
match (per corpus and annotation schema)

— Effect of frequency and salience thresholds on the precision calculations (per corpus

and annotation schema)
o Detailed analysis (Scenario 3)

— Detailed analysis of differences between JEFF and WEB corpora versus (for
the JEFF and WEB corpora tagged as in the Scenario 3 description in Table ,
frequency filter 5

— Detailed analysis of differences between JEFF and WEB corpora versus (for
the JEFF and WEB corpora tagged as in the Scenario 3 description in Table 7
dual threshold

e Discussion section which outlines the general findings and conclusions of the validation

and technical evaluation

5.2 Overview analysis

The overview analysis was used to provide a general validation of the method design itself,
evaluate to what overall precision the method extracted 