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ABSTRACT OF DISSERTATION

The Plus-Minus Davenport Constant of Finite Abelian Groups

Let G be a finite abelian group, written additively. The Davenport constant,
D(G), is the smallest positive number s such that any subset of the group G, with
cardinality at least s, contains a non-trivial zero-subsum. We focus on a variation of
the Davenport constant where we allow addition and subtraction in the non-trivial
zero-subsum. This constant is called the plus-minus Davenport constant, D±(G). In
the early 2000’s, Marchan, Ordaz, and Schmid proved that if the cardinality of G is
less than or equal to 100, then the D±(G) = blog2 nc + 1, the basic upper bound,
with few exceptions. The value of D±(G) is primarily known when the rank of G
at most two and the cardinality of G is less than or equal to 100. In most cases,
when D±(G) is known, D±(G) = blog2 |G|c + 1, with the exceptions of when G is
a 3-group or a 5-group. We have studied a class of groups where the cardinality of
G is a product of two prime powers. We look more closely to when the primes are 2
and 3, since the plus-minus Davenport constant of a 2-group attains the basic upper
bound and while the plus-minus Davenport constant of a 3-group does not. To help
us compute D±(G), we define the even plus-minus Davenport constant, De±(G), that
guarantees a pm zero-subsum of even length.

Let Cn be a cyclic group of order n. Then D(Cn) = n and D±(Cn) = blog2 nc+1.
We have shown that De±(Cn) depends on whether n is even or odd. When n is
even and not a power of 2, then De±(Cn) = blog2 nc + 2. When n = 2k, then
De±(Cn) = blog2 nc+ 1. The case when n is odd, De±(Cn) varies depending on how
close n is to a power of 2. We have also shown that a subset containing the Jacobsthal
numbers provides a subset of Cn that does not contain an even pm zero-subsum for
certain values of n.

When G is a finite abelian group, we provide bounds for De±(G). If D±(G) is
known, then we given an improvement to the lower bound of De±(G). Additional
improvements are shown whenG is a direct sum an elementary abelian p-groups where
p is prime. Then we compute the values of De±(Cr

3) when 2 ≤ r ≤ 9 and provide an
optimal lower bound for larger r. For the group C2 ⊕ Cr

3 , D±(C2 ⊕ Cr
3) = De±(Cr

3).
When r < 10, D±(C2 ⊕ Cr

3) does not attain the basic upper bound. We conjecture
that as r increases, D±(C2 ⊕ Cr

3) will not attain the basic upper bound. Now, let
G = Cq

2 ⊕ Cr
3 . We compute the values of D±(G) for general q and small r. In this



case, we show that if D±(G) attains the basic upper bound then so does De±(G).
We then look at the case when the cardinality of G is a product of two prime powers
and show improvements on the lower bound by using the fractional part of log2 p of
each prime. Furthermore, we compute the values of D±(G) when 100 < |G| ≤ 200,
with some exceptions.

KEYWORDS: zero-subsum problem, weighted Davenport constant, additive number
theory
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Chapter 1 Introduction

Let G be a finite abelian group. Note that all definitions and results below appear
later in the dissertation and are unnumbered here.

Definition. The Davenport constant, D(G), is the smallest positive number s such
that for any set {g1, g2, . . . , gs} of s elements in G, allowing repetition, there exists a
non-trivial solution to

α1g1 + α2g2 + · · ·+ αsgs = 0,

where αi ∈ {0, 1}.

This constant was originally defined by Rogers [28]. It was then named after H.
Davenport after his lecture at the Midwest Conference on Group Theory and Num-
ber Theory in 1966, 17. A survey of this zero-subsum problem was given by Caro
[7, 8]. Gao and Geroldinger [14] provided a survey on variations of the Davenport
constant and extended questions on zero-subsum problems. This dissertation focuses
on a variation of the Davenport constant called the plus-minus Davenport constant,
D±(G).

Definition. The plus-minus Davenport constant, D±(G), is defined similarly to D(G)
but instead requires that there exists a non-trivial solution to

α1g1 + α2g2 + · · ·+ αsgs = 0,

where αi ∈ {±1, 0}.

The following results provide bounds for D±(G).

Lemma. Let G be a finite abelian group. Then

D±(G) ≤ blog2 |G|c+ 1.

As a basic example, for cyclic groups Cn of order n,

D±(Cn) = blog2 nc+ 1.

Given the unique factorization provided by the Fundamental Theorem of Finite
Abelian Groups 2.1.1, Adhikari, Grynkiewicz, and Sun 5, Thm. 1.3 provided the
following bounds for D±(G).

Theorem. [5] Let G be a finite abelian group with
G ∼= Cn1 ⊕ Cn2 ⊕ · · · ⊕ Cnr with invariant factor decomposition. Then

r∑
i=1

blog2 nic+ 1 ≤ D±(G) ≤

⌊
r∑
i=1

log2 ni

⌋
+ 1

1



Marchan, Ordaz, and Schmid 20 provided general bounds for D±(G) that do not
depend on the decomposition of G as direct sum of cyclic groups. To optimize the
lower bound, they defined D∗±(G).

Definition. [20] Let G be a finite abelian group. Define

D∗±(G) = max

{
t∑
i=1

blog2 mic+ 1 : G ∼= ⊕ti=1Cm1 , with t, mi ∈ N

}
.

For a finite abelian group G, the bounds below are referred to as our basic upper and
lower bounds,

D∗±(G) ≤ D±(G) ≤ blog2 |G|c+ 1.

Let S ⊂ G where |S| = blog2 |G|c. If there exists a subset S where S does not
contain a plus-minus zero-subsum, then D±(G) attains the basic upper bound. With
the help of subgroups of G, we have an improvement to the lower bound.

Lemma. [16] Let G be a finite abelian group and H be a subgroup of G. Then

D±(G) ≥ D±(G/H) +D±(H)− 1.

Let x ∈ Q then x = blog2 xc + {x}, where {x} is the fractional part of x. An
application of this Lemma is provided in the following result.

Lemma. [20] Let H1, H2 be finite abelian groups such that

D±(Hi) = blog2 |Hi|c+ 1.

and such that {log2 |H1|} + {log2 |H2|} < 1. Then for every finite abelian group G
containing H1 such that G/H1

∼= H2,

D±(G) = blog2 |G|c+ 1.

In particular, if G has a subgroup H such that D±(H) = blog2 |H|c+ 1 and G/H is
a 2-group, then D±(G) = blog2 |G|c+ 1.

Marchan, Ordaz, and Schmid primarly provided results for when the rank of G is
two and when |G| ≤ 100.

Theorem. [20] Let G be a finite abelian group with |G| ≤ 100. Then, D±(G) =
blog2 |G|c+ 1, except when G is isomorphic to C2

3 , C
3
3 , C

2
3 ⊕C9, where the values are

3,4, 5, respectively, and C5 ⊕ C15 where the value is either 6 or 7.

In most cases, they show when a group attains the basic upper bound. As we begin
to understand when D±(G) attains the basic upper bound, we were interested in
investigating the following question.

Question. Let G be a finite abelian group. Then when does D±(G) fall between the
basic lower and upper bounds?

2



It has been shown for p-groups, when p ∈ {3, 5}, that D±(Cn
p ) does not attain the

basic upper bound as n increases. Before providing these results, we first state a
classical result that allows us to compute the plus-minus Davenport constant of p-
groups. Let Fq be the finite field with q elements.

Theorem. [Chevalley-Warning Theorem 29, pg 5] Let f1, . . . , fr be homogeneous
polynomials of degree d1, . . . , dr respectively in n variables over Fq. If n > d1+ · · ·+dr
then {f1, . . . , fr} has a common nontrivial zero over Fq.

Note that Cn
p is an n-dimensional vector space over Fp when p is prime. Thus,

Cn
p
∼= Fnp as vector spaces. The Chevalley-Warning Theorem quickly leads to the

value of D±(Cn
p ) when p ∈ {3, 5}.

Theorem. [32]
D±(Cs

3) = s+ 1.

Mead and Narkiewicz [23], actually uses the Chevalley-Warning Theorem to show the
following result.

Theorem. [23]
D±(Cs

5) = 2s+ 1.

Interestingly, D±(C2 ⊕ Cr
3) is unknown for all n ∈ N since D±(Cr

3) does not attain
the basic upper bound. To help us compute D±(C2 ⊕Cr

3) we look for when a subset
of Cr

3 has a plus-minus zero-subsum of even length.

Definition. Let {g1, g2, . . . , gk} ⊂ G where gi 6= 0. An even PM zero-subsum is an
expression

α1g1 + α2g2 + · · ·+ αkgk = 0,

for some αi ∈ {0,±1} where an even number of αi 6= 0.

Given a set of elements S of G \ {0}, we want to know whether S contains a PM
zero-subsum of even length.

Definition. Let G be a finite abelian group and S ⊂ G, where S = {g1, . . . , gk} and
each gi is non-zero. Define De±(G) to be the smallest possible k such that any such
subset S of cardinality k contains an even PM zero-subsum.

The bounds for De±(G) are provided by the plus-minus Davenport constant of G and
C2 ⊕G.

Proposition. Let G be a finite abelian group. Then

D±(G) ≤ De±(G) ≤ D±(C2 ⊕G).

For cyclic groups Cn the bounds for De±(Cn) are shown in Corollary 2.4.7,

blog2 nc+ 1 ≤ De±(Cn) ≤ blog2 nc+ 2.

3



We show that D±(Cn) = blog2 nc+ 1 is the basic upper bound in Proposition 2.3.2.
We have found that De±(Cn) is not always the upper bound. In Section 3.1, we
introduce the Jacobsthal numbers which help us compute De±(Cn). Proposition
3.1.5 shows when

De±(Cn) = blog2 nc+ 2,

for certain values of n. More generally, we have the following results for when n is
even.

Proposition. For k ≥ 2 and 2k < 2` < 2k+1, then

De±(C2`) = blog2 2`c+ 2 = k + 2.

Proposition. Let k ≥ 1. Then

De±(C2k) = blog2 2kc+ 1 = k + 1.

Furthermore, in Section 3.2, we compute values De±(Cn) when n is odd and

2k−1 < n <
2

3
(2k − (−1)k).

Within these values of n, we find cases where De±(Cn) attains the lower bound.
In Section 3.2, similar to the improvements for the lower bound of D±(G), we are

also able to improve De±(Gr) for when G is a finite abelian group.

Proposition.
De±(Gr) ≥ De±(G) + (r − 1)(D±(G)− 1).

For groups Cr
n, then

De±(Cr
n) ≥ rblog2 nc+ 1.

Also, when De±(Cn) attains the upper bound we can further improve this lower
bound. In the case where n = 2, we can use linear algebra to compute the value of
De±(Cr

2).

Theorem. For r ≥ 2,
De±(Cr

2) = r + 2.

When p is an odd prime, computing De±(Cr
p) is not as straightforward as in the

2-group case.

Lemma. For r ≥ 2,
De±(Cr

3) ≥ r + 3.

In Section 3.4, we show De±(Cr
3) attains the lower bound above for when 2 ≤ r ≤ 9.

More generally, we provide an improved lower bound in Section 3.5,

4



Theorem. Let S ⊂ Cn
3 such that |S| = n+ q. If

n ≥
q−2∑
m=0

2q−m−1
(
q

m

)
then

De±(Cr
3) ≥ r + q + 1.

To see a specific example of this lower bound, we provide a proof De±(Cr
3) ≥ r+4 for

r ≥ 10 in Proposition 3.4.3 and Corollary 3.4.4. While we have a better understanding
of De±(Cr

3), computing De±(Cr
5) seems to be a different challenge. In Section 3.2,

we discuss the difference between these two elementary p-groups.
The original motivation for computing De±(Cr

3) was to help us compute D±(C2⊕
Cr

3). In Section 3.6, we show the connection between De±(Cn
3 ) and D±(C2 ⊕ Cn

3 ).

Theorem. Let n ≥ 1.
De±(Cn

3 ) = D±(C2 ⊕ Cn
3 ).

The following corollary directly follows from the results of De±(Cr
3).

Corollary.

D±(C2 ⊕ Cr
3) = r + 3 for r < 10

D±(C2 ⊕ Cr
3) ≥ r + 4 for r ≥ 10

Notice that, for 2 ≤ r ≤ 9, D±(C2 ⊕ Cr
3) does not obtain the basic upper bound, i.e.

D±(C2 ⊕ Cr
3) = r + 3 < blog2 3rc+ 2.

We conjecture that this pattern will continue as r increases. If this conjecture holds,
then C2 ⊕ Cr

3 is the first known finite abelian group that is not a p-group such that
D±(C2 ⊕ Cr

3) consistantly does not attain the basic upper bound.
Next, we consider the group Cq

2 ⊕ Cr
3 . For some values of q and r, we show that

D±(Cq
2 ⊕ Cr

3) attains the basic upper bound.

Proposition. Let q ≥ 1 and r ≤ 3. Then,

D±(Cq
2 ⊕ Cr

3) = blog2 2q3rc+ 1 = br log2 3c+ q + 1.

As r increases, the value of D±(Cq
2 ⊕ Cr

3) varies depending on the values of q and r.
We show that if there exists a value q0 where D±(Cq0

2 ⊕ Cr
3) attains the basic upper

bound then for all q ≥ q0 it also attains the basic upper bound.

Lemma. Let q0 ≥ 1. If

D±(Cq0
2 ⊕ Cr

3) = blog2 2q0 · 3rc+ 1 = blog2 3rc+ q0 + 1,

and q > q0, then

D±(Cq
2 ⊕ Cr

3) = blog2 2q3rc+ 1 = blog2 3rc+ q + 1.

5



The following groups obtain the basic upper bound,

D±(Cq
2 ⊕ Cr

3) for when q ≥ 2 and r ∈ {4, 5}
q ≥ 3 and r = 6

q ≥ 4 and r ∈ {8, 10}.

The following results are shown in Lemma 4.1.3 and Corollary 4.1.4. Also, we show
some conditions of when De±(Cq

2 ⊕ Cr
3) = D±(Cq

2 ⊕ Cr
3).

Proposition. Let q ≥ q0. If D±(Cq0
2 ⊕ Cr

3) = blog2 2q03rc+ 1 and

De±(Cq0
2 ⊕ Cr

3) = D±(Cq0+1
2 ⊕ Cr

3),

then
De±(Cq

2 ⊕ Cr
3) = D±(Cq+1

2 ⊕ Cr
3).

We also investigated when groups have the form Cm
p ⊕ Cn

q where p, q are primes.
Since p and q are prime, then we are able to compute D∗±(Cm

p ⊕ Cn
q ).

Lemma. Let k = min{p, q}. Then

D∗±(Cm
p ⊕ Cn

q ) = kblog2 pqc+ (m− k)blog2 pc+ (n− k)blog2 qc+ 1.

Corollary. If {log2 p}+ {log2 q} < 1, then

D∗±(G) = mblog2 pc+ nblog2 qc+ 1.

When {log2 p}+ {log2 q} < 1, we can improve the lower bound.

Lemma. Let G = Cm
p ⊕Cn

q and let H = Cr
p ⊕Cs

q be a subgroup of G. So, r ≤ m and
s ≤ n. Assume {log2 p}+ {log2 q} < 1. Suppose D±(H)−D∗±(H) = `. Then

D±(G) ≥ D∗±(G) + `.

In the case when {log2 p}+ {log2 q} > 1, we do not have an improvement on the
lower bound. For when m = n, then Cm

p ⊕ Cm
q
∼= Cm

pq. After some computations, we
found that there exists a maximal N such that for every m ≤ N ,

D±(Cm
pq) = blog2 (pq)mc+ 1.

In Section 4.2, Table 4.2 provides values of N for different primes p, q.
Next, we look more closely at groups Cm

p ⊕ Cn
q for relatively small primes p, q.

First, we focus on when p = 3 and q = 5, thus, the group Cm
3 ⊕Cn

5 . Since {log2 3}+
{log2 5} < 1, and since for small values of m,n, D±(Cm

3 ⊕ Cn
5 ) attains the basic

upper bound, we were able to further improve the lower bound.

Lemma. Let k = min
{⌊

m
2

⌋
, n
}

. Then

D±(G) ≥ m+ 2n+ k + 1.

6



This result allowed us to show that D±(Cm
3 ⊕Cn

5 ) attains the basic upper bound for
when m = n = 2, and m = 4 and n = 2. We suspect that the values of D±(Cm

3 ⊕Cn
5 )

will oscillate between attaining the basic upper bound and just below the basic upper
bound.

For Cm
7 , D±(Cm

7 ) attains the basic upper bound for when m ∈ {1, 2}. All other
values of m are unknown. In this case, we are able to improve the lower bound.

Lemma. Let G = Cr
7 and k = b r

2
c for r ≥ 4, then

D±(G) ≥
{

5k + 1 when r is even
5k + 3 when r is odd

Since {log2 7} > 4/5, then {log2 p}+{log2 7} > 1 for both p ∈ {3, 5}. For Cm
3 ⊕Cn

7 ,
we compute the values of D±(Cm

3 ⊕ Cn
7 ) for when

(m,n) ∈ {(1, 2), (2, 2), (4, 3)}

by understanding when a subgroup of Cn
3 ⊕Cn

7 attains the basic upper bound. Notice
that in this case, the value of N equals 2. For Cm

5 ⊕ Cn
7 , we find that the value of

value of N equals 7.
To finish, we look at all possible groups when 100 < |G| ≤ 200.

Theorem. Let G be a finite abelian group. If 100 < |G| ≤ 200, then

D±(G) = blog2 Gc+ 1,

with the possible exception of the following cases,

G ∈
{
C3

5 , C2 ⊕ C4
3 , C

3
3 ⊕ C5, C

3
3 ⊕ C7

}
,

where

D±(C3
5) = 6 < blog2 53c+ 1 = 7

D±(C2 ⊕ C4
3) = 7 < {log2 34}+ 2 = 8

7 ≤ D±(C3
3 ⊕ C5) ≤ 8

7 ≤ D±(C3
3 ⊕ C7) ≤ 8

This follows the pattern shown by Marchan, Ordaz, and Schmid, [20], when |G| ≤ 100
where only a small portion of the groups in this class do not obtain the upper bound.

Copyright© Darleen Perez-Lavin, 2021.
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Chapter 2 Preliminary Results for the Davenport Constant

2.1 Group Theory

Let G be a finite abelian group written additively. Then G is isomorphic to a direct
product of cyclic groups,

G ∼= Cm1 ⊕ Cm2 ⊕ · · · ⊕ Cms ,

where Cmi is a cyclic group of order mi. An element g ∈ G, can be written as an
s-tuple, so

g = (g1, g2, . . . , gs)

where gi ∈ Cmi . The order of g, denoted by ord(g), is the smallest positive n =
ord(g) ∈ N such that ng = 1G. For any finite abelian group, G, there is a unique
invariant factor decomposition of G, as given in Theorem 2.1.1.

Theorem 2.1.1. [11] [Fundamental Theorem of Finitely Generated Abelian Groups]
Let G be a finitely generated abelian group. Then

1.
G ∼= Zq ⊕ Cn1 ⊕ Cn2 ⊕ · · · ⊕ Cnr , T

for some integers q, n1, n2, . . . , nr satisfying the following conditions:

(a) q ≥ 0, r ≥ 0, and nj ≥ 2 for all j, and

(b) ni+1 | ni for 1 ≤ i ≤ r − 1

2. the expression in (1) is unique: if G ∼= Zt ⊕ Cm1 ⊕ Cm2 ⊕ · · ·Cmu , where t and
m1,m2, . . . ,mu satisfy (a) and (b) (i.e., t ≥ 0, u ≥ 0,mj ≥ 2 and mi+1 | mi for
1 ≤ i ≤ u− 1), then t = q, u = r and mi = ni for all i.

When G is finite, the rank of G, denoted by rk(G), is the number of invariant factors
of G. The Fundamental Theorem of Finite Abelian Groups provides that rk(G) is
uniquely determined.

Lemma 2.1.2. Suppose G ∼= ⊕ti=1Cmi. Then rk(G) ≤ t.

Proof. Let p be a prime that divides nr. Then p divides ni for 1 ≤ i ≤ r because
ni+1 | ni. That means that G contains a subgroup isomorphis to Cr

p . In particular,
G contains exactly pr elements of order 1 and p.

Now consider the other direct sum decomposition of G. Since an arbitrary cyclic
group contains either 1 or p elements of order 1 and p, it follows that G contains at
most pt elements of order 1 and p. This implies that r ≤ t.
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Example 2.1.3. Let G be the following finite abelian group written in terms of prime
factors,

G = C2 ⊕ C3
3 ⊕ C7 ⊕ C13 ⊕ C23.

We can use the known algorithm to find the invariant factor decomposition of G,

G ∼= C2·3·7·13·23 ⊕ C3 ⊕ C3,

to show that rk(G) = 3. Any other possible decomposition of G will be a direct sum
of three or more cyclic groups. For example,

G ∼= C2·3·7 ⊕ C3·13 ⊕ C3·23
∼= C2 ⊕ C3·7 ⊕ C3·13 ⊕ C3·23

2.2 The Davenport Constant

This constant was originally defined by Rogers [28]. It was then named after H.
Davenport after his lecture at the Midwest Conference on Group Theory and Number
Theory in 1966, 17.

Definition 2.2.1. The Davenport constant, D(G), is the smallest positive number
s such that for any set {g1, g2, . . . , gs} of s elements in G, allowing repetition, there
exists a non-trivial solution to

α1g1 + α2g2 + · · ·+ αsgs = 0,

where αi ∈ {0, 1}.

For some initial work in this area see [26, 27, 31, 25, 13]. For more current work see
[9, 12, 10, 18]. A survey of this zero-subsum problem was given by [7, 8]. Gao and
Geroldinger [14] provided a survey on variations of the Davenport constant and ex-
tended questions on zero-subsum problems. The Davenport constant has applications
in non-unique factorization theory, ramsey theory type questions and finding solu-
tions to homogeneous polynomials over n variables. Then [3] introduced the weighted
Davenport constant. The weighted Davenport constant is defined similary to D(G)
but instead it allows different coefficients.

Definition 2.2.2. Let A ⊆ Z\{0}. The weighted Davenport constant, DA(G), is the
smallest positive number s such that for any set {g1, g2, . . . , gs} of s elements in G,
allowing repetition, there exists a non-trivial solution to

α1g1 + α2g2 + · · ·+ αsgs = 0,

where αi ∈ A ∪ {0}. We denote this sum as an A-zero subsum.

For current work on the weighted Davenport constant and similar weighted Davenport
variants see [1, 15, 21, 24, 2, 19, 22]. We are interested in the case when A = {±1},
so D±(G) known as the plus-minus Davenport Constant.
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Definition 2.2.3. The plus-minus Davenport constant, D±(G), is defined similarly
to D(G) but instead requires that there exists a non-trivial solution to

α1g1 + α2g2 + · · ·+ αsgs = 0,

where αi ∈ {±1, 0}.

Notice that if our subset S = {g1, . . . , gs} ⊂ G contains repeating element, so gi = gj,
then since we have subtraction, S contains a PM zero-subsum.

2.3 General Bounds for D±(G)

Bounds for D±(G) were provided in [16, 20, 5]. We begin with an upper bound of
D±(G) and give the development of other upper and lower bounds.

Lemma 2.3.1. Let G be a finite abelian group. Then

D±(G) ≤ blog2 |G|c+ 1.

Proof. Let |G| = m and let S be a subset of G such that |S| = blog2 mc + 1 = t,
where S = {c1, . . . , ct}. It follows that

t = blog2mc+ 1 > log2m

2t > m.

Now, we construct each sum of the form

t∑
k=1

akck, ai ∈ {0, 1}.

Notice we have 2t distinct expressions. Since 2t > m, then by the pigeon hole princi-
ple, two of the sums are equivalent mod m in G. Now we pick two expressions that
have the same sum, ∑

akck =
∑

bkck∑
(ak − bk)ck = 0

Since our expressions are distinct, then for some k, ak 6= bk. Note that (ak − bk) ∈
{0,±1}. Thus we have a non-trivial plus-minus zero-subsum. Since S was arbitrary,
it follows that

D±(G) ≤ t = blog2 mc+ 1 = blog2 |G|c+ 1.

The inequality in Lemma 2.3.1 is called the basic upper bound. For cyclic groups, we
have equality. The result below was initially shown by [4].
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Proposition 2.3.2.
D±(Cn) = blog2 nc+ 1.

Proof. By Lemma 2.3.1, we have that D±(Cm) ≤ blog2 mc + 1. This leaves us to
show that blog2 mc + 1 ≤ D±(Cm). One can show this by finding a subset S where
|S| = blog2 mc that has no non-trivial plus-minus zero-subsum. Let j = blog2mc.
Then the following statements are equivalent,

j = blog2mc
j ≤ log2m

2j < m+ 1

2j − 1 < m.

Consider S = {1, 2, 4, . . . , 2j−1}. Suppose

j−1∑
k=0

αk2
k ≡ 0 mod m, (2.1)

where αk ∈ {±1, 0}. By our choice of j,

1 + 2 + · · ·+ 2j−1 = 2j − 1 < m

by geometric series. Thus, our summand 2.1 must equal zero.
Let ` be the smallest subscript such that α` 6= 0. This provides

j−1∑
i=0

αi2
i =

j−1∑
i=`

αi2
i = 0

α`2
` = −

j−1∑
i=`+1

αi2
i.

Notice that 2`+1 6
∣∣∣∣ α`2`, but 2`+1 divides the right side, a contradiction.

Thus D±(Cm) > j = blog2mc. Therefore D±(Cm) ≥ blog2mc + 1. Hence, we
have equality, so

D±(Cm) = blog2 mc+ 1.

Given a subgroup H of a finite abelian group G, Grynkiewicz, Marchan, and
Ordaz [16, Lemma 3.1], provided a lower bound for the weighted Davenport Constant,
DA(G).

Lemma 2.3.3. [16] Let G be a finite abelian group and H be a subgroup of G. Let
A ⊂ Z \ {0} be a non-empty set. Then

DA(G) ≥ DA(G/H) +DA(H)− 1.
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We provide a proof for this result when A = {±1}, so DA(G) = D±(G).

Proof. Let DA(H) = s and DA(G/H) = t. There exists {x1, . . . , xs−1} ⊂ H with
no A-zero subsum. Similarly, there exists {Hy1, . . . , Hyt−1} ⊂ G/H with no A-zero
subsum. Let W = {x1, . . . , xs−1, y1, . . . , yt−1} ⊂ G. Then |W | = s + t − 2. We will
show W contains no non-trivial A-zero subsum. Consider

a1x1 + · · ·+ as−1xs−1 + b1y1 + · · · bt−1yt−1 = 0,

where ai, bj ∈ A ∪ {0}. Since a1x1 + · · · + as−1xs−1 ∈ H, this equation implies that
b1y1 + · · · bt−1yt−1 ∈ H. The assumption on G/H implies that each bi = 0. Then the
assumption on H implies that each ai = 0. This implies W contains no non-trivial
A-zero subsum. Hence DA(G) ≥ DA(G) +DA(G/H)− 1.

Given the unique factorization provided by the Fundamental Theorem of Finite
Abelian Groups 2.1.1, Adhikari, Grynkiewicz, and Sun [5, Thm 1.3], provided the
following bounds for D±(G).

Theorem 2.3.4. [5] Let G be a finite abelian group with
G ∼= Cn1 ⊕ Cn2 ⊕ · · · ⊕ Cnr with invariant factor decomposition. Then

r∑
i=1

blog2 nic+ 1 ≤ D±(G) ≤

⌊
r∑
i=1

log2 ni

⌋
+ 1

For the upper bound, ⌊
r∑
i=1

log2 ni

⌋
+ 1 = blog2 |G|c+ 1

as shown in Lemma 2.3.1 as the basic upper bound. The result below is a small
strengthening of Theorem 2.3.4, which shows that we can consider any direct sum
decomposition of G.

Theorem 2.3.5. [20] Let G be a finite abelian group and let m1, . . . ,mt be positive
integers such that G is isomorphic to ⊕ti=1Cmi. Then

t∑
i=1

blog2 mic+ 1 ≤ D±(G) ≤

⌊
t∑
i=1

log2 mi

⌋
+ 1.

Proof. Let G ∼= ⊕ti=1Cmi for fixed t ≥ rk(G). By Lemma 2.3.1

D±(G) ≤ blog2 |G|c+ 1 = blog2 m1m2 · · ·mtc+ 1 =

⌊
t∑
i=1

log2 mi

⌋
+ 1

we obtain the upper bound. Next, we need to show the lower bound of D±(G).
We want to show

t∑
i=1

blog2 mic+ 1 ≤ D±(G).
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We will show this by induction on t. Our base case is when t = 1 which is shown
in Proposition 2.3.2. Now assume the equality holds for k ≤ t and assume that
G ∼= ⊕t+1

i=1 Cmi .
Let H ∼= Cmt+1 . Then G/H ∼= Cm1 ⊕ · · · ⊕ Cmt . By Lemma 2.3.3,

D±(G) ≥ D±(G/H) +D±(H)− 1

≥

(
t∑
i=1

blog2 mic+ 1

)
+

(
blog2 mt+1c+ 1

)
− 1

=
t+1∑
i=1

blog2 mic+ 1.

The second inequality holds by our induction hypothesis and Proposition 2.3.2. Hence,
by proof by induction, we have our desired lower bound.

To help optimize the lower bound, Marchan, Ordaz, and Schmid, define the fol-
lowing constant.

Definition 2.3.6. [20] Let G be a finite abelian group. Define

D∗±(G) = max

{
t∑
i=1

blog2 mic+ 1 : G ∼= ⊕ti=1Cm1 , with t, mi ∈ N

}
.

To help illustrate D∗±(G), we provide an example using the same group G as in
Example 2.1.3.

Example 2.3.7. Let
G = C2 ⊕ C3

3 ⊕ C7 ⊕ C13 ⊕ C23.

We provide the unique factorization of G on the left and another decompostion on
the right,

C2·3·7·13·23 ⊕ C3 ⊕ C3
∼= C3·7 ⊕ C3·13 ⊕ C6·23,

and

blog2 2 · 3 · 7 · 13 · 23c+ blog2 3c+ blog2 3c = 13 + 1 + 1 = 15

blog2 3 · 7c+ blog2 3 · 13c+ blog2 6 · 23c = 4 + 5 + 7 = 16.

So, with a different decomposition, we are able to improve the lower bound of D±(G).

Finding the best decompostion of G is algorithmically difficult as the number of prime
divisors increase. This new constant does provide new bounds for D±(G).

Corollary 2.3.8. [20] Let G be a finite abelian group and rk(G) = r such that
G ∼= ⊕ri=1Cni where ni+1 | ni. Then

D∗±(G) ≤ D±(G) ≤ D∗±(G) + r − 1.
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Proof. The first inequality is immediate by Theorem 2.3.5 and the definition 2.3.6 of
D∗±(G). Now for the second inequality, we first show the following⌊

t∑
i=1

xi

⌋
≤

t∑
i=1

bxic+ t− 1.

First, we consider x to be a real number. Then, x < bxc+ 1. Now we consider a sum
of a set of real numbers. So

t∑
i=1

xi <

t∑
i=1

bxic+ t,⌊
t∑
i=1

xi

⌋
≤

t∑
i=1

bxic+ t− 1.

This gives the inequality stated above.
Now, to show that D±(G) ≤ D∗±(G) + r − 1. From Lemma 2.3.1

D±(G) ≤ blog2 |G|c+ 1 = blog2 m1m2 · · ·mtc+ 1 =

⌊
t∑
i=1

log2 mi

⌋
+ 1

We can write G as a direct sum of r cyclic groups,

G ∼= ⊕ri=1Cni ,

such that ni | ni+1. Then,⌊
r∑
i=1

log2 ni

⌋
+ 1 ≤

r∑
i=1

blog2 nic+ (r − 1) + 1 from the inequality above,

≤ max

{ t∑
i=1

blog2 mic+ 1 : G ∼= ⊕ti=1Cm1 , with t, mi ∈ N
}

+ r − 1

= D∗±(G) + r − 1.

Within this proof, we see that

blog2 |G|c+ 1 ≤ D∗±(G) + r − 1.

For some finite abelian groups, G, this inequality can be strict.

Example 2.3.9. Let G = C2·3·7·13·23 ⊕ C3 ⊕ C3. By the previous example, we found
that D∗±(G) = 16. Then we find that

blog2 |G|c+ 1 = 17 < D∗±(G) + r − 1 = 16 + 3− 1 = 18.
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Unless stated otherwise, the basic bounds that we use for D±(G) are

D∗±(G) ≤ D±(G) ≤ blog2 |G|c+ 1.

Let x ∈ Q, then we write x = bxc+ {x}, where bxc is the floor function and {x}
is the fractional part of x. Let H and K be subgroups of G. By understanding the
sum of blog2 |H|c and blog2 |K|c, we can classify when G attains the basic upper
bound when G = H ⊕K.

Lemma 2.3.10. [20] Let H1, H2 be finite abelian groups such that

D±(Hi) = blog2 |Hi|c+ 1.

and such that {log2 |H1|} + {log2 |H2|} < 1. Then for every finite abelian group G
containing H1 such that G/H1

∼= H2,

D±(G) = blog2 |G|c+ 1.

In particular, if G has a subgroup H such that D±(H) = blog2 |H|c+ 1 and G/H is
a 2-group, then D±(G) = blog2 |G|c+ 1.

Proof. Let G be a finite abelian group containing H1 such that G/H1
∼= H2. So, by

Lemma 2.3.3 and the assumption, we get that

D±(G) ≥ D±(H1) +D±(H2)− 1 = blog2 |H1|c+ blog2 |H2|c+ 1

Now, by assumption on the fractional parts

blog2 |H1|c+ blog2 |H2|c = blog2(|H1| · |H2|)c = blog2 |G|c,

this lower bound matches the general upper blog2 |G|c + 1, and implies the claimed
equality. The additional statement follows directly as {log2 |G/H|} = 0 and

D±(G/H) = blog2 |G/H|c+ 1.

Let Fq be the finite field with q elements.

Theorem 2.3.11. [Chevalley-Warning Theorem 29, pg 5] Let f1, . . . , fr be ho-
mogeneous polynomials of degree d1, . . . , dr respectively in n variables over Fq. If
n > d1 + · · ·+ dr then {f1, . . . , fr} has a common nontrivial zero over Fq.

Note that Cn
p is an n-dimensional vector space over Fp. Thus, Cn

p
∼= Fnp as vector

spaces. We can use the Chevalley-Warning Theorem to show some results for D±(Cn
p )

when p ∈ {3, 5}.

Theorem 2.3.12. [32]
D±(Cs

3) = s+ 1.
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Theorem 2.3.13. [23]
D±(Cs

5) = 2s+ 1.

Proof. Let S = {g1, . . . , gk} ⊂ Cs
5 for k ∈ N. We want to find the smallest possible

value of k such that

k∑
i=1

αigi = 0, for αi ∈ {±1, 0} (2.2)

has a non-trivial solution for every possible S when |S| = k. For g ∈ S, g can be
represented as an s-tuple,

g1 =

g11...
gs1

 , . . . , gk =

g1k...
gsk

 .
This allows us to take the equation 2.2 and write it as the matrix problem,g11 . . . g1k

...
...

...
gs1 . . . gsk


α1

...
αk

 = 0̄.

Note, for every x ∈ F5, x
2 ∈ {±1, 0}. Hence, forg11 . . . g1k

...
...

...
gs1 . . . gsk


α1

...
αk

 = 0̄,

the ith row of the matrix corresponds to the quadratic form

gi1x
2
1 + · · ·+ gikx

2
k

where x2i = αi.
Let d = 2, using the Chevalley-Warning Theorem, 2.3.11 , we know there exists a

solution of this system of quadratic forms when k = 2s + 1. This provides an upper
bound for D±(Cs

5) ≤ 2s+ 1. Consider the following S × 2S matrix

M =


1 2 0 0 0 · · · 0
0 0 1 2 0 · · · 0
...

...
. . .

... 0 0
0 0 · · · 0 0 1 2


where the ith row contains zeros except a 1 for j = 2i− 1 and 2 for j = 2i. Then M
does not contain a plus-minus zero-subsum.

Therefore, we have equality. Hence D±(Cs
5) = 2s+ 1.
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This is the largest prime where we know D±(Cn
p ) for all n ≥ 1. In general, the

Chevalley-Warning upper bound is greater than our basic upper bound,

D±(G) ≤ blog2 |G|c+ 1.

Later, in Section 4.2 , we consider the complexity of computing D±(Cn
7 ).

In general D±(C2
m) is currently not known for all values of m and the current

bounds are
2blog2 mc+ 1 ≤ D±(C2

m) ≤ blog2 m2c+ 1.

By Proposition 2.3.2 and Lemma 2.3.10, if {log2 m} < 1/2 then,

D±(C2
m) = blog2 m2c+ 1.

In 1982, Mead and Narkiewicz, they computed D±(C2
m), for other values m, using

slightly different terminology.

Theorem 2.3.14. [23] If
3 · 2a−1 < m < 2a+1

for a ≥ 2, then
D±(C2

m) = blog2m
2c+ 1.

Proof. First assume
3 · 2a−1 ≤ m < 2a+1

for a ≥ 2. Notice that

3 · 2a−1 ≤ m < 2a+1

log2(3 · 2a−1) ≤ log2m < a+ 1

log2(3) + a− 1 ≤ log2m < a+ 1

a+ {log2 3} ≤ log2m < a+ 1

a+ {log2 3} ≤ blog2 mc+ {log2 m} < a+ 1

a ≤ blog2 mc < a+ 1

a = blog2 mc.

Then notice that this provides

a+ {log2 3} ≤ blog2 mc+ {log2 m}
{log2 3} ≤ {log2 m}.

Since
3 · 2a−1 < m < 2a+1,

then
{log2 3} < {log2 m}.
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Consider the following tuples:

u1 = (1, 0), u2 = (0, 1), v1 = (1, 2), v2 = (1,−2)

wi = (3 · 2i,−3 · 2i), for 0 ≤ i ≤ a− 3

zj = (3 · 2j, 3 · 2j), for 0 ≤ j ≤ a− 2.

Let S0 = {u1, u2, v1, v2, wi, zj} where 0 ≤ i, j ≤ a− 3. We first show that S0 does not
contain a plus-minus zero-subsum. Let 1 ≤ k ≤ 2 and recall 0 ≤ i ≤ a− 3. Assume

2∑
k=1

bkuk +
2∑

k=1

ckvk +
a−3∑
i=0

diwi +
a−3∑
i=0

eizi = 0 (2.3)

where bk, ck, di, ei ∈ {0,±1}. Since

3
a−3∑
i=0

2i+1 = 3(2a−1 − 2) < m− 6,

it follows that the equation (2.3) must be equal to zero. Thus, considering the first
and second cordinates separately, we have

b1 + c1 + c2 + 3
a−3∑
i=0

2i(di + ei) = 0, (2.4)

b2 + 2c1 − 2c2 + 3
a−3∑
i=0

2i(−di + ei) = 0. (2.5)

First assume that each di, ei = 0 and not all bk, ck, for k ∈ {1, 2}, are zero. Then

b1 + c1 + c2 = 0

b2 + 2c1 − 2c2 = 0.

Since bk, ck are not all zeros, these equations do not hold for any choices of bk, ck.
Thus, a contradiction to the assumption. Hence, if not all of bk, ck, di, ei are zero,
then some di or ei are not zero. Assume some ei 6= 0 and t be the largest i for which
ei 6= 0. Adding the equations (2.4) and (2.5), we find

b1 + b2 + 3c1 − c2 + 3
a−3∑
i=0

2i+1(ei) = 0

b1 + b2 + 3c1 − c2 + 3 · 2
t∑
i=0

2i(ei) = 0

±

(
b1 + b2 + 3c1 − c2 + 3 · 2

t−1∑
i=0

2i(ei)

)
= 3 · 2t+1
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This implies that
6
∣∣ b1 + b2 + 3c1 − c2.

Since bk, ck ∈ {0,±1} and not all zero then

6 = b1 + b2 + 3c1 − c2.

Thus, it follows that b1 = b2 = c1 = −c2 6= 0.
Next, we subtract equation (2.5) from (2.4), suppose that some di 6= 0. With s

representing the largest i such that di 6= 0, we have

b1 − b2 − c1 + 3c2 + 3
a−3∑
i=0

2i+1(di) = 0

b1 − b2 − c1 + 3c2 + 3 · 2
s∑
i=0

2i(di) = 0

±

(
b1 − b2 − c1 + 3c2 + 3 · 2

s−1∑
i=0

2i(di)

)
= 3 · 2s+1

This implies that
6
∣∣ b1 − b2 − c1 + 3c2.

Since bk, ck ∈ {0,±1} and not all zero then

6 = b1 − b2 − c1 + 3c2.

We previously assumes that b1 = b2 = c1 = −c2. These equalities provide a contra-
diction to our equation. Hence, we conclude that S0 does not contain a non-trivial
plus-minus zero-subsum.

Let S1 = {u1, u2, v1, v2, wi, zj} where 0 ≤ i ≤ a− 3 and 0 ≤ j ≤ a− 2. Assume

za−2 +
2∑

k=1

bkuk +
2∑

k=1

ckvk +
a−3∑
i=0

diwi +
a−3∑
i=0

eizi = 0 (2.6)

where bk, ck, di, ei ∈ {0,±1}. Once again, we look at the first and second cordinate
separately. Let

A = 3 · 2a−2 + b1 + c1 + c2 + 3
∑
i

2i(di + ei) (2.7)

B = 3 · 2a−2 + b2 + 2c1 − 2c2 + 3
∑
i

2i(−di + ei) (2.8)
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To get bounds for A,B, we first let bk, ck, di, ei be non-zero so that each entry takes
the value of 1. Then notice

A ≤ 3 · 2a−2 + 3 + 3 · 2
a−3∑
i=0

2i = 3 · 2a−2 + 3 + 3 · 2(2a−2 − 1)

= 3 · 2a−2 + 3 · 2a−1 − 3

< 2m

B ≤ 3 · 2a−2 + 5 + 3 · 2
a−3∑
i=0

2i = 3 · 2a−2 + 5 + 3 · 2(2a−2 − 1)

= 3 · 2a−2 + 3 · 2a−1 − 1

< 2m

since 3 · 2a−1 ≤ m. Next, we let each bk, ck, di, ei be non-zero so that each entry takes
the value of −1. Similarly,

A ≥ 3 · 2a−2 − 3− 3 · 2
a−3∑
i=0

2i = 3 · 2a−2 − 3− 3 · 2a−1 + 6

> 3 · 2a−2 −m+ 3

> −m

B ≥ 3 · 2a−2 − 5− 3 · 2
a−3∑
i=0

2i = 3 · 2a−2 − 5− 3 · 2a−1 + 6

> 3 · 2a−2 −m+ 1

> −m

Thus −m < A,B < 2m. Equation 2.6 can hold if and only if A and B are in the set
{0,m}.

Assume A = B = m. Then,

|A+B| =
∣∣∣∣2(3 · 2a−2) + b1 + b2 + 3c1 − c2 + 3

a−3∑
i=0

2i+1(ei)

∣∣∣∣
≤ 3 · 2a−1 + |b1|+ |b2|+ 3|c1|+ |c2|+ 3 · 2

a−3∑
i=1

2i|ei|

≤ 3 · 2a−1 + 6 + 3 · 2(2a−2 − 1)

= 3 · 2a < 2m = A+B.

This contradiction shows that we can not have that A = B = m.
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Assume one of A and B is m and the other zero. Then

|A−B| =
∣∣∣∣b1 − b2 − c1 + 3c2 + 3

a−3∑
i=0

2i+1(di)

∣∣∣∣
≤ |b1|+ |b2|+ |c1|+ 3|c2|+ 3 · 2

a−3∑
i=0

2i|di|

≤ 6 + 3 · 2(2a−2 − 1)

= 3 · 2a−2 < m = |A−B|.

This is a contradiction, therefore A = B = 0. Therefore

A+B = 3 · 2a−1 + b1 + b2 + 3c1 − c2 + 3 · 2
a−3∑
i=1

2iei = 0,

but

3 · 2a−1 =

∣∣∣∣b1 + b2 + 3c1 − c2 + 3 · 2
a−3∑
i=0

2iei

∣∣∣∣
≤ 6 + 3 · 2(2a−2 − 1) = 3 · 2a−1,

this implies that b1 = b2 = c1 = −c2 6= 0. So, b1 + b2 + c1 is divisible by three.
However, if these conditions are satisfied, then

A−B = b1 − b2 − c1 + 3c2 + 3 · 2
a−3∑
i=0

2idi 6= 0,

since b1− b2− c1 is not divisible by three. From this final contradiction, we conclude
that S1 does not contain a plus-minus zero-subsum. Therefore, D±(C2

m) > 2a + 1 =
2blog2 mc+ 1. Thus

2blog2 mc+ 2 ≤ D±(C2
m) ≤ blog2 m2c+ 1.

Since 2{log2 m} > 1, then the lower bound is equal to the upper bound. Hence

D±(C2
m) = blog2 m2c+ 1.

Marchan, Ordaz, and Schmid [20]continue with computing D±(G) when rk(G) is
relatively small. They were able to improve the lower bound for groups of the form
Cm1 ⊕ Cm2 using the result below. Note that a finite abelian group, G, has the form
Cm1 ⊕ Cm2 if and only if rk(G) ≤ 2.

Proposition 2.3.15. [20] Let m1,m2 be integers with m1 ≥ 4 and m2 ≥ 3. Then

D±(Cm1 ⊕ Cm2) ≥ blog2 (m1/3)c+ blog2 (m2/3)c+ 4.
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Proof. Let e1, e2 be generating elements of Cm1 ⊕Cm2 such that the orders of e1 and
e2 are m1 and m2, respectively. We construct a sequence of length blog2(m1/3)c +
blog2(m2/3)c+ 3 that has no plus-minus zero-subsum.

Let k = blog2(m1/3)c and let ` = blog2(m2/3)c. Let d = m − 2k where m is the
integer closest to m1/6 (in case this is a half integer we round up).

We consider the sequences T1, T2, and T3 formed by the elements

• 2ie1 for i ∈ [0, k − 1]

• 2j3e2 for j ∈ [0, `− 1], and

• de1 + e2, (d+ 2k)e1 + e2, and (d+ 2k+1)e1 + e2.

The length of the sequence T1 ∪ T2 ∪ T3 is k + `+ 3 and we will show that it has no
plus-minus zero-subsum.

The sequence T1, by the argument in the proof of Proposition 2.3.2 and 2k − 1 <
m1, has no plus-minus zero-subsum. For similar reasons, T2 has no such plus-minus
zero-subsum either. More precisely, the sets of plus-minus subsums are

A1 = {−(2k − 1)e1, . . . ,−e1, e1, . . . , (2k − 1)e1},

and
A2 = {−3(2` − 1)e2, . . . ,−3e2, 3e2, . . . , 3(2` − 1)e2},

respectively. If we add two elements from T3, then in the e2-coordinate we get 2e2
which is clearly not an element of A2. Hence, we cannot attain a plus-minus zero-
subsum with the sum of two elements from T3. If we consider all three elements from
T3 in our sum where only two have the same sign and the last one has the opposite
sign, then the e2-coordinate will be ±e2 /∈ A2. Thus, a plus-minus zero-subsum of
T1 ∪ T2 ∪ T3 has to contain elements from T3 and more precisely, either two with
opposite signs or all three with the same sign.

First consider the former. We take the difference between any two elements in T3.
In this case, the e1-coordinate from T3 of the difference of these two elements, call it
a, is ±2ke1 or ±2k+1e1. One can see that ±a /∈ A1, since 2k − 1 < 2k < 2k+1. Also,
since for every x ∈ A1, |x| ≤ 2k− 1. Thus x+ a 6= 0 for any x ∈ A1 and each possible
a. By our choice of k,

k = blog2 (m1/3)c ≤ log2 (m1/3)

2k ≤ m1/3

3 · 2k ≤ m1.

Then (2k − 1) + 2k+1 = 3 · 2k − 1 < m1, so x + a 6≡ 0 mod m1. Since all elements
in T2 have e1-coordinate equal to 0, it is thus impossible to have a plus-minus zero
subsum of this form.

Second assume the latter, and without loss of generality, we take the sum of the
three elements from T3. We can see the e2-coordinate is contained A2. We need to
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focus on the e1-coordinate. Let b be the sum of these elements in the e1-coordinate.
So

b =(3d+ 2k + 2k+1)e1

=(3(m− 2k) + 3 · 2k)e1
=(3m)e1.

By our choice of m, we can write b as one of

m1 + ε

2
e1 with − 2 ≤ ε ≤ 3;

which one precisely depends on m1. For each of these we will show that −b /∈ A1.
First assume that m1 ≥ 9. Then

2k ≤ m1

3
≤ m1 − ε

2
≤ 2m1

3
≤ m1 − 2k.

The first inequality, we have from the assumption on k. Then next inequality holds
for all 3ε ≤ m1 by solving for 3ε in the inequality. Since we assumed m1 ≥ 9, this is
true. For the third equality, similarly this inequality holds for all −3ε ≤ m1. Since
we assumed m1 ≥ 9, this is true. Finally, the last inequality holds from the fact that
2k ≤ m1

3
. We will show that 2k ≤ b ≤ m1 − 2k, and this will imply that −b1 /∈ A1.

Next, we need to show that 2k ≤ b ≤ m1 − 2k. Notice that

m1 − 2

2
≤ m1 + ε

2
= b

since −2 ≤ ε ≤ 3. Then notice that

2k ≤ 3 · 2k−1 − 1 ≤ m1 − 2

2
.

The first inequality holds since k ≥ 1 because m1 ≥ 9. The second inequality holds
because 3 · 2k ≤ m1. Thus, we get that 2k ≤ b. Now for the upper bound of b, the
following statements are equivalent,

2k ≤ m1 − ε
2

ε ≤ m1 − 2k+1

m1 + ε ≤ 2m1 − 2k+1

b =
m1 + ε

2
≤ m1 − 2k.

Therefore since b ∈ [2k,m1 − 2k] then −b /∈ A1.
Below we consider the cases where m1 < 9. We need to show that ±b /∈ A1 for

each case.
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• For m1 ∈ {4, 5}, k = blog2 m1/3c = 0. So, A1 = {∅}. By our choice of m1, this
provides that m = 1 and so d = 0. Then we obtain T3 using d and k,

T3 = {e2, e1 + e2, 2e1 + e2}.

Given that m = 1, the e1-coordinate of the sum of the three elements in T3
is b = 3e1. Since 3 6≡ 0 mod m1 for each m1, we are not able to acquire a
plus-minus zero-subsum by using elements of T3.

• For m1 ∈ {6, 7, 8}, k = blog2 m1/3c = 1. So A1 = {±e1}. By our choice m1,
we obtain the values m = 1 so d = m − 2k = −1. Then we obtain T3 using d
and k,

T3 = {−e1, e1 + e2, 3e1 + e2}.

Given that m = 1, the e1-coordinate of the sum of the three elements in T3
is b = 3e1. Since 3 6≡ ±1 mod m1, we are not able to acquire a plus-minus
zero-subsum by using elements of T3.

Thus, no plus-minus zero-subsum is possible.

Corollary 2.3.16. [20] Let G ∼= Cm1 ⊕ Cm2, where m1 ≥ 4 and m2 ≥ 3. Then

D±(Cm1 ⊕ Cm2) ≥ blog2 m1c+ blog2 m2c+ 1 + δ

where

δ =


1 if {log2 mi} ≥ {log2 3} for both i ∈ {1, 2}.
0 if {log2 mi} ≥ {log2 3} for exactly one i ∈ {1, 2}.
−1 if {log2 mi} ≥ {log2 3} for no i ∈ {1, 2}.

Proof. By Proposition 2.3.15,

blog2 (m1/3)c+ blog2 (m2/3)c+ 4

and we want to show this is equalent to

blog2 m1c+ blog2 m2c+ 1 + δ

where

δ =


1 if {log2 mi} ≥ {log2 3} for both i ∈ {1, 2}.
0 if {log2 mi} ≥ {log2 3} for exactly one i ∈ {1, 2}.
−1 if {log2 mi} ≥ {log2 3} for no i ∈ {1, 2}.

We show equality by considering each case of δ independently. First, consider
{log2 mi} ≥ {log2 3} for both i.

blog2(m1/3)c+ blog2(m2/3)c+ 4

=blog2 m1c − 1 + blog2 m2c − 1 + 4

=blog2 m1c+ blog2 m2c+ 2.
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This provides the condition when δ = 1.
Now, consider {log2 mi} ≥ {log2 3} for one i. Without loss of generality, we pick

m1.

blog2(m1/3)c+ blog2(m2/3)c+ 4

=blog2 m1c − 1 + blog2 m2c − 2 + 4

=blog2 m1c+ blog2 m2c+ 1.

This provides the condition when δ = 0.
Finally, assume {log2 mi} ≥ {log2 3} for neither i.

blog2(m1/3)c+ blog2(m2/3)c+ 4

=blog2 m1c − 2 + blog2 m2c − 2 + 4

=blog2 m1c+ blog2 m2c.

This provides the condition when δ = −1. Thus, we have shown equality for all cases
of δ.

Here we see that the construction given in the proof of Proposition 2.3.15 provides
an improvement to the basic lower bound when δ = 1. Otherwise, this lower bound
is less than or equal to D∗±(G). The next proposition show that there is a relation
between Theorems 2.3.15 and 2.3.14.

Proposition 2.3.17. Let m ≥ 4. Proposition 2.3.15 implies Theorem 2.3.14.

Proof. Since m ≥ 4, by Proposition 2.3.15, we have

D±(C2
m) ≥ 2blog2 m/3c+ 4.

We want to show that if

m ≥ 4 and 3 · 2a−1 ≤ m < 2a+1,

then
2blog2 m/3c+ 4 = blog2 m2c+ 1.

Since 3 · 2a−1 ≤ m < 2a+1, the proof of Theorem 2.3.14 shows that {log2 m} ≥
{log2 3}. This gives

2blog2 m/3c+ 4 = 2

⌊
log2m− log2 3

⌋
+ 4

= 2

⌊
blog2 mc − blog2 3c+ {log2 m} − {log2 3}

⌋
+ 4

= 2

⌊
blog2 mc − blog2 3c

⌋
+ 4

= 2
{
blog2 mc − 1

}
+ 4

= 2blog2 mc+ 2
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Since {log2 m} ≥ {log2 3}, then 2{log2 m} > 1. Hence

blog2 m2c = b2 log2mc

=

⌊
2
(
blog2 mc+ {log2 m}

)⌋
= 2blog2 mc+ 1

Thus,
blog2 m2c+ 1 = 2blog2 mc+ 2 = 2blog2 m/3c+ 4.

Therefore,

blog2 m2c+ 1 = 2blog2 m/3c+ 4 ≤ D±(C2
m) ≤ blog2 m2c+ 1.

Hence, Proposition 2.3.15 implies Theorem 2.3.14.

Even with the improvements of Theorem 2.3.15, we still do not have an answer to
the following question.

Question 2.3.18. Let G = C2
n. Let 1/2 < {log2 n} < {log2 3}. What is the values

of D±(C2
n)?

When n ≤ 100, the valuesD±(C2
n) are unknown when n ∈ {23, 41, 42, 91, 92, 93, 94, 95}.

Theorem 2.3.19. [20] Let n ≥ 2 be an integer with either {log2 (3n)} < 1−{log2 3}
or {log2 (3n)} ≥ {log2 3}. Then

D±(C3 ⊕ C3n) = blog2(9n)c+ 1.

Proof. By Theorem 2.3.5, blog2(9n)c + 1 is the basic upper bound; this is true for
any n. If {log2(3n)} < 1−{log2 3}, then blog2(9n)c = blog2(3)c+ blog2(3n)c and the
claim follows by invoking the lower bound from Theorem 2.3.5.

Assume {log2(3n)} ≥ {log2 3}. Since {log2 3} > 1/2, we can apply Corollary
2.3.16 to obtain

D±(C3 ⊕ C3n) ≥ blog2(3)c+ blog2(3n)c+ 2.

Since {log2 3} > 1/2, then blog2(9n)c = blog2(3)c + blog2(3n)c + 1. Therefore, we
find that

blog2(9n)c+ 1 = blog2(3)c+ blog2(3n)c+ 2.

Hence, the lower bound is equal to the upper bound.

We can show this result more generally.

Proposition 2.3.20. Let n ≥ 2 and j, k ≥ 1 be an integer. Assume that either
{log2 (pjn)} < 1− {log2 p

k} or {log2 (pjn)} ≥ {log2 p
k} ≥ {log2 3} for prime p ≥ 3.

Then
D±(Cpk ⊕ Cpjn) = blog2(p

k+jn)c+ 1.
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Proof. By Theorem 2.3.5, blog2(p
k+jn)c+ 1 is the basic upper bound; this is true for

any n. If {log2(p
kn)} < 1− {log2 p

k}, then blog2(p
k+jn)c = blog2(p

k)c + blog2(p
jn)c

and the claim follows by invoking the lower bound from Theorem 2.3.5.
Since {log2(p

jn)} ≥ {log2(p
k)} ≥ {log2 3}, we can apply Corollary 2.3.16 to obtain

D±(Cpj ⊕ Cpkn) ≥ blog2(p
k)c+ blog2(p

jn)c+ 2,

= blog2(p
k+jn)c+ 1,

since the assumption on the fractional parts implies

blog2(p
k+jn)c = blog2(p

k)c+ blog2(p
jn)c+ 1.

Hence, the lower bound equals the basic upper bound.

Theorem 2.3.21. [20] Let G be a finite abelian group with |G| ≤ 100. Then,
D±(G) = blog2 |G|c + 1, except when G is isomorphic to C2

3 , C
3
3 , C

2
3 ⊕ C9, where

the values are 3,4,6, respectively, and C5 ⊕ C15 where the value is either 6 or 7.

Proof. Before we begin, we recall some results shown previously in this section.

• When G be cyclic, by Theorem 2.3.2, D±(G) equals the basic upper bound.
From here on, we assume that G is not cyclic.

• When |G| = 2α, one can verify that the lower and upper bound are equal in the
bounds given by Theorem 2.3.4, thus attaining the basic upper bound.

• If G ∼= Cn
3 , by Theorem 2.3.12, we know that D±(Cn

3 ) = n + 1. Notice that
when n ≥ 2, D±(G) does not attain the basic upper bound.

• If G ∼= Cn
5 , by Theorem 2.3.13, we know that D±(Cn

5 ) = 2n + 1. Notice that
when n ≥ 2, D±(G) does not attain the basic upper bound.

Assume that G ∼= C2
n. Then n ≤ 10. Outside of the cases shown above, this leaves

us to consider when n ∈ {6, 7, 9, 10}. When n ∈ {6, 7}, the lower bound given by
Proposition 2.3.15 equals the basic upper bound.

Let Hi = Cn, for i ∈ {1, 2}. We know that D±(Hi) = blog2 nc + 1, for any n. If
n ∈ {9, 10}, we have that 2{log2 n} < 1. Thus, by Lemma 2.3.10, D±(G) equals the
basic upper bound.

Next, consider the case when 2
∣∣|G|, so |G| = 2αn where n is odd. If α = 1 and G

is not cyclic, one can verify that G is one of the following cases,

1. |G| = 2p2 for 3 ≤ p ≤ 7 and p is prime,

2. |G| = 2 · 33,

3. |G| = 2 · 32 · 5.

Case (1) and Case (3) In both cases, G ∼= Cp ⊕ Cpn. Then, we can apply
Proposition 2.3.20 to show that D±(G) equals the basic upper bound.
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Case (2) Since G is not cyclic, this leaves us to consider the following two subcases,

1. G ∼= C2 ⊕ C3
3 ,

2. G ∼= C2 ⊕ C3 ⊕ C9.

In case (2.1), G ∼= C6 ⊕ C3 ⊕ C3. Let H1
∼= C3 and H2

∼= C3 ⊕ C6. By Proposition
2.3.2 and Theorem 2.3.19, we have that D±(Hi) = blog2 |Hi|c + 1, for i ∈ {1, 2}.
Then, since {log2 |H1|}+{log2 |H2|} < 1 , by Lemma 2.3.10, D±(G) equals the basic
upper bound. In case (2.2), G ∼= C9⊕C6. Then by Proposition 2.3.20, D±(G) equals
the basic upper bound.

Next, we look at the cases where α = 2, so

1. |G| = 22p2, or

2. |G| = 22pq,

where p, q ≥ 3 are primes and p 6= q. In case (1), since |G| ≤ 100, then p ≤ 5. First
assume that G ∼= C2 ⊕ C2p2 . Then by Lemma 2.3.10, D±(G) equals the basic upper
bound. Now, assume G ∼= C2α1 ⊕ C2α2p ⊕ Cp, where α1 + α2 = α. Let H1 = C2α1

and H2 = C2α2p⊕Cp. We have previously shown that D±(H2) equals the basic upper
bound. When α1 6= 0, since H1 is a 2-group, by Lemma 2.3.10, D±(G) equals the
basic upper bound. In the case where α1 = 0, we apply Proposition 2.3.20 to show
that D±(G) equals the upper bound. In case (2), G ∼= C2 ⊕ C2pq. By Lemma 2.3.10,
D±(G) equals the upper bound.

Now, we need to consider the case wheren α = 3, so |G| = 23n where n ≤ 12 and
odd. One can verify that these are the only two cases to consider.

1. n is a prime, n ≤ 11,

2. n = 32.

In case (1), G ∼= H ⊕ Cn where |H| = 8. Since H is a 2-group, we can apply Lemma
2.3.10 to show that D±(G) equals the basic upper bound.

Case (2) has additional subcases,

1. C3 ⊕ C3 is a subgroup of G, and

2. C9 is a subgroup of G.

In case (2.1), let H2 = C3 ⊕ C2β3, where β ≤ α, and H1 = G/H2. Notice that H1 is
a 2-group and we have previously in Theorem 2.3.19 shown that D±(H2) equals the
basic upper bound. Then, by Lemma 2.3.10, D±(G) equals the basic upper bound.
For case (2.2), G ∼= H ⊕ C2β9 where β < α and H is a 2- group. Then, by Lemma
2.3.10, D±(G) equals the basic upper bound.

Furthermore, when α ≥ 4, then G ∼= H⊕Cp where H is a 2-group and p is prime.
Then by Lemma 2.3.10, we conclude that D±(G) equals the basic upper bound.

We can show that D±(C5 ⊕ C15) = 6, a proof is provided in the Appendix 4.3. In
Section 4.3, we compute for D±(G) for 100 < |G| ≤ 200.
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2.4 Preliminaries and Notation for G = Cr
n

Given a finite abelian group G, we want to compute D±(G). Denote plus-minus zero-
subsums as PM zero-subsums. We provide a construction of how one can approach
this problem using matrices for specific types of finite abelian groups. Let G ∼= Cr

n

where r is the rank of G, and Cn is the cyclic group of order n. For g ∈ G, we may
express g as an r-tuple,

g =


a1
a2
a3
...
ar


where ai ∈ Cn. Let {e1, . . . , er} be the standard basis of Cr

n. Thus,

eTi = [0, . . . , 0, 1, 0, . . . , 0]

where the ith entry is 1 and all other entries are zero. For g ∈ G, then

g =
r∑
j=1

ajej,

where aj ∈ Cn. The support of g, denoted by sp(g), is the set of those ei’s where
ai 6= 0 in the summation above.

Let S = {s1, . . . , sk} ⊆ G, with repetition allowed. We construct an r× k matrix
M using the elements of S. So

M = [s1, s2, . . . , sk]

where k = |S|. Let M ′ be the matrix obtained by performing elementary row oper-
ations on M corresponding to a new set S ′. M ′ has the same row space of M . The
null space of M is the orthogonal complement of the row space of M . Since the row
spaces of M and M ′ are the same, the null space of M is the null space of M ′. Thus,
S has a PM zero-subsum if and only if S ′ has a PM zero-subsum.

We shall now assume that n is a prime number. Define the rank of M , rk(M), to
be the number of (Z/nZ)-linearly independent rows of M . We shall always assume
that rk(M) = r ≤ k. We will always row reduce M so that the left r × r submatrix
of M is the identity matrix,

M = [e1, . . . , er,mr+1, . . . ,mk].

For simplicity, we relabel the columns of M ,

M = [e1, . . . , er,mr+1, . . . ,mk] = [Ir | t1, . . . , tk−r] = [Ir | T ],

where ti are the columns of T . We label the rows of T as ui, 1 ≤ i ≤ r,

T = [t1, . . . , tk−r] =

u1...
ur

 ∈ Cr×(k−r)
n .
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Now, let x be a column vector where xT = [x1, . . . , xk−r] such that xi ∈ {0,±1}.
Notice that Tx ∈ Cr

n. We are interested in when |sp(Tx)| is even or odd for a given
x. For fixed x, one can find |sp(Tx)| by understanding when x annihilates a row ui
of T. Define

AnnT (x) = {u` | u` · x = 0, 1 ≤ ` ≤ r}

to be the annihilating set of x. Then,

|sp(Tx)| = r − |AnnT (x)|.

Lemma 2.4.1. Assume n = 3, r ≥ 2, and k − r ≥ 2. Let ui be a row of T where
|sp(ui)| ≥ 2, for some 1 ≤ i ≤ r. Then there exists an x with xT = (x1, . . . , xk−r)
and xi ∈ {±1}, such that ui · x = 0.

Proof. Assume ui contains ` ≤ k − r non-zero entries and ui = [ui1, . . . , ui,k−r]. First
consider the case where 2 | `. Since D±(C3) = 2, we can pair up non-zero entires of ui
and find a PM zero-sum for each pair. If uij = 0, then the choice for xj is arbitrary.

Next, assume 2 - `. Then there exists an m ∈ N such that ` = 2m + 1 =
2(m− 1) + 3. We pair up the first m− 1 non-zero entires of ui and find a PM zero-
subsum for each pair. This leaves us with three non-zero entires of ui. Without loss
of generality, we can assume that these non-zero entires of ui are ui1, ui2 and ui3. Our
goal is find x1, x2, x3 ∈ {±1}, such that

ui1x1 + ui2x2 + ui3x3 ≡ 0 mod 3.

Let xj = uij. Then this provides a PM zero-subsum for the first three elements of ui.
Thus, we have constructed an x such that

ui · x = 0.

Lemma 2.4.2. Let xT = (x1, . . . , xk−r). Then

AnnT (x) = AnnT (−x).

Proof. u1 · x = 0 if and only if −ui · x = 0. Thus, we have our result.

We also are interested in when our PM zero-subsum has even length.

Definition 2.4.3. Let {g1, g2, . . . , gk} ⊂ G where gi 6= 0. An even PM zero-subsum
is an expression

α1g1 + α2g2 + · · ·+ αkgk = 0,

for some αi ∈ {0,±1} where an even number of αi 6= 0.

Given a set of elements S of G \ {0}, we want to know whether S contains a even
PM zero-subsum.
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Definition 2.4.4. Let G be a finite abelian group and S ⊂ G, where S = {g1, . . . , gk}
and each gi is non-zero. Define De±(G) to be the smallest possible k such that any
such subset S of cardinality k contains an even PM zero-subsum.

The bounds for De±(G) can be expressed by the plus-minus Davenport constants of
G and C2 ⊕G.

Proposition 2.4.5. Let G be a finite abelian group. Then

D±(G) ≤ De±(G) ≤ D±(C2 ⊕G).

Proof. Notice that for the first inequality, if there is an even PM zero-subsum, then
there is a PM zero-subsum. Next, we need to show the upper bound. It is equivalent
to show that

De±(G)− 1 < D±(C2 ⊕G).

Let De±(G) = n. By the definition of De±(G), there exists a set

M = {m1, . . . ,mn−1} ⊂ G

that does not contain an even PM zero-subsum.
Now let S ⊆ C2 ⊕ G such that each si = (1,mi) ∈ S, 1 ≤ i ≤ n − 1. To obtain

a PM zero-subsum, we need to use an even number of si ∈ S. By our assumptions,
M does not contain an even PM zero-subsum. Therefore, S does not contain a PM
zero-subsum. Thus

De±(G)− 1 < D±(C2 ⊕G),

and we get the desired result.

Corollary 2.4.6.
De±(G) ≤ blog2 |G|c+ 2.

Proof. By Proposition 2.4.5, we know

De±(G) ≤ D±(C2 ⊕G).

Then by Lemma 2.3.1

D±(C2 ⊕G) ≤ blog2 2|G|c+ 1

= blog2 |G|c+ 2.

Corollary 2.4.7. Let n ≥ 2.

blog2 nc+ 1 ≤ De±(Cn) ≤ blog2 nc+ 2.

Proof. By Proposition 2.3.2, D±(Cn) = blog2 nc+ 1. By Lemma 2.3.10, we find that
D±(C2 ⊕ Cn) = blog2 nc+ 2. By Proposition 2.4.5, the result now follows.
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Remark 2.4.8. Let H be a subgroup of G and let rk(H) = k. Then

De±(H) ≤ De±(G).

We compute specific values of De±(Cn) in Section 3.1. More general bounds are pro-
vided for De±(Cn

p ), where p is prime in Section 3.2 and computed values of De±(Cn
3 )

can be found in Section 3.4.

Copyright© Darleen Perez-Lavin, 2021.
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Chapter 3 Even Plus-Minus Davenport Constant

3.1 Even Length PM zero-subsums in Cn

In this section, we compute the value of De±(Cn). After some computation, we
recognized that a subset S that contains some Jacobsthal numbers, does not contain
an even PM zero-subsum. The coming results build up to Proposition 3.1.5 where
we are able to show for some n,

De±(Cn) = blog2 nc+ 2,

attain the upper bound. We begin by introducing the Jacobsthal numbers that arise
from the Lucus sequence.

Definition 3.1.1. [6] Let s, t be integers. The Lucus sequence of the first kind is
defined by U0 = 0, U1 = 1 and for n ≥ 2, Un = sUn−1 + tUn−2.

Notice that when s = t = 1, we have the Fibonacci numbers When s = 1 and
t = 2, these are known as the Jacobsthal numbers. Let Jn be the nth Jacabosthal
number. So, the Jacobsthal numbers are defined by the following recurrance,

Jn+1 = Jn + 2Jn−1.

By Sloane and Inc. [30],

J0 J1 J2 J3 J4 J5 J6 J7 J8 J9 J10
0 1 1 3 5 11 21 43 85 171 341

This well studied sequence has some additional recurrances,

Jn+1 = Jn + 2Jn−1

= 2Jn + (−1)n

= 2n − Jn.

Using the original recurrance and its generating function, we get

Jn =
2n − (−1)n

3
. (3.1)

We are interested in this sequence when n ≥ 3.

Lemma 3.1.2. Let 3 ≤ n ≤ k and Jn be the nth Jacobsthal number. Let α ∈ {0, 1}.
Then

3 +
k∑

n=3

Jn = 2Jk + α,

where α = 0 when k is odd and α = 1 when k is even.
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Proof. Notice that when k = 3, k is odd and

3 + J3 = 3 + 3 = 6 = 2 · 3 = 2J3 + 0.

When k = 4, k is even and

3 + J3 + J4 = 3 + 3 + 5 = 11 = 10 + 1 = 2J4 + 1.

Let α ∈ {0, 1}. Assume that k ≥ 4 and that the result holds when 3 ≤ j ≤ k. Next,
we show this holds for when j = k + 1. Let αj ∈ {0, 1} be the value corresponding
to Jj.

3 +
k+1∑
n=3

Jn =

(
3 +

k∑
n=3

Jn

)
+ Jk+1

= 2Jk + αk + Jk+1

=
2

3

(
2k − (−1)k

)
+ αk + Jk+1 By identity 3.1

=
1

3

(
2k+1 − 2(−1)k

)
+ αk + Jk+1

=
1

3

(
2k+1 − (−1)k+1 − 3(−1)k

)
+ αk + Jk+1

=
1

3

(
2k+1 − (−1)k+1

)
− (−1)k + αk + Jk+1

= 2Jk+1 − (−1)k + αk.

We are left to show that

αk+1 = −(−1)k + αk =

{
0 if k + 1 is odd

1 if k + 1 is even.

We first assume that k is even. Then by the assumption, we know that αk = 1. So

−(−1)k + αk = −1 + 1 = 0.

Since k is even, k + 1 is odd. Thus, we have the corresponding αk+1. Now, let k be
odd. Then αk = 0. So,

−(−1)k + αk = 1 + 0 = 1.

Since k is odd, k + 1 is even. Thus, we have the corresponding αk+1. Therefore, by
induction, we have the desired result.

Lemma 3.1.3. Let k ≥ 3 be odd and Ao = {n ∈ N | 2Jk ≤ n ≤ 2k − 1}. Let
S = {1, 2, J3, . . . , Jk} ⊂ Cn where n ∈ Ao. Then S does not contain an even PM
zero-subsum.

Proof. One can verify when k = 3, S = {1, 2, 3} does not contain an even PM zero-
subsum for n = 6, 7. We now assume when k ≥ 3 and odd, S = {1, 2, J3, . . . , Jk} does
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not contain an even PM zero-subsum for each values of n where 2Jk ≤ n ≤ 2k − 1.
Next, it is sufficient to show that T = {1, 2, J3, . . . , Jk, Jk+1, Jk+2} also does not
contain an even PM zero-subsum for values of n where 2Jk+1 ≤ n ≤ 2k+2 − 1. Let
si ∈ S and ti ∈ T , be the ith elements of S and T respectively. Notice that for
1 ≤ i ≤ k, si = ti.

By Lemma 3.1.2,
k+2∑
i=1

ti = 2tk+2 = 2Jk+2.

Since we assumed that 2Jk+2 ≤ n, this is only congruent to zero when n = 2Jk+2,
but this sequence has odd length, since k + 2 is odd. Let βi ∈ {0,±1}. Therefore, if
there exists an even PM zero-subsum, then it must have the following form

k+2∑
i=1

βiti = 0,

where only an even number of βi are non-zero.
By our assumption, we assumed that S does not contain an even PM zero-subsum.

Thus if T contains an even PM zero-subsum, without loss of generality, then

k∑
i=1

βiti = tk+1 or
k+1∑
i=1

βiti = tk+2,

where there are an odd number of βi that are non-zero. From the recursions above
and since k is odd, we know

Jk+1 = 2Jk − 1.

Let each βi = 1. Then,

k∑
i=1

βiti = 1 + 2 +
k∑
i=3

Ji = 2Jk.

By the recursion above,

k∑
i=2

ti = 2Jk − 1 = Jk+1 = tk+1.

There are an even number of non-zero βi. Thus we do not obtain our even PM
zero-subsum. This also tells us that for any possible set of βi,

k∑
i=1

βiti < tk+2 = Jk+2.

Then, by the given recursions,

k∑
i=1

ti + tk+1 = 2Jk + Jk+1 = Jk+2.
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Hence
k+1∑
i=1

ti = tk+2

when each βi = 1. This leaves us with an even number of non-zero βi. Thus, we are
not able to obtain our even PM zero-subsum.

Therefore, when k ≥ 3 and odd and S = {1, 2, J3, . . . , Jk}, S does not contain an
even PM zero-subsum.

When consider the case where k is even, we need to exclude an element to be able to
use similar methods.

Lemma 3.1.4. Let k ≥ 3 be even and Ae = {n ∈ N | 2Jk ≤ n ≤ 2k−1;n 6= 2Jk +1}.
Let S = {1, 2, J3, . . . , Jk} ⊂ Cn where n ∈ Ae. Then S does not contain an even PM
zero-subsum.

Proof. One can verify when k = 4, S = {1, 2, 3, 5} does not contain an even PM
zero-subsum for n ∈ {10, 12, 13, 14, 15}. We now assume when k ≥ 3 and even,
S = {1, 2, J3, . . . , Jk} does not contain an even PM zero-subsum for each values of
n ∈ A = {n | 2Jk ≤ n ≤ 2k − 1;n 6= 2Jk + 1}. Next, it is sufficient to show that
T = {1, 2, J3, . . . , Jk, Jk+1, Jk+2} also does not contain an even PM zero-subsum for
values of

n ∈ Ā = {n | 2Jk+2 ≤ n ≤ 2k+2 − 1;n 6= 2Jk+2 + 1}.

Let si ∈ S and ti ∈ T , be the ith elements of S and T respectively. Notice that for
1 ≤ i ≤ k, si = ti.

By Lemma 3.1.2,
k+2∑
i=1

ti = 2Jk+2 + 1.

Since 2Jk+2 + 1 6∈ Ā, this does not provide an even PM zero-subsum for any n ∈ A.
Let βi ∈ {0,±1}. Therefore, if there exists an even PM zero-subsum, then it must
have the following form

k+2∑
i=1

βiti = 0,

where only an even number of βi are non-zero.
By our assumption, we assumed that S does not contain an even PM zero-subsum.

Thus if T contains an even PM zero-subsum, without loss of generality, then

k∑
i=1

βiti = tk+1 or
k+1∑
i=1

βiti = tk+2,

where there are an odd number of βi that are non-zero. By Lemma 3.1.2, since k is
even,

k∑
i=1

ti = 2Jk + 1 = Jk+1 = tk+1.
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Since each βi = 1, there are an even number of non-zero βi. Thus we do not obtain
our even PM zero-subsum. This also tells us that for any possible set of βi,

k∑
i=1

βiti < tk+2 = Jk+2.

From the given recursions, we have the following identity

Jk+2 = 2Jk+1 − 1.

Thus, by Lemma 3.1.2 and recursion above,

k∑
i=1

ti + tk+1 = 1 + 2 +
k+1∑
i=3

Ji = 2Jk+1

= Jk+2 + 1.

Hence
k+1∑
i=2

ti = tk+2

when each βi = 1. This leaves us with an even number of non-zero βi. Thus, we are
not able to obtain our even PM zero-subsum.

Therefore, when k ≥ 3 and even and S = {1, 2, J3, . . . , Jk}, S does not contain an
even PM zero-subsum.

Proposition 3.1.5. Let k ≥ 3 and

Ao = {n ∈ N | 2Jk ≤ n ≤ 2k − 1} when k is odd

Ae = {n ∈ N | 2Jk ≤ n ≤ 2k − 1;n 6= 2Jk + 1} when k is even.

If n is contained in Ao or Ae for some k value, then

De±(Cn) = blog2 nc+ 2.

Proof. Notice that

2k−1 < 2Jk =


2
3

(
2k + 1

)
when k is odd,

2
3

(
2k − 1

)
when k is even.

So,

2k−1 < n < 2k

k − 1 < log2 n < k,

which implies that k = blog2 nc+ 1. By Corollary 2.4.7,

blog2 nc+ 1 ≤ De±(Cn) ≤ blog2 nc+ 2.

Let S = {1, 2, J3, . . . , Jk}. Notice, that |S| = blog2 nc + 1 is the lower bound of
De±(Cn). By Lemma 3.1.3 and 3.1.4, S does not contain an even PM zero-subsum.
Therefore, De±(Cn) = blog2 nc+ 2.
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Proposition 3.1.6. For k ≥ 2 and 2k < 2` < 2k+1,

De±(C2`) = k + 2.

Proof. First, let k = 2. So 4 < 2` < 8 provides that 2` = 6. By Corollary 2.4.7, we
know

3 ≤ De±(C6) ≤ 4.

Now, let S = {1, 2, 3}. Notice that every PM zero-subsum of S has length three.
Thus, S does not contain an even PM zero-subsum. Therefore,

De±(C6) = 4.

Now, assume that k ≥ 3. Since 2k−2 + 2 ≤ 2k−1 < `, then 2 < `− 2k−2. Let

S = {1, 2, `− 2k−2, · · · , `− 8, `− 4, `− 2, `}.

Notice that S contains k − 2 elements of the form `− 2m, for 1 ≤ m ≤ k − 2. Since
1 < 2 < `− 2k−2 and ` ∈ S, then |S| = k − 2 + 3 = k + 1. We will show that S does
not contain an even PM zero-subsum. By geometric series

1 + 2 +
k−2∑
m=1

2m = 1 + 2 + 2k−1 − 2 = 2k−1 + 1. (3.2)

Since 2k−1 < ` < 2k, then 2k−1 + 1 ≤ ` < 2k.
Suppose

k+1∑
i=1

aisi = a1 + 2a2 +
k∑
i=3

ai(`− 2k−i+1) + ak+1`

= a1 + 2a2 −
k∑
i=3

ai2
k−i+1 + `

k+1∑
i=3

ai

≡ 0 mod 2`,

where ai ∈ {0,±1}. Let

N = a1 · 1 + a2 · 2 + a3 · (−2k−2) + · · ·+ ak−1 · (−4) + ak · (−2) + ak+1 · 0

= a1 + a2 −
k∑
i=3

ai2
k−i+1.

Since we assumed
∑k+1

i=1 aisi ≡ 0 mod 2`, then N ≡ 0 mod `. Notice that N ≤
2k−1 + 1, given by Equation 3.2.

Case (1): Suppose 2k−1 + 2 ≤ `. Then, N = 0. This implies that a1 = 0 and
a2 6= 0, since ai are distinct powers of two for i ≥ 3. Recall,

k+1∑
i=1

aisi =

[
k+1∑
i=3

ai

]
`+N ≡ 0 mod 2`.
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It follows that
k+1∑
i=3

ai ≡ 0 mod 2.

Thus, there are an even number ai 6= 0 for i ≥ 3. Since a1 = 0 and a2 6= 0, there are
an odd number of ai 6= 0 in our zero-subsum of S. Therefore, S does not contain an
even PM zero-subsum for Case (1).

Case (2): Suppose 2k−1 + 1 = `. If N = 0, the argument in Case (1) holds.
Now, assume that N 6= 0. Since N ≡ 0 mod `, it follows that N = ±`. Recall that
N ≤ 2k−1 + 1, so it follows that a1, . . . , ak are all non-zero. If ak+1 = 0, then

0 ≡
k+1∑
i=1

aisi ≡ a1 + 2a2 −
k∑
i=3

ai2
k−i+1 + `

k∑
i=3

ai

≡

[
k∑
i=3

ai

]
`+N ≡ (k − 2)`+ ` ≡ (k − 1)` mod 2`.

Therefore, k − 1 is even, so k is odd. Since the sum length is k, we do not obtain an
even PM zero-subsum.

Suppose ak+1 6= 0. Then

0 ≡
k+1∑
i=1

aisi ≡ (k − 1)`+ ` ≡ k` mod 2`.

Thus, k is even, but the sum length is k + 1 which is odd. Hence S does not contain
an even PM zero-subsum. Therefore,

De±(C2`) = k + 2.

Proposition 3.1.7. Let k ≥ 1.

De±(C2k) = k + 1.

Proof. Let S = [s1, . . . , sk+1] ⊂ C2k where si 6= 0. We will prove the proposition by
using induction on k. When k = 1, if |S| = 2, then it is clear that S contains an even
PM zero-subsum, since each element of S is non-zero. Now, assume for n = 2` where
` < k,

De±(C2`) = `+ 1.

We need to show this holds when `+ 1 = k.
First assume that every si is even. Then let S/2 = {si/2 | si ∈ S}. Notice that

S/2 ⊂ C2k−1 . By the induction hypothesis, De±(C2k−1) = k, thus S/2 contains an
even PM zero-subsum. So there exists a set of γi ∈ {0,±1} such that

k+1∑
i=1

γi(si/2) ≡ 0 mod 2k−1.
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This tells us that
k+1∑
i=1

γisi ≡ 0 mod 2k.

Hence, S contains an even PM zero-subsum. Therefore, we can assume that there
exists an si ∈ S such that si is odd. Without loss of generality, let sk+1 = 1.

Consider all possible sums contained in the set R, defined by

R =

{
k+1∑
j=1

αjsj mod 2k
∣∣∣∣ sj ∈ S;αj ∈ {0, 1}

}
.

Denote r ∈ R as a residue of C2k . Since |R| = 2k+1, we are left with two cases,

1. There exists at least one residue with at least three distinct sums.

2. Every residue has two distinct sums.

Let the length of a summation denote the number of non-zero αj. In case (1), there
exists a pair of summations whose length have the same parity. Let r0, r1 ∈ R be such
a pair. Then it is known r0 − r1 = 0 where r0 − r1 has an even number of non-zero
entries. Thus, we have obtained an even PM zero-subsum.

Now, we consider case (2). Assume that every residue has two distinct sums. Let

R̃ =

{
k∑
j=1

αjsj mod 2k
∣∣∣∣ sj ∈ S;αj ∈ {0, 1}

}
.

Notice that R̃ ⊂ R. Since we are removing the last odd term, sk+1, we lose the fact
that every residue of C2k has exactly two distinct summations. Thus, we have that
the residues of R̃ have at most two distinct summations. Let Ri be the set of residues
that have i distinct summations. So |R0

⋃
R1

⋃
R2| = 2k.

Let r ∈ R2. Then there exist two distinct summations

k∑
i=1

αisi ≡
k∑
i=1

βisi ≡ r,

where αi, βi ∈ {0, 1} and some αi 6= βi. Next, let

Ri + sk+1 = {r + sk+1 | r ∈ Ri}, for i ∈ {0, 1, 2}.

Suppose r + sk+1 ≡ r0 ∈ R1 ∪R2. Then we have at least three distinct summations,

k∑
i=1

αisi + sk+1 ≡
k∑
i=1

βisi + sk+1 ≡ r + sk+1 ≡ r0 ≡
k∑
i=1

γisi,

where αi, βi, γi ∈ {0, 1}. Thus, this contracticts that r0 has only two distinct sum-
mations in R. Therefore, r0 ∈ R0 and hence R2 + sk+1 ⊆ R0.
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Now, let r ∈ R0. Then no summation in R̃ is equivalent to r. By our assumption
that every residue of C2k has exactly two distinct summations in R, then

r ≡
k∑
i=1

αisi + sk+1 ≡
k∑
i=1

βisi + sk+1.

Thus, r − sk+1 ∈ R2 and hence R0 − sk+1 ⊆ R2. By adding sk+1 to both sides,
then R0 ⊆ R2 + sk+1. Therefore, by double containment, R0 = R2 + sk+1 and thus,
|R0| = |R2|.

This leaves us to consider if R1 is empty or non-empty. Assume that R1 is non-
empty. Let r ∈ R1. By our assumption, there exists the following two distinct
summations in R

r ≡
k∑
i=1

αisi ≡
k∑
i=1

βisi + sk+1.

Then, notice that
k∑
i=1

βisi ∈ R1 ∪R2.

Observe that this summation is not contained in R0. Suppose that

k∑
i=1

βisi ∈ R2.

So there exists another summation where

k∑
i=1

βisi ≡
k∑
i=1

γisi.

Notice that then this provides three distinct summations for r ∈ R0,

r ≡
k∑
i=1

αisi ≡
k∑
i=1

βisi + sk+1 ≡
k∑
i=1

γisi + sk+1.

This contradicts our assumation that every residue has only two distinct summations.
Therefore,

k∑
i=1

βisi ∈ R1,

and thus, r− sk+1 ∈ R1. Since r ∈ R1 is arbitrary, this provides that R1− sk+1 ⊆ R1.
Since the cardinality is the same, R1 − sk+1 = R1. Therefore, R1 = R1 + sk+1. Now,
since sk+1 is odd and thus a unit mod 2k, if follows that R1 = C2k . Therefore, R0 and
R2 are empty.

Assume R1 = C2k . Let R1 = E ∪ O where E contains the residues where the
summation has even length and O contains the residues where the summations have
odd length. Since R1 = C2k , then |E| = |O| and both sets are disjoint. Let r ∈ E.
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If r + sk+1 ∈ O, then there exists an r′ ∈ O such that r′ = r + sk+1. Hence, we have
two distinct summations with the same parity. Similar to case (1), we obtain an even
PM zero-subsum. Hence, we can assume that if r ∈ E, then r+ sk+1 ∈ E. Therefore,
E+sk+1 ⊆ E. Since they have the same cardinality, E+sk+1 = E. Again, since sk+1

is odd and a unit mod2k, then E = C2k which is a contradiction. Therefore, R1 = ∅.
Since R1 = ∅, then |R0 ∪ R2| = 2k. Then, since R0 and R2 are disjoint and have

the same cardinality, each |Ri| = 2k−1, for i ∈ {0, 2}. Recall that R0 = R2 + sk+1 nd
thus, it follows that R2 = R0 + sk+1. Now, let r ∈ R0. Then there exists a set of
three summations such that

r + sk+1 ≡ r1 ≡ r2,

a contradiction to our assumption that every residues has two distinct sums.
Therefore, if |S| = k+1, we have shown that S contains an even PM zero-subsum.

Thus,
De±(C2k) = k + 1.

When k ∈ {3, 4} Proposition 3.1.5 and 3.1.7 exclude the values of De±(Cn) for
n ∈ {5, 9, 11}. Also note that De±(C3) is excluded in both of these results.

Lemma 3.1.8.
De±(C3) = 2 and De±(C5) = 3.

Proof. First we compuet De±(C3). Notice that if S ⊂ C3 such that |S| = 2 and every
element of S is non-zero than we have a unique even PM zero-subsum using both
elements of S. Thus, De±(C3) = 2.

Now, let S ⊂ C5 such that |S| = 3 where every element of S is non-zero. Notice
that if we look at the non-zero elements of C×5 = {±1,±2}, then without loss of
generality, S ⊂ {1, 2}. Since |S| = 3 then S contains a repeated element of C5. Thus
S has an even PM zero-subsum of length two.

Lemma 3.1.9. Let n ∈ {9, 11}

De±(Cn) = 4.

Proof. With some computation, we have confirmed that De±(C9) = 4. We have
suppressed this calculation.

If g ∈ C11 is non-zero, then g ∈ ±{1, 2, 3, 4, 5} = [5]. Let S ⊂ C11 \ {0} such
that |S| = 5. Since we are looking for an even PM zero-subsum, then without loss
of generality, we can assume S ⊂ [5]. Notice that if two elements of S are equal,
we have our even PM zero-subsum. This leaves us to consider the case where every
element of S is distinct.

Now, let S, T ⊂ [5] such that S 6= T . Notice that |S ∩ T | = 3 for any choice of
S and T . First assume {1, 2, 3} ⊂ S, so S = {1, 2, 3, s} where s ∈ {4, 5}. In either
choice s, we can use all four elements of S to find our even PM zero-subsum,

1 + 2 + 3 + 5 ≡ 0 mod 11

(1− 2) + (4− 3) = 0.
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Let s1, s2 ∈ {1, 2, 3}. Next, let {4, 5} ⊂ T , so T = {s1, s2, 4, 5}. If |s1 − s2| = 1, we
obtain our even PM zero-subsumsince

|s1 − s2| = 5− 4 = 1.

This leaves us to consider the case when T = {1, 3, 4, 5}. We see that

5 + 4 + 3− 1 ≡ 0 mod 11.

Since we have considered all possible subsets of size four of [5] and found an even PM
zero-subsum for each subset, then we have shown that

De±(C11) = 4.

In Appendix C, we ask the following question using combinatorial methods. Let
n ∈ N where n ≥ 5. Let 4 ≤ k < n. Denote [n] = {1, . . . , n}. Let S = {s1, . . . , sk} ⊂
[n] where |S| = k and s1 < s2 < · · · < sk. Define

S − S \ {0} = {si − sj | si, sj ∈ S, i < j}

as our non-zero difference set of S. Let {a, b, c, d} ⊂ [k] where each one is distinct.

Question (C.1). Given S ⊂ [n] where |S| = k, what subsets S of size k does the
following property hold

|sa − sb| 6= |sc − sd| (3.3)

for any choice of {a, b, c, d}?

The result below uses these combintorial methods when S ⊂ {1, 2, . . . , 8}.

Lemma 3.1.10. Let S = {s1, s2, s3, s4, s5} ⊂ {1, . . . , 8} = [8] where each element of
S is distinct. Let {i, j, k, l} ⊂ {1, 2, 3, 4, 5} = [5] where i, j, k, l are distinct. If

|si − sj| 6= |sk − sl|

for any {i, j, k, l}, then

S ∈ {{1, 2, 3, 5, 8}, {1, 4, 6, 7, 8}} .

Proof. First notice that if

S ∈ {{1, 2, 3, 5, 8}, {1, 4, 6, 7, 8}} ,

then

|si − sj| 6= |sk − sl| (3.4)

holds for any {i, j, k, l}. Now, we need to show that for all other possibe subsets S,
3.4 does not hold. To help illustrate our choice of S, one can think about about a
number line from one to eight.
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1 2 3 4 5 6 7 8

Then we pick our subset S ⊂ [8] where |S| = 5. For example, let S = {1, 3, 4, 6, 7}.
These points are highlighted in red in the figure below. If there exist two distinct
arcs with distinct end points that have the same radius, then 3.4 does not hold, as
shown below. We say S contains a symmetric arc pair if this occurs.

1 2 3 4 5 6 7 8

Let S ′ be the reflection set of S if

S ′ = {n+ 1− si | si ∈ S}.

Then one can see that if S has a symmetric arc pair then so will S ′ since it is the
reflection set of S.

It is clear that if S contains four consecutive numbers then 3.4 does not hold. We
first consider the case when there exists an s ∈ S such that {s, s+ 1, s+ 2} ⊂ S. So,
let S = {s, s+1, s+2, v, w}. Let αi ∈ {0, 1, 2} for 0 ≤ i ≤ 2. Since |s+αi−(s+αj)| ∈
{1, 2}, if |v − w| ∈ {1, 2} then 3.4 does not hold. So, |v − w| ≥ 3. Since S ⊂ [8], in
the case where s is maximal or minimal, S has the form

S = {s, s+ 1, s+ 2, v, v + 3} ∈ {{1, 2, 3, 5, 8}, {1, 4, 6, 7, 8}} .

This leaves us to consider the cases where 2 ≤ s ≤ 5. By symmetry of our line graph,
we only need to show the cases when s ∈ {2, 3}.

Let s = 2, so S = {2, 3, 4, v, w}. Since v, w /∈ {s − 1, s + 3}, this leaves, v, w ∈
{6, 7, 8}. For any choice of v, w, |v − w| ∈ {1, 2}. Thus, 3.4 does not hold. Next, let
s = 3, so S = {3, 4, 5, v, w}. Since |v−w| /∈ {1, 2}, then 1 ∈ S. So, S = {1, 3, 4, 5, w}.
This leaves w ∈ {7, 8}. In either case, one can verify that 3.4 does not hold.

Next, we assume that S does not contain three consecutive numbers. Then we
split out number line in half. Since eight is even, we have four points on each side.
Since it is symmetric, then without loss of generality, we pick three numbers from
the left set, {1, 2, 3, 4} and two numbers from the right set, {5, 6, 7, 8}. Since S does
not contain three consective numbers, from the left side, we either have {1, 2, 4} ⊂ S
or {1, 3, 4, } ⊂ S. First, consider when {1, 2, 4} ⊂ S. Let S = {1, 2, 4, v, w}. If
|v − w| ∈ {1, 2} then 3.4 does not hold. Then |v − w| = 3, so S = {1, 2, 4, 5, 8}.
Notice that 2 − 1 + 4 − 5 = 0. Hence 3.4 does not hold. Next, consider when
{1, 3, 4} ⊂ S. Let S = {1, 3, 4, v, w}. Since S does not contain three consecutive
numbers then 5 /∈ {v, w}. Then for any other choice of v, w, |v − w| ∈ {1, 2}. Notice
that {1, 4, 6, 7, 8} is the reflection set of S. Hence 3.4 does not hold.

Let S = {s1, s2, s3, s4, s5} ⊂ {1, 2, . . . , 8} as stated in Lemma 3.1.10 such that
there exists a subset {i, j, k, l} ⊂ {1, 2, 3, 4, 5} where

|si − sj| = |sk − sl|.

44



Without loss of generality, assume that

si − sj = sk − sl,

then it is clear that this is an even PM zero-subsum. Thus, when trying to find an
S that does not contain an even PM zero-subsum, by Lemma 3.1.10, we do not need
to consider the following subsets of Cn, for n ≥ 8. We apply this lemma in the result
below.

Lemma 3.1.11.
De±(C17) = 5.

Proof. By Corollary 2.4.7,
5 ≤ De±(C17) ≤ 6.

Let S = {s1, . . . , s5} ⊂ C17 where si 6= 0 and each si is distinct. We choose to write
each si ∈ ±{1, 2, . . . , 8}. Since we are looking for plus-minus subsums, we can reduce
to the case where each si ∈ {1, . . . , 8}. Lemma 3.1.10 tells us that if

S /∈ {{1, 2, 3, 5, 8}, {1, 4, 6, 7, 8}} ,

then S contains an even PM zero-subsum. This leaves us only to consider the sets
when

S ∈ {{1, 2, 3, 5, 8}, {1, 4, 6, 7, 8}} .

Notice that

1 + 2 + 5− 8 = 0,

−1 + 4 + 6 + 8 ≡ 0 mod 17,

are even PM zero-subsums. Since we have shown that every possible subset S ⊂
{1, . . . , 8} contains an even PM zero-subsumfor when |S| = 5,

De±(C17) = 5.

Lemma 3.1.12.
De±(C21) = 6.

Proof. Let S = {1, 2, 5, 7, 9}. Since each element of S is distinct and each si ≤
⌊
n
2

⌋
,

then there is no even PM zero-subsumof length two. Since 2 - 21, if S contains an even
PM zero-subsum, then we can exclude the subset of size four that contains only odd
numbers. Thus, 2 must be contained in our even PM zero-subsum. Let s2, s3, s4 ∈ S
and assume

2α1 + α2s2 + α3s3 + α4s4 ≡ 0 mod 21

for some αi ∈ {±1}. So,

α2s2 + α3s3 + α4s4 ∈ {2, 19}.
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Consider when {5, 7, 9} = {s2, s3, s4}. When each αi = 1, then

α25 + α37 + α49 ≡ 0 mod 21.

While this provides a PM zero-subsum, it is not of even length. Therefore there exists
some αi = −1. Without loss of generality, we only need to consider the case when
exactly one αi = −1. For any choices of αi = −1, then

2 < α25 + α37 + α49 < 19.

Thus, 1 ∈ {s2, s3, s4} and

2α1 + α2 + α3s3 + α4s4 ≡ 0 mod 21.

So,
α3s3 + α4s4 ∈ {1, 3, 18, 20}.

Since s3, s4 ∈ {5, 7, 9}, then |s3 − s4| ∈ {2, 4} and |s3 + s4| < 18. Therefore S does
not contain an even PM zero-subsum. Hence De±(C21) = 6.

We believe that De±(C19) obtains the lower bound. Let S = {2, 3, 4, 8, 11} ⊂
C23. One can verify that S does not contain an even PM zero-subsum, and hence
D±(C23) = blog2 23c+ 2.

Conjecture 3.1.13. Let 2k < n < 2k+1 be odd and k ≥ 3. Then

De±(Cn) =

{
k + 1 if {log2 n} < 1

2k−2

k + 2 if {log2 n} ≥ 1
2k−2 .

Consider n ∈ {39, 41, 43}. Each odd n is not an odd considered in Proposition 3.1.5
and {log2 n} ≥ 1/4. Notice that

6 ≤ De±(Cn) ≤ 7.

Below are subsets S ⊂ Cn for each n that do no contain an even PM zero-subsum.
Thus, providing De±(Cn) = 7.

S =


{3, 4, 5, 10, 13, 16} for when n = 39

{3, 4, 5, 11, 14, 17} for when n = 41

{3, 4, 5, 11, 14, 17} for when n = 43.

For n ∈ {33, 35, 37}, {log2 n} < 1/4 and we believe that De±(Cn) obtains the lower
bound. In hope of proving this conjecture, we first would like to show the following
result.

Conjecture 3.1.14.
De±(C2k+1) = k + 1.
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The results below provide a pathway to how we hope to prove Conjecture 3.1.14 in
the near future.

Proposition 3.1.15. If {log2 n} ≥ {log2 3}, then there exists an S = {s1, . . . , sk} ⊂
Cn, where k = blog2 nc+ 1, such that S contains a unique PM zero-subsum.

Proof. By Proposition 2.3.2 then k = blog2 nc + 1 = D±(Cn). Hence, for any
S = {s1, . . . , sk} ⊂ Cn, S contains a PM zero-subsum. Now, let ` = blog2 nc− 1 and
S = {1, 2, 4, . . . , 2`, a} for some a ∈ Cn. Notice that by geometric series,

∑`−1
i=0 2i < 2`.

So, by our choice of `, we know that T = {1, 2, . . . , 2`} ⊂ S does not contain a PM
zero-subsum. By geometric series, the largest possible sum from elements of T is
2`+1 − 1. If a > 2`+1 − 1 and a+ 2` = n, then S contains a unique PM zero-subsum.
Notice that a+ 2` ≡ 0 mod n. Since T does not contain a PM zero-subsum, if there
exists another PM zero-subsum it must contain a. Since T does not contain a PM
zero-subsum equivalent to 2` then a+ 2` ≡ 0 mod n is unique.

Let a = n − 2`. Since {log2 n} ≥ {log2 3}, then the following statements are
equivalent

{log2 3} ≤ {log2 n}
{log2 3}+ blog2 nc = log2 3 + ` ≤ log2 n

3 · 2` ≤ n

2`+1 − 1 < n− 2` = a.

Therefore, S contains a unique PM zero-subsum.

Data suggest that if {log2 3} ≤ {log2 n} < {log2 7}, then each set S that has a
unique PM zero-subsum, the PM zero-subsum must have length two.

Conjecture 3.1.16. If {log2 n} ≥ {log2 7}, then there exists an S = {s1, . . . , sk} ⊂
Cn, where k = blog2 nc+ 1, such that S contains a unique PM zero-subsum of length
greater than two.

Conjecture 3.1.17. If {log2 n} < {log2 3}, then every S = {s1, . . . , sk}, where
k = blog2 nc+ 1, contains at least two PM zero-subsums.

Lemma 3.1.18. Let k ≥ 5 and let S = {s1, . . . , sk+1} ⊂ {1, 2, 3, . . . , 2k−1} ⊂ C2k+1

where each si is even. Then S contains an even PM zero-subsum that is zero.

Proof. One can quickly verify that no such subset S where every si is even exists for
when k < 5. Consider all possible sums contained in the set R, defined by

R =

{
k+1∑
j=1

αjsj mod 2k + 1

∣∣∣∣ sj ∈ S;αj ∈ {0, 1}

}
.

The set R are the residues of C2k+1 and |R| = 2k+1. Since each si is even, then for
every r ∈ R, r is even. So, there are only 2k−1 + 1 distinct residues in R. By pigeon
hole principle there exists a residue with at least three distinct sums. Therefore, a
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2k + 1 k ` = |S| T ⊂ S
17 4 5 {1, 2, 4, 8}, {3, 5, 6, 7}
33 5 6 {1, 2, 4, 8, 16}, {5, 7, 10, 13, 14}

65 6 7
{1, 2, 4, 8, 16, 32}, {3, 6, 12, 17, 24, 31},
{7, 9, 14, 18, 28, 29}, {11, 19, 21, 22, 23, 27}

Table 3.1: Subsets T ⊂ S ⊂ C2k+1 similar to those shown in Conjecture 3.1.20.

pair of summations have the same parity. Let r0, r1 ∈ R be such a pair. Hence,
r0 − r1 = 0 where r0 − r1 has an even number of non-zero entries. Thus, S contains
an even PM zero-subsum that is zero.

Lemma 3.1.19. Let k ≥ 5 and let S = {s1, . . . , sk+1} ⊂ {1, 2, 3, . . . , 2k−1} ⊂ C2k+1

where each si is odd. Then S contains an even PM zero-subsum that is zero.

Proof. One can quickly verify that no such subset S where every si is odd exists for
when k < 5. Consider all possible sums contained in the set R, defined by

R =

{
k+1∑
j=1

αjsj mod 2k + 1

∣∣∣∣ sj ∈ S;αj ∈ {0, 1}

}
.

The set R are the residues of C2k+1 and |R| = 2k+1. Let α = (α1, . . . , αk+1) and
we say |sp(α)| is the number of non-zero αj. Since each si is odd, then if |sp(α)|
is even then r =

∑
j αjsj is also even. There are a total of 2k distinct r ∈ R that

are even. By pigeon hole principle there are exists a residue r ∈ R that has at least
two summations since every si is odd then this pair of summations have the same
parity. Let r0, r1 ∈ R be such a pair. Thus r0 − r1 = 0. So, S contains an even PM
zero-subsum.

Conjecture 3.1.20. Let

R =

{
k+1∑
j=1

αjsj mod 2k + 1

∣∣∣∣∣ sj ∈ S = {s1, . . . , s`} ⊂ {1, 2, . . . ,m};
` = k + 1, m = 2k−1, αj ∈ {0, 1}

}
.

Denote r mod 2k + 1 ∈ R as a residue of C2k+1. If T = {1, 2, 22, . . . , 2k−1} ⊂ S, then
every residue has at most two distinct equations.

Note that most other subsets S contain a residue with at least three distinct equations.
If a residue has at least three such equations then there exists two such equations
where the number of non-zero αi have the same parity. Thus, we have an even PM
zero-subsum. After some computation, other such subsets of S exists. These subsets
are shown in Table 3.1.
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3.2 General Bounds for Even Length PM zero-subsums G

By Proposition 2.4.5,

D±(G) ≤ De±(G) ≤ D±(C2 ⊕G).

In this section we improve the lower bound for De±(G) using similar methods used
for D±(G). We first show a result that provides an example of when it is clear that
we have an even PM zero-subsum. Then in directly improve the lower bounds for
groups G,Gr, and Cr

p for when p is a prime.

Lemma 3.2.1. Let G be an arbitrary finite abelian group where rk(G) = r. Let q > r
and let M be an r × q matrix of the form

M = [e1, . . . , er | t1, t2, . . . , tq−r] = [Ir | T ],

where the last m rows of T are zero rows. Let N be an (r −m)× (q −m) submatrix
of M of the form

N = [e1, . . . , er−m | t̃1, t̃2, . . . , t̃`],

that removes the last m rows of M and indicated columns of Ir. Then M has an even
PM zero-subsum if and only if N has an even PM zero-subsum.

Proof. Let ` = q − r. Let αi, βj ∈ {±1, 0} for 1 ≤ i ≤ r and 1 ≤ j ≤ `. M contains
an even PM zero-subsum if and only if there exists a set of αi and βj such that

0̄ = α1e1 + α2e2 + · · ·+ αrer + β1t1 + β2t2 + · · ·+ β`t`,

where an even number of αi and βj are non-zero. Since the last m rows of T are zero
rows, such a sum would exist if and only if αi = 0 for r −m+ 1 ≤ i ≤ r. Thus

0̄ = α1e1 + α2e2 + · · ·+ αr−mer−m + β1t1 + β2t2 + · · ·+ β`t`,

if and only if

0̄ = α1e1 + α2e2 + · · ·+ αr−mer−m + β1t̃1 + β2t̃2 + · · ·+ β`t̃`.

This proves the lemma.

Let G be a general finite abelian group and S = {s1, . . . , s`} ⊂ G. Let M be
the corresponding matrix generated from S, so M = [s1, . . . , s`]. With some finite
abelian groups G, we loose our ability to row reduce down to an identity matrix on
the left side of M as saw in Lemma 3.2.1. The result below provides an improvement
to the lower bound similar to the result for D±(G) given by Lemma 2.3.3.

Lemma 3.2.2. Let H be a subgroup of G. Then

De±(G) ≥ De±(H) +D±(G/H)− 1.
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Proof. Let H be a subgroup of G. Suppose that De±(H) = h + 1. Let S ⊂ H such
that |S| = h and S does not contain an even PM zero-subsum. Then let M be the
corresponding matrix of S with h columns. Let D±(G/H) = k + 1 and T ⊂ G such
that the images of T ∈ G/H does not contain a PM zero-subsum. Then let N be the
corresponding matrix of T with k columns. Next, we construct the following block
matrix,

P =

[
M 0
0 N

]
,

where 0 are the corresponding zero matrices. Notice that P has h + k columns and
does not contain an even PM zero-subsum. Therefore

De±(G) ≥ h+ k + 1

= De±(H)− 1 +D±(G/H)− 1 + 1

= De±(H) +D±(G/H)− 1.

Proposition 3.2.3. Let G be an arbitrary finite abelian group. Then

De±(Gr) ≥ De±(G) + (r − 1)(D±(G)− 1).

Proof. First let r = 2 and notice that G is a subgroup of G2. Then by Lemma 3.2.2,

De±(G2) ≥ De±(G) +D±(G)− 1.

Now assume that this lower bound holds for k ≤ r − 1. Then, we want to show the
following lower bound holds for when k = r,

De±(Gk) ≥ De±(G) + (k − 1)(D±(G)− 1).

Let H = Gr−1, so then Gr/H ∼= G. Therefore by Lemma 3.2.2 and our induction
hypothesis

De±(Gr) ≥ De±(Gr−1) +D±(G)− 1

≥ (De±(G) + (r − 2)(D±(G)− 1)) +D±(G)− 1

= De±(G) + (r − 1)(D±(G)− 1).

Corollary 3.2.4. Let n ≥ 3, r ≥ 2, and let k = blog2 nc. Then

De±(Cr
n) ≥ rk + 1.

Proof. By Proposition 2.3.2, D±(Cn) = blog2 nc+ 1 = k + 1. By Proposition 3.2.3,

De±(Cr
n) ≥ De±(Cr

n) + (r − 1)k.

Then by Corollary 2.4.7,

De±(Cr
n) ≥ k + 1 + (r − 1)k = rk + 1.
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Corollary 3.2.5. Let k = blog2 nc and r ≥ 2. If

De±(Cn) = k + 2,

then
De±(Cr

n) ≥ rk + 2.

Proof. By Proposition 2.3.2, D±(Cn) = blog2 nc + 1 = k + 1. Then, by assuming
that De±(Cr

n) = r + 2, and by Proposition 3.2.3,

De±(Cr
n) ≥ De±(Cn) + (r − 1)(D±(Cn)− 1)

= k + 2 + (r − 1)k

= rk + 2.

In the case where p = 2, we can use linear algebra to compute the value of
De±(Cr

2).

Theorem 3.2.6. For r ≥ 2,
De±(Cr

2) = r + 2.

Proof. Since r ≥ 2, there exist an m ∈ Cr
2 such that |sp(m)| is even. Then consider

M0 = [e1, e2, . . . , er | m].

Since the first r columns are linearly independent and |sp(m)| is even, M0 does not
contain an even PM zero-subsum. Thus,

De±(Cr
2) > r + 1

which implies
De±(Cr

2) ≥ r + 2.

Let S be a subset of Cr
2 with non-zero elements such that |S| = r+2 and let M be

the corresponding matrix. Notice that M is an r× (r+ 2) matrix. Let x be a vector
of dimension r + 2 with every entries in {0,±1}. Then Mx provides a homogeneous
system of r linear equations in r + 2 variables. Since r < r + 2, we are guaranteed a
non-trivial zero solution. We are looking for a solution where x has an even number
of non-zero entries.

Let N be the (r + 1) × (r + 2) matrix where the first r rows are the rows of M
and the last row of N is a row of all ones. Thus, there exists a non-zero y such that
Ny is zero. Since the last row is all ones, we know that y contains an even number
of non-zero entries. This provides that y is a non-trivial zero solution of even length.
Hence De±(Cr

2) = r + 2.

In the case where r = 1, it is easy to check that De±(C2) = 2. We now assume that
p ≥ 3 is an odd prime.
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Lemma 3.2.7. For r ≥ 2,
De±(Cr

3) ≥ r + 3.

Proof. To show that
r + 3 ≤ De±(Cr

3)

it is equivalent to show that
r + 2 < De±(Cr

3).

To show this strict inequality, we must find an r × (r + 2) matrix with entries in
C3 that does not contain an even PM zero-subsum. We begin by showing that the
following matrix does not have an even PM zero-subsum

A = [e1, e2, a, b] =

[
1 0 1 1
0 1 1 −1

]
.

Notice that a, b are linearly independent and every PM zero-subsum has length three.
Consider the following block matrix

M =

[
A 0
0 Ir−2

]
,

where 0 is the corresponding zero matrix. Since the last r − 2 columns of M are
linearly indpendent from the first four columns and since A does not contain an even
PM zero-subsum, M also does not contain an even PM zero-subsum.

For other primes, p, such an improvement does not always hold.

Proposition 3.2.8.
De±(C2

5) = 5.

Proof. By Lemma 3.2.4 and since blog2 5c = 2,

De±(C2
5) ≥ 5.

Let S = {s1, s2, s3} ⊂ C5 where each si is non-zero, for 1 ≤ i ≤ 3. By Lemma
3.1.8, we know that De±(C5) = 3. This is shown by the fact that there exists an i, j
such that si = ±sj. Thus, for every subset S where |S| = 3 we get our even PM
zero-subsum.

Now, let S = {s1, . . . , s5} ⊂ C2
5 where each si is non-zero. Since 5 is prime, we let

M be the corresponding row reduced matrix of S where

M = [I2 | T ] = [e1, e2 | t1, t2, t3].

If |sp(ti)| = 1 and the only non-zero entry is 1, then it is clear that we have an even
PM zero-subsum. Next, consider the case where there exists a row of T that contains
at least two zero entries,

T =

[
a 0 0
b1 b2 b3

]
.
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Let S ′ = {1, b2, b3}. Since De±(C5) = 3, S ′ contains an even PM zero-subsum.
Therefore, M contains an even PM zero-subsum.

Next, we consider the case where T has two zero entries in different rows. Since
we have shown that if |sp(ti)| = 1 and the non-zero entry is ±1, then we have an even
PM zero-subsum, we can assume without loss of generality that T has the following
form,

T =

[
2 0 a
0 2 b

]
,

where a, b ∈ {1, 2, 3, 4}. Let us first consider all possible PM zero-subsums of U =
{1, 2, s}. For for any choice of s ∈ {1, 2, 3, 4}, one can verify that U contains a PM
zero-subsum of length two and of length three. Since U always contain two PM zero-
subsums, one of length two and another of length three for any choice of s, then there
exists a set of αi ∈ {0,±1} such that

α1e1 + α2e2 + α3t1 + α4t2 + α5t3 = 0

where α5 6= 0 and exactly three addition αi 6= 0 for 1 ≤ i ≤ 4.
Next, we consider the case where T has only one zero entry. Since we have shown

that if |sp(ti)| = 1 and the non-zero entry is ±1, then we have an even PM zero-
subsum, we can assume without loss of generality that T has the following form,

T =

[
2 a2 a3
0 b2 b3

]
,

where ai, bi ∈ {1, 2, 3, 4}. First assume that b2 = ±1. Since we can find a PM
zero-subsum of length three including a2, there exists a set of αi ∈ {±1} such that

α1e1 + α2e2 + α3t1 + α4t2 = 0.

Next assume that neither bi = ±1, so bi ∈ {2, 3} This implies that

α4b2 + α5b3 ≡ 0 mod 5. (3.5)

If α4a2 + α5a3 ≡ 0 mod 5 than we are done. Assume that α4a2 + α5a3 6≡ 0 mod 5.
Since D±(C5) = 3 and we have shown for any a ∈ C5 \ {0} the subset {1, 2, a} ⊂ C5

contains a PM zero-subsum of length two and three, there exists a set of αi ∈ {±1}
such that

α1e1 + α3t1 + α4t2 + α5t3 = 0

where α4, α5 are given by equation 3.5.
Furthermore, we need to consider the case where T has no zero entries. Let T

have the following form,

T =

[
a1 a2 a3
b1 b2 b3

]
.
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Case 1. Assume each ai are equal up to sign. If there exists a bi = bj, then we have
an even PM zero-subsum of length two. Assume that bi 6= bj for any i, j ∈ {1, 2, 3},
So, without loss of generality,

T =

[
a a a
1 2 b

]
,

where b ∈ {3, 4}. In the case where a ∈ {1, 4}, then find a set of αi ∈ {±1} such that

α3t1 + α4t2 + α5t3 =

[
±1
0

]
.

For example, let b = 4 and notice that

−
[
a
1

]
+

[
a
2

]
+

[
a
4

]
=

[
a
0

]
,

since a ∈ {1, 4} = {±1} this is the result we are looking for. Hence,

α1e1 + α3t1 + α4t2 + α5t3 = 0

for some α1 ∈ {±1}. In the case where a ∈ {2, 3}, then find a set of αi ∈ {0,±1}
such that

α3t1 + α4t2 + α5t3 =

[
±1
±1

]
,

where αj = 0 for j ∈ {3, 4} and otherwise αi 6= 0. For example, let a = 3 and b = 4
and notice that

0 ·
[
3
1

]
+

[
3
2

]
+

[
3
4

]
=

[
1
1

]
,

thus, this is the result we are looking for. This will always occur since 2a = ±1 for
a ∈ {2, 3} and since b ∈ {3, 4} so either 1 + b ≡ 0 mod 5 or 2 + b ≡ 0 mod 5. Hence,

α1e1 + α2e2 + α3t1 + α4t2 + α5t3 = 0

where exactly four αi are non-zero.

Case 2. Assume there exist ai = ±aj, then without loss of generality,

T =

[
a a a′

b1 b2 b3

]
,

where a′ 6= ±a. Notice that if b1 = b2 = b3 then this falls into the previous case by
interchanging the rows. So we can assume that not all bi are equal. We choose to
write a, a′ ∈ {±1,±2}. Since the coefficients for our even PM zero-subsum are ±1,
then without loss of generality we can assume that a, a′ ∈ {1, 2}.
Case 2.1. First assume that T has the following form

T =

[
1 1 2
b1 b2 b3

]
.
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If b1 = b2, then we have an even PM zero-subsum of length two. So, we assume that
b1 6= b2. Also, if |bi − b3| = 1 for i ∈ {1, 2}, then there exists {α, β} = {1,−1} such
that

αti + βt3 =

[
±1
±1

]
.

Thus,
α1e1 + α2e2 + αt2 + βt3 = 0,

for some αi ∈ {±1}. In the case where b3 ∈ {2, 3}, one can conclude that if |bi−b3| 6= 1
then b1 = b2. This contradicts our assumption that b1 6= b2. In the case where
b3 ∈ {1, 4} then

[b1, b2, b3] ∈ {[1, 2, 4], [3, 4, 1]} .
Note that these are the only subsets to consider when each bi is distinct. Now, let
xT = (1, 1,−1). Then in either case

Tx =

[
0
±1

]
.

Thus, there exists an α ∈ {±1} such that

αe2 + t1 + t2 − t3 = 0

provides an even PM zero-subsum.
Now, assume there exist an i such that bi = b3. Without loss of generality, let

i = 2. If {b1, b2, b3} ∈ {±{1, 1, 3},±{1, 2, 2}}, then

−e1 + t1 + t2 + t3 = 0,

is an even PM zero-subsum. Recall that if |b1 − b3| = 1 then we have shown that
we are able to attain an even PM zero-subsum. We are left to consider the following
subsets,

[b1, b2, b3] ∈ {[4, 1, 1], [4, 2, 2], [1, 3, 3], [1, 4, 4]} .
In each case, there exists an α ∈ {±1} such that

αe2 + t1 + t2 − t3 = 0

provides an even PM zero-subsum.

Case 2.2. Now assume that T has the following form

T =

[
1 2 2
b1 b2 b3

]
.

Assume there exists an xT = (x1, x2, x3) such that Tx = 0 that provides an even PM
zero-subsum. Now, notice that

0 ≡
[

1 2 2
b1 b2 b3

]x1x2
x3

 =

[
1 −2 2
b1 −b2 b3

] x1
−x2
x3

 =

[
1 1 2
b1 −b2 b3

] x1
−x2
x3

 .
Since b1, b2, b3 are arbitrary, this reduces to the previous case. Hence such an x exists
that provides an even PM zero-subsum.
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In Section 2.4, we have shown that we can row reduce our matrix representation
of S ⊂ Cr

p , for when p is prime, where the left most r × r column make an identity
matrix, Ir. Since we are able to reduce M in this way, we are able to compare lower
and upper bounds for when r < m.

Lemma 3.2.9. If
r + α ≤ De±(Cr

p)

then
m+ α ≤ De±(Cm

p )

for all m ≥ r.

Proof. Assume r+α ≤ De±(Cr
p). Then there exist an r× (r+α− 1) matrix N that

does not contain an even PM zero-subsum and by row reduction,

N = [Ir | T̃ ] = [e1, . . . , er | t̃1, . . . , t̃α−1].

Let ti be the an m-tuple where the first r entries are equal to t̃i and the remaining
entries are zero. Then, we construct M to be an m× (m+ α− 1) matrix where N is
a submatrix of M where

M = [Im | T ] = [e1, . . . , em | t1, . . . , tα−1].

Then by Lemma 3.2.1, since N does not contain an even PM zero-subsum, M also
does not contain an even PM zero-subsum.

Lemma 3.2.10. Let r < m. If

De±(Cm
p ) ≤ m+ `,

then
De±(Cr

p) ≤ r + `.

Proof. Assume De±(Cr
p) ≥ r + ` + 1 and De±(Cm

p ) = m + `. Then there exists a
r × (r + `) matrix M that does not contain an even PM zero-subsum where M has
the following form

M = [e1, . . . , er | t1, . . . , t`] = [Ir | T ].

We will enlarge our matrix T to matrix T̃ . Let T̃ = [t̃1, . . . , t̃`] be the m × ` matrix
where the last m− r rows are zero rows, and so the last m− r entries of t̃i are zero,
for 1 ≤ i ≤ `. Now, we define

M̃ = [e1, . . . , em | t̃1, . . . , t̃`] = [Im | T̃ ],

to be an m× (m+ `) matrix. Notice that since M does not contain an even PM zero-

subsum, then neither does M̃ . This contradicts that De±(Cm
p ) ≤ m+ `. Therefore,

De±(Cr
p) ≤ r + `.
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3.3 Even Length PM zero-subsums in Cr
3

By Theorem 2.3.12, D±(Cr
3) = r + 1. This guarantees there exists a PM zero-

subsum for any collection of r + 1 elements of G. In this section, let k > r and
S = {s1, . . . , sk} ⊂ Cr

3 , where each si is non-zero and M = [Ir | T ] is the r×k matrix
corresponding to S. For more detail on this matrix M , refer to the beginning of
Section 2.4. We begin by studying when S ⊂ Cr

3 contains an even PM zero-subsum.

Lemma 3.3.1. Let S ⊂ G where |S| = k and M = [Ir | T ] is the r × k matrix
corresponding to S where T = [t1, . . . , tk−r] is a r× (k− r) matrix with entries in C3

and let x be a column vector of length k − r. If |sp(Tx)| and |sp(x)| have the same
parity, then S contains an even PM zero-subsum.

Proof. Let sp(Tx) = {ei1 , . . . , ei`} where {i1, . . . , i`} ⊂ {1, . . . , r}. Without loss of
generality, assume that the first m ≤ r entries x are non-zero and the rest of the
entries of x are zero. Therefore, ` ≡ m mod 2 by hypothesis. Then there exist
αj ∈ {±1} such that ∑̀

j=1

αjeij = Tx =
m∑
n=1

xntn.

By subtracting one side from the other and since ` ≡ m mod 2 this provides an even
PM zero-subsum.

When computing De±(Cr
3), we need to show that for every S = {s1, . . . , sk} ⊂ Cr

3

where k ≥ De±(Cr
3) there exists an even PM zero-subsum. Since Lemma 3.3.1

provides a condition when S contains an even PM zero-subsum, we can exclude
the cases where |sp(x)| and |sp(Tx)| have the same parity. For example, assume
|sp(x)| = 1, then we exclude the case when |sp(Tx)| is odd. Thus, we can assume
that every column ti of T has even support. In the next section, we compute De±(Cr

3)
when r ≤ 9. Leading up to this computation, we are most interested in when T has
at most three columns.

We now focus on when |sp(x)| ≡ |sp(Tx)| mod 2. We first introduce some nota-
tion. Let

T = [a, b] =

a1 b1
...

...
ar br

 =

u1...
ur

 .
We define the following sets to partition some of the rows of T . Let

V ab = V ab
1 ∪ V ab

2

where

V ab
1 = {ui ∈ V ab | ai = bi; ai, bi 6= 0}
V ab
2 = {ui ∈ V ab | ai 6= bi; ai, bi 6= 0}.
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If T = [t1, . . . , tk−r] for k − r ≥ 3, then we select two columns of T , ti, tj to define
V ij. In the case when our choice of columns are clear, we omit the superscript. For
example, when T = [a, b] we denote our subsets simply as V1 and V2.

We further investigate the simple case when T = [a, b]. Define sp(a, b) to be the
set {ei} such that either ei ∈ sp(a) or ei ∈ sp(b). This provides

|sp(a, b)| = |sp(a)|+ |sp(b)| − |sp(a) ∩ sp(b)|,

and ∣∣ sp(a, b) \ sp(a) ∩ sp(b)
∣∣= |sp(a)|+ |sp(b)| − 2|sp(a) ∩ sp(b)|.

Then sp(Tx) ⊂ sp(a, b) for every vector x. By construction of V ab, |V ab| = |sp(a) ∩
sp(b)|. If there exists i ∈ {1, 2} such that Vi ⊆ AnnT (x), then for j 6= i

|sp(Tx)| =
∣∣ sp(a, b) \ sp(a) ∩ sp(b)

∣∣ +|Vj|
= |sp(a)|+ |sp(b)| − 2|sp(a) ∩ sp(b)|+ |Vj|.

Lemma 3.3.2. Let T = [a, b]. Suppose |sp(a)|, |sp(b)| are both even. If |V1| or |V2|
is even, then there exists an x where xT = [x1, x2] and xi ∈ {±1} such that |sp(Tx)|
is even.

Proof. Suppose that |Vi| is even. For j 6= i, choose x such that Vj ⊆ AnnT (x). Notice
that

|sp(Tx)| = |sp(a)|+ |sp(b)| − 2|sp(a) ∩ sp(b)|+ |Vi|.

Then
|sp(a)|+ |sp(b)| − 2|sp(a) ∩ sp(b)|

is even since |sp(a)|, |sp(b)| are both even. Thus, |sp(Tx)| is even.

More generally, let T = [t1, . . . , tk−r] and let 1 ≤ i < j ≤ k − r. It follows that if
|sp(ti)|, |sp(tj)| are both even and there exists a ` ∈ {1, 2} such that |V ij

` | is even,
then there exists a column vector x, where |sp(x)| = 2 and |sp(Tx)| is even. Thus by
Lemma 3.3.1, for M = [Ir | T ], M contains an even PM zero-subsum. Hence, we can
now assume that every |V ij

` | is odd, for 1 ≤ i < j ≤ k − r and ` ∈ {1, 2}.

Corollary 3.3.3. Let T = [a, b]. Suppose |sp(a)|, |sp(b)| are both even. If both |Vi|
are odd, then |sp(Tx)| is odd for every x where xT = [x1, x2] and xi ∈ {±1}.

Proof. Recall

|sp(Tx)| = |sp(a)|+ |sp(b)| − 2|sp(a) ∩ sp(b)|+ |Vi|.

Since
|sp(a)|+ |sp(b)| − 2|sp(a) ∩ sp(b)|

is even and each |Vi| is odd, it follows that |sp(Tx)| is odd for any x.
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Lemma 3.3.4. Let T = [t1, t2] be an r × 2 matrix where every entry is in {±1} and
r is even. Assume each ti have an odd number of entries with the value −1 and an
odd number of entries with the value 1. Then there exists an xT = (x1, x2), where
xi 6= 0, such that |sp(Tx)| is even.

Proof. The rows of T = [t1, t2] must be one of the following {(1, 1), (−1,−1), (1,−1), (−1, 1)}.
Let a, b, c, d denote the number of rows of [t1, t2] that are (1, 1), (−1,−1), (1,−1), (−1, 1)
respectively. Since t1, t2 have an odd number −1 entries, we know that b+c and b+d
are both odd. Then this tells us that b + c + b + d = 2b + c + d is even. Thus
c + d = |V 12

2 | is even. Thus, by Lemma 3.3.2, we know there exists an x such that
|sp(Tx)| is even.

Lemma 3.3.5. Let S be a subset of Cr
3 where |S| = ` such that `− r ≥ 3 and M be

the corresponding r × ` matrix such that

M = [e1, . . . , er | t1, . . . , t`−r] = [Ir | T ].

If |sp(ti)| = |sp(tj)| = |sp(tk)| = r for some i, j, k where 1 ≤ i < j < k ≤ `− r, then
M contains an even PM zero-subsum.

Proof. If r is odd, then by Lemma 3.3.1, we have an even PM zero-subsum. Now
assume r is even. It is sufficient to prove the result when `− r = 3. So T = [t1, t2, t3]
which is an n × 3 matrix such that |sp(ti)| = r and every entry tij in T is ±1. By
an agrument in the introduction of Section 2.4, we can assume t1 contains only ones.
For j 6= 1, if tj has an even number of entries that are −1, then |V 1j

` | is even for
` ∈ {1, 2}. Hence, by Lemma 3.3.2, we have our even PM zero-subsum.

Now, we can assume that both t2, t3 have an odd number of entries that are −1
and so it also has an odd number of entires that are 1. Then, by Lemma 3.3.4, |V 23

2 |
is even. Hence, by Lemma 3.3.2, we have our even PM zero-subsum.

Corollary 3.3.6. Let S be a subset of Cr
3 where |S| = ` such that `− r ≥ 3 and M

be the corresponding r × ` matrix such that

M = [e1, . . . , er | t1, . . . , t`−r] = [Ir | T ].

If sp(ti) = sp(tj) = sp(tk) where |sp(ti)| = `, for ` < r and for some i, j, k where
1 ≤ i < j < k ≤ `− r, then M contains an even PM zero-subsum.

Proof. Let sp(ti) = sp(tj) = sp(tk) = `. Then without loss of generality, we can
assume the first ` entries of ti, tj and tk are non-zero and the rest are zero. Next, we
take the following submatrix of M ,

N = [e1, . . . , e` | t̃i, t̃j, t̃k]

where t̃m contains the first ` entries of tm for m ∈ {i, j, k}. Then we apply Lemma
3.3.5 to N to show that N contains an even PM zero-subsum,

∑̀
n=1

αnen + αit̃i + αj t̃j + αk t̃k = 0,
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where αn ∈ {0,±1} for n ∈ {1, . . . , `, i, j, k} and an even number of αn are non-zero.
Since the last r − ` entries of each tm are zero, then

∑̀
n=1

αnen + αiti + αjtj + αktk = 0

provides an even PM zero-subsum.

To help us in our future proofs, we describe a partition for the rows of T . Assume
k − r ≥ 2. We can partition the rows of T by the number of zeros that each row ui
contains, where

T = [t1, . . . , tk−r] =

u1...
ur

 .
Let

Zm = {ui ∈ T | ui contains exactly m zeros},

where 0 ≤ m ≤ k − r. Without loss of generality, we choose to organize the rows of
T so that

T =


Z0

Z1

...
Zk−r

 .
If ui ∈ Zm, then there are

(
k−r
m

)
ways to choose which entries of ui are zero.

Let z = {i1, . . . , ik−r−m} ⊂ {1, . . . , k− r} of cardinality k− r−m. Let W z be the
set of rows of Zm for which the entries in columns {i1, . . . , ik−r−m} are non-zero. For
example, let z = {1, 2}. Then we are selecting t1 and t2 from T . So W 1,2 is the set of
ui ∈ Zk−r−2 where only the first and second entries are non-zero. Thus, m = k−r−2
and ui contains k − r − 2 entries that are zero.

We later use the following matrix T to show a lower bound improvement for
De±(Cr

3) where r ≥ 10.

T = [t1, t2, t3] =



1 1 1
1 1 −1
1 −1 1
−1 1 1
1 1 0
1 −1 0
1 0 1
1 0 −1
0 1 1
0 1 −1


=



u1
u2
u3
u4
u5
u6
u7
u8
u9
u10


, (3.6)
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where Z0 = {u1, u2, u3, u4} and Z1 = {u5, . . . , u10}. In this case, k−r = 3 and m = 1.
Then

Z1 = W 12 ∪W 13 ∪W 23

= {u5, u6} ∪ {u7, u8} ∪ {u9, u10}.

Let xT = (x1, . . . , xk−r) where xi ∈ {0,±1}. Define

W z(x) = W z ∩ AnnT (x).

Continuing our example above for the 10× 3 matrix T , let xT = (1, 1, 1). Then

AnnT (x) = {u1, u6, u8, u10}
W 12(x) = {u6} W 13(x) = {u8} W 23(x) = {u10}.

Assume that 0 ≤ j < k − r. Let

Xj = {x | xT = (x1, . . . , xk−r), xi ∈ {0,±1} where j entries of x are zero}.

Define ϕ : Xj → {Subsets of W z} by ϕ(x) = W z(x). Notice ϕ(x) = ϕ(−x) by
Lemma 2.4.2. So ,

| Im(ϕ)| ≤ 1

2
|Xj| =

1

2

(
k − r
j

)
2k−r−j =

(
k − r
j

)
2k−r−j−1.

The following results use our subsets W z ⊂ Zm.

Lemma 3.3.7. Let T = [t1, t2, t3] be a r× 3 matrix. If |Z0|+ |Z1| is odd, then there
exists |V ij

` | that is even.

Proof. Recall the subsets W ij ⊂ Z1 where

Z1 = W 12 ∪W 13 ∪W 23.

Now, recall that our set V ij = V ij
1 ∪ V

ij
2 . Notice that if |V ij| is odd then there exists

an ` ∈ {1, 2} such that |V ij
` | is even. With these subsets one can see that

V ij = Z0 ∪W ij.

We first assume that |Z0| is odd, so |Z1| is even. This tells us that either every
|W ij| is even or there exists only one pair i, j such that |W ij| is even and the rest are
odd. In either case, there exists a pair i, j such that |W ij| is even. Thus,

|V ij| = |Z0|+ |W ij|

is odd. Hence, there exists an ` ∈ {1, 2} such that |V ij
` | is even.

Similarly, when |Z0| is even, we are able to find a pair i, j where |W ij| is odd since
|Z1| is odd. Thus, this again provides that |V ij| is odd.
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This tells us that if we assume |V ij
` | is odd for every pair i, j and ` ∈ {1, 2}, then

Z0 and Z1 must both have even cardinality or both have odd cardinality. Notice the
matrix T from Equation 3.6 satisfies the conditions where every |V ij

` | is odd. For
example,

V 12 = V 12
1 ∪ V 12

2 = {u1, u2, u5} ∪ {u3, u4, u6}.

One can verify that each |V ij
` | = 3 for every 1 ≤ i < j ≤ 3 and ` ∈ {1, 2}. Thus, this

shows that |Z0|+ |Z1| is even.

Lemma 3.3.8. Let T = [t1, t2, t3] be an n × 3 matrix with entries in C3. Assume
|V ij| and |Z0| are even and |Z2| is odd. Then there exists a column ti in T such that
|sp(ti)| is odd.

Proof. Given T = [t1, t2, t3] then we know that

Z1 = W 12 ∪W 13 ∪W 23,

Z2 = W 1 ∪W 2 ∪W 3.

Since we are assuming that |Z2| is odd then there exists an i such that |W i| is odd,
for 1 ≤ i ≤ 3. Notice that

|V ij| = |Z0|+ |W ij|.

Since |V ij| is even, this tells us that |W ij| must each be even, for 1 ≤ i < j ≤ 3. Let
{i, j, k} = {1, 2, 3}. Since there exists an i such that |W i| is odd, then

|sp(ti)| = |Z0|+ |W ij|+ |W ik|+ |W i|

is odd.

Recall our set S = {s1, . . . , sk} ⊂ Cr
3 where k > r and M = [Ir | T ] be the r × k

corresponding to S, where T = [t1, . . . , tk−r]. Let x be a column vector of length k−r
with entries in {±1, 0}. If there exists an x such that |sp(x)| ≡ |sp(Tx)| mod 2, then
by Lemma 3.3.1 S contains an even PM zero-subsum. In conclusion, when finding
if S contains an even PM zero-subsum, this leaves us to consider the cases when
|sp(x)| 6≡ |sp(Tx)| mod 2 for any possible x. This assumption provides the following
conditions on the columns of T = [t1, . . . , tr−k]

• by Lemma 3.3.1, we can assume that every column ti of T has even support,

• by Lemma 3.3.2, we can assume that each |V ij
` | is odd,

• if r − k ≥ 3, then by Lemma 3.3.5 and Corollary 3.3.6, we can assume that no
three distinct columns of T have the same support.
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3.4 Special Cases of De±(Cr
3)

Lemma 3.4.1. Let k ≤ 8.
De±(Ck

3 ) ≤ 11.

Proof. By Lemma 3.2.10, it is sufficient to show

De±(C8
3) ≤ 11.

Let S ⊂ C8
3 with non-zero elements such that |S| = 11. Let M be the corresponding

8× 11 matrix with the elements of S where M = [I8 | T ]. So, T = [t1, t2, t3] is a 8× 3
matrix where every entry is in C3. We assume that S does not contain an even PM
zero-subsum and we will reach a contradiction. By the remarks at the end of Section
3.3, if the |sp(x)| ≤ 3 and if S does not contain an even PM zero-subsum then we
can assume that the following statements holds

1. by Lemma 3.3.1, we can assume that every column ti of T has even support,

2. by Lemma 3.3.2, we can assume that each |V ij
` | is odd,

3. a consequence of Lemma 3.3.1, if |sp(x)| = 3, then |sp(Tx)| is even.

We will show there exists an x such that |sp(x)| = 3 and |sp(Tx)| is odd, which
contradicts (3) and therefore contradicts our assumption that S does not contain an
even PM zero-subsum. In the introduction of Section 2.4 we show

|sp(Tx)| = 8− |AnnT (x)|.

So, it is equivalent to show that |AnnT (x)| is odd. Each case is determined by the
value of

min
1≤i≤3

{|sp(ti)|} .

Without loss of generality, we assume that

|sp(t1)| = min
1≤i≤3

{|sp(ti)|} = k,

where the first k entries are t1 are 1 and the others are 0. Let uj by a row of T , for

1 ≤ j ≤ 8. Then, we let T̃ be the k× 3 submatrix of T that contains the first k rows
of T .

In each case below, we let xT = (0, x2, x3) be a column vector where |AnnT (x)| is
odd. Then, we let yT = (y1, x2, x3) be a column vector and show that |AnnT (y)| is
also odd. Thus, a contradiction to our assumption (3).

First, consider when
min
1≤j≤3

{|sp(ti)|} = 2

Assume |sp(t1)| = 2. By (2), since |V 1j
` | is odd, for j ∈ {2, 3} and ` ∈ {1, 2}, then

without loss of generality T̃ has the following form

T̃ =

[
1 1 1
1 −1 −1

]
.
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Let xT = (0, 1,−1) and notice that u1, u2 ∈ AnnT (x). Let yT = (1, 1,−1) and notice
that u1, u2 6∈ AnnT (y).

|AnnT (y)| = |AnnT (x)| − 2,

thus |AnnT (y)| is odd.
Second, consider when

min
1≤j≤3

{|sp(ti)|} = 4

Assume |sp(t1)| = 4. Since |V 1j
` | is odd, for ` ∈ {1, 2} and j ∈ {2, 3}, then each

column of T̃ must have an even number of zero entries. Thus, our possible T̃ are the
following

T̃ ∈



1 1 0
1 −1 1
1 0 −1
1 0 0

 ,


1 1 1
1 −1 1
1 0 0
1 0 0

 ,


1 −1 1
1 1 −1
1 1 1
1 1 1

 ,


1 −1 −1
1 1 1
1 1 1
1 1 1

 ,


1 −1 −1
1 1 1
1 1 0
1 1 0




Let

T̃ =


1 1 0
1 −1 1
1 0 −1
1 0 0


Let xT = (0, 1,−1) so then u1, u2, u3 ∈ AnnT (x). Let yT = (−1, 1,−1) so then
u4 ∈ AnnT (y) but u1, u2, u3 6∈ AnnT (y).

|AnnT (y)| = |AnnT (x)| − 3 + 1,

thus |AnnT (y)| is odd.
Let

T̃ ∈




1 1 1
1 −1 1
1 0 0
1 0 0

 ,


1 −1 −1
1 1 1
1 1 1
1 1 1


 .

Let xT = (0, 1,−1) so u1, . . . , u4 ∈ AnnT (x). Let yT = (1, 1,−1) so then u1, . . . , u4 6∈
AnnT (x).

|AnnT (y)| = |AnnT (x)| − 4,

thus, |AnnT (y)| is odd.
Let

T̃ =


1 −1 1
1 1 −1
1 1 1
1 1 1

 .
Let xT = (0, 1, 1) so then u1, u2 ∈ AnnT (x). Let yT = (1, 1, 1) so then u3, u4 ∈
AnnT (y) but u1, u2 6∈ AnnT (y).

|AnnT (y)| = |AnnT (x)| − 2 + 2,
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thus |AnnT (y)| is odd.
Let

T̃ =


1 −1 −1
1 1 1
1 1 0
1 1 0

 .
Let xT = (0, 1,−1) so then u1, u2 ∈ AnnT (x). Let yT = (1, 1, 1) so then u1, u2, u3, u4 6∈
AnnT (y).

|AnnT (y)| = |AnnT (x)| − 2 + 0,

thus |AnnT (y)| is odd.
Third, consider when

min
1≤j≤3

{|sp(ti)|} = 6

Assume |sp(t1)| = 6. We initially assume that every entry of T̃ is non-zero and the

last two entries of each ti, for 1 ≤ i ≤ 3 are zero. Hence, u7, u8 ∈ Z3. Let N = [I6 | T̃ ]
be a submatrix of M . Then by Lemma 3.3.5 N contains an even PM zero-subsum.
Hence by Lemma 3.2.1, M contains an even PM zero-subsum. Therefore we can
assume that u7, u8 6∈ Z3, thus containing at least one non-zero entry.

Now, we consider the case where u7, u8 ∈ Z2. Recall that since min1≤j≤3{|sp(ti)|} =

6 and every column of T̃ must contain an even number zeros, we can assume that T
has the following form, 

u1
u2
u3
u4
u5
u6
u7
u8


=



1 ∗ ∗
1 ∗ ∗
1 ∗ ∗
1 ∗ ∗
1 ∗ ∗
1 ∗ ∗
0 0 ∗
0 0 ∗


,

where ∗ ∈ {±1}. By (2), since |V 1j
` | is odd for 2 ≤ j ≤ 3, each tj has an odd

number of entries that are -1 and an odd number of entries that are 1. Since we
have assumed that every entry of T̃ is non-zero, then by Lemma 3.3.4, there exists
an xT = (0, x2, x3), such that |sp(T̃ x)| is even. Notice that u7, u8 6∈ AnnT (x), thus
|sp(Tx)| is also even. This contradicts (2).

Next, we consider the case when T̃ has zero entries. By (2), since |V 13
` | is odd, for

` ∈ {1, 2}, without loss of generality, we can assume

u1
u2
u3
u4
u5
u6
u7
u8


=



1 a1 −1
1 a2 1
1 a3 1
1 a4 1
1 a5 0
1 a6 0
0 0 ∗
0 0 ∗


,
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where ai ∈ {±1} and an odd number of ai = −1. For 1 ≤ j ≤ 4, if only one aj = −1,
then there exists an ` ∈ {1, 2} such that |V 23

` | is even. This also holds if exactly three
aj = −1. We can assume that either all aj = 1 or there are exactly two aj = −1. First
consider that each aj = 1. Since |V 12

` | is odd, a5 6= a6. So, one of a5, a6 is equal to 1
and the other is -1. Let xT = (1,−1, 1) and observe that |AnnT (x)| = |{um}| = 1, for
m ∈ {5, 6} which contradicts (3). If a1 = 1 then let xT = (−1, 1, 1) and if a1 = −1,
then let xT = (1, 1,−1). In either case, |AnnT (x)| = |{um}| = 1, for m ∈ {5, 6}
which again contradicts (3).

Next we assume that u7, u8 ∈ Z1. Assume at least one ti has |sp(ti)| = 8, so let
|sp(t3)| = 8. Since |V 13

` | and |V 23
` | are both odd, then without loss of generality, we

can assume that T has the following form

u1
u2
u3
u4
u5
u6
u7
u8


=



1 −1 b1
1 1 b2
1 1 b3
1 1 b4
1 0 b5
1 0 b6
0 1 −1
0 1 1


where bi ∈ {±1} where an odd number of bi = −1. First assume that b1 = 1 and
let xT = (1, 1, 1). It is clear that u1, u8 /∈ AnnT (x) and u7 ∈ AnnT (x). Consider the
case where an even number of bj = −1, for j ∈ {2, 3, 4}. This tells us that there is
an odd number uj = (1, 1, 1) ∈ AnnT (x) and b5 6= b6. So,

|AnnT (x)| = |{uj | uj = (1, 1, 1, 0)} ∪ {uk | bk = −1, k ∈ {5, 6}} ∪ {u7}|,

which is odd. Now, consider the case where an odd number of bj = −1. First let
b2 = −1 and bj = 1 for j ∈ {3, 4}. This tells us that b5 = b6. Then

|AnnT (x)| = |{u3, u4, u7} ∪ {uk | bk = −1, k ∈ {5, 6}}|.

Since |{uk | bk = −1, k ∈ {5, 6}}| is even, then |AnnT (x)| is odd. Next, let bj = −1,
for j ∈ {2, 3, 4}. Again, this tell us that b5 = b6. Then

|AnnT (x)| = |{u7} ∪ {uk | bk = −1, k ∈ {5, 6}}|.

Since |{uk | bk = −1, k ∈ {5, 6}}| is even, then |AnnT (x)| is odd. In each case, we
found |AnnT (x)| to be odd which contradicts (3).

Now, let b1 = −1 and xT = (1, 1,−1). It is clear that u1, u7 6∈ AnnT (x) and
u8 ∈ AnnT (x). Here we need to consider if b5 = b6 or b5 6= b6. First, let b5 = b6.
Then we know that an odd number bj = 1. So,

|AnnT (x)| = |{uj | uj = (1, 1, 1)} ∪ {uk | bk = 1, k ∈ {5, 6} ∪ {u8}|,

which is odd, since b5 = b6. Second, let b5 6= b6. Then an even number of bj = 1. So,

|AnnT (x)| = |{uj | uj = (1, 1, 1)} ∪ {uk | bk = 1, k ∈ {5, 6} ∪ {u8}|,
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which is odd, since b5 6= b6. In each case, we found |AnnT (x)| to be odd which
contradicts (3).

Now, we can assume that every ti in T has |sp(ti)| = 6 and that u7, u8 ∈ Z1. First

assume there exists a 2× 2 zero matrix of T̃ . Since |V 1j
` | is odd for j ∈ {2, 3, 4} and

|V 23
` | is also odd, then without loss of generality, T has the following form

u1
u2
u3
u4
u5
u6
u7
u8


=



1 −1 b1
1 1 b2
1 1 b3
1 1 b4
1 0 0
1 0 0
0 1 1
0 1 −1


where only one bk = −1 and all others are equal to 1, for 1 ≤ k ≤ 4. Let xT = (1, 1, b1).
It is clear that u1 /∈ AnnT (x). Since only one bk = −1, then there are an even number
uj = (1, 1, b1) ∈ AnnT (x). The only other ui ∈ AnnT (x) is either u7 or u8 but not
both. Thus |AnnT (x)| is odd which contradicts (3).

Next, we consider the case where T̃ does not contain a 2× 2 zero submatrix. Let
ak ∈ {±1} for 1 ≤ k ≤ 6. Then, without loss of generality, we can assume that T has
the following form, 

u1
u2
u3
u4
u5
u6
u7
u8


=



1 −1 a1
1 1 a2
1 1 0
1 1 0
1 0 a3
1 0 a4
0 1 a5
0 1 a6


Without loss of generality, we can assume that for 1 ≤ k ≤ 4, one ak = −1 while the
others are equal to 1. Let a1 = −1. Since |V 23

` | is odd, then a5 6= a6. We can assume
a5 = 1. So T has the following form

u1
u2
u3
u4
u5
u6
u7
u8


=



1 −1 −1
1 1 1
1 1 0
1 1 0
1 0 1
1 0 1
0 1 1
0 1 −1


Now, let xT = (1,−1, 1), then |AnnT (x)| = |{u2, u3, u7}| = 3, a contradiction to (3).
Next, consider the case when a2 = −1. Since |V 23

` | is odd, then a5 6= a6.We can
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assume a5 = 1. So T has the following form

u1
u2
u3
u4
u5
u6
u7
u8


=



1 −1 1
1 1 −1
1 1 0
1 1 0
1 0 1
1 0 1
0 1 1
0 1 −1


Let xT = (1, 1, 1). Then |AnnT (x)| = |{u8}| = 1, a contradiction to (3). Next, let
a3 = −1. Since |V 23

` | is odd, then a5 = a6. So, we can assume a5 = a6 = 1. So T has
the following form 

u1
u2
u3
u4
u5
u6
u7
u8


=



1 −1 1
1 1 1
1 1 0
1 1 0
1 0 −1
1 0 1
0 1 1
0 1 1


Now, let xT = (1, 1,−1). Then |AnnT (x)| = |{u6, u7, u8}|, a contradiction to (3).

Next, we consider the case where |sp(ti)| = 8 for i ∈ {2, 3}. By (2), since |V 13
` |

and |V 23
` | are both odd, for ` ∈ {1, 2}, then without loss of generality, we can assume

that T has the following form

T =



u1
u2
u3
u4
u5
u6
u7
u8


=



1 a1 b1
1 a2 b2
1 a3 b3
1 a4 b4
1 a5 b5
1 a6 b6
0 1 −1
0 1 1


where ai, bi ∈ {±1} and an odd number of ai, bi = −1, not necessarily ai = bi. Since
|V 1j
` | is odd for 2 ≤ j ≤ 3, each tj has an odd number of entries that are -1 and an

odd number of entries that are 1. Since we have assumed that every entry of T̃ is
non-zero, then by Lemma 3.3.4, there exists an xT = (0, x2, x3), such that |sp(T̃ x)| is
even. Notice that u7, u8 6∈ AnnT (x), thus |sp(Tx)| is also even. This contradicts (2).
This concludes the case when

min
1≤i≤4

{|sp(ti)|} = 6.
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In the case where mini{|sp(ti)|} = 8 then for each ti, |sp(ti)| = 8. Again, by
Lemma 3.3.5 and Lemma 3.3.2, there exists an even PM zero-subsum. Hence, we can
conclude that

De±(C8
3) ≤ 11.

We want to recall some notation from Section 3.3, after Corollary 3.3.6 we intro-
duced some structure to help us break down our matrix T . Let T = [t1, t2, t3] where
every row is non-zero. Then we can organize the rows into subsets which depend on
the number ` zeros in the row, for ` ∈ {0, 1, 2}. So, we partition T into the following
subsets,

T = Z0 ∪ Z1 ∪ Z2.

Next, we then partition each Z` by which entries are non-zero,

Z0 = W 123

Z1 = W 12 ∪W 13 ∪W 23

Z2 = W 1 ∪W 2 ∪W 3.

Recall that V ij = V ij
1 ∪V

ij
2 where V ij contains the rows where both the i and j entry

are non-empty. So
V ij = Z0 ∪W ij.

Since sp(ti) accounts for every non-zero entry of ti, then

sp(ti) = Z0 ∪W ij ∪W ik ∪W i,

where {i, j, k} = {1, 2, 3}. These structures will be used in the result below.

Theorem 3.4.2. For 2 ≤ r ≤ 9,

De±(Cr
3) = r + 3.

Proof. If , for r = 9,
De±(C9

3) ≤ 12 = r + 3,

then by Lemma 3.2.10 and Lemma 3.2.7, the lower bound equals the upper bound.
Therefore, for 2 ≤ k ≤ 9,

De±(Ck
3 ) = k + 3.

Thus, we achieve the result by showing that De±(C9
3) ≤ 12. Let S be a subset of

non-zero elements of C9
3 where |S| = 12 and M be the corresponding 9× 12 matrix,

M = [e1, e2, . . . , e8, e9 | t1, t2, t3] = [I9 | T ].

Let u1, u2, u3, . . . , u9 be the rows of T . We will show that every possible M contains
an even PM zero-subsum. So, we consider the cases where we currently do not have
an even PM zero-subsum. The following results allows us to make some additional
assumptions on the conditions of T . By Lemma 3.4.1, we can assume that every row
of T is non-zero. Then every row of T must be contained in Z`, for 0 ≤ ` ≤ 2. The
results listed below provide additional simplication of T ,
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1. by Lemma 3.3.1, we can assume that every column ti of T has even support,

2. by Lemma 3.3.2, we can assume that each |V ij
` | is odd,

3. a consequence of Lemma 3.3.1, if |sp(x)| = 3, then |sp(Tx)| is even.

In the proof of Lemma 3.4.1, when mini{|sp(ti)|} ∈ {2, 4}, we did not use the fact
that T contains 8 rows. Thus, we can assume that mini{|sp(ti)|} ∈ {6, 8}, since, by
(1), |sp(ti)| is even for 1 ≤ i ≤ 3.

Since T has 9 non-zero rows, then |Z0|+ |Z1|+ |Z2| = 9. Then by Lemma 3.3.7,
we know that |Z0| + |Z1| is even. Thus, |Z2| is odd. Since each |sp(ti)| is even, by
Lemma 3.3.8, we can assume that |Z0|, |Z1| must both be odd.

Recall that
|V ij| = |Z0|+ |W ij|, where W ij ⊆ Z1.

Since each V ij
` has odd cardinalty by (2), then |V ij| = |V ij

1 ∪ V
ij
2 | is even. Above we

have shown that |Z0| is odd, so |W ij| must also be odd for each pair 1 ≤ i < j ≤ 3.
Thus,

|Z1| = |W 12 ∪W 13 ∪W 23| ≥ 3.

Similarly, recall that

|sp(ti)| = |Z0|+ |W ij|+ |W ik|+ |W i|. (3.7)

Since |sp(ti)| is even and |Z0|, |W ij|, |W ik| are odd, then |W i| is also odd for each
1 ≤ i ≤ 3. Hence,

|Z2| = |W 1 ∪W 2 ∪W 3| ≥ 3.

Since each |W i| ≥ 1, then each column ti of T will contain at least two zero entries.
Thus, |sp(ti)| = 6 for each i.

Since each |W i| ≥ 1 and |Z2| ≥ 3, then without loss of generality, we assume that
u7, u8, u9 ∈ Z2 such that u7u8

u9

 =

1 0 0
0 1 0
0 0 1

 .
Notice that rows u7, u8, u9 provide two zero-entries for each ti. Since each |W ij| ≥ 1
and |Z1| ≥ 3, then without loss of generality, we assume that u4, u5, u6 ∈ Z1 such
that u4u5

u6

 =

1 ∗ 0
0 1 ∗
1 0 ∗

 ,
where ∗ ∈ {±1}. Notice that rows u4, u5, u6 provide one zero-entry for each ti. Since
|sp(ti)| = 6, for each i, then each ti contains exactly three zero entries. Hence

|Z0| = |Z1| = |Z2| = 3.
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Without loss of generality, we can assume that T has the following form,

T =



u1
u2
u3
u4
u5
u6
u7
u8
u9


=



1 ∗ ∗
1 ∗ ∗
1 ∗ ∗
1 ∗ 0
0 1 ∗
1 0 ∗
1 0 0
0 1 0
0 0 1


,

where ∗ ∈ {±1}. Since |V 1j
` | is odd for j ∈ {2, 3} and ` ∈ {1, 2}, then

T =



u1
u2
u3
u4
u5
u6
u7
u8
u9


=



1 −1 b1
1 1 b2
1 1 b3
1 1 0
0 1 c
1 0 b4
1 0 0
0 1 0
0 0 1


,

where an odd number of bi = −1 and c ∈ {±1}. It is equivalent to assume that
exactly one bi = −1 and all others are 1. First, assume that b4 = −1 and all other
bi = 1. Then for either choice c ∈ {±1} there exists an ` such that |V 23

` | is even. This
contradicts (2). Next, assume that one bi = −1 for 1 ≤ i ≤ 3. For any choice i and
since |V 23

` | is odd, then c = −1. So,

T =



u1
u2
u3
u4
u5
u6
u7
u8
u9


=



1 −1 b1
1 1 b2
1 1 b3
1 1 0
0 1 −1
1 0 1
1 0 0
0 1 0
0 0 1


.

Let xT = (x1, 1, 1) where x1 ∈ {±1}. It is clear that u5 ∈ AnnT (x) for either
choice of x1 and that u4, u6, u7, u8, u9 6∈ AnnT (x). First, let b1 = −1 and x1 = 1.
Then AnnT (x) = {u2, u3, u5}. Hence, |AnnT (x)| is odd, contradicting (3). Second, let
b1 = 1 and x1 = −1. Then AnnT (x) = {u5}. Thus, |AnnT (x)| is odd, contradicting
(3).
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We have shown that for all possible M , generated by S where |S| = 12, there
exists an even PM zero-subsum. Therefore, we have that

De±(C9
3) = 12.

Continuing on the structure given before Theorem 3.4.2, we define

W z(x) = W z ∩ AnnT (x),

when z ⊂ {1, 2, 3} and xT = (x1, x2, x3) where xi ∈ {0,±1}. Given an x and matrix
T , we use W z(x) to help us show the result below.

Proposition 3.4.3.
De±(C10

3 ) > 13.

Proof. We provide an example to show the lower bound. Let M = [e1, . . . , e10 | T ]
where

T = [t1, t2, t3] =



1 1 1
1 1 −1
1 −1 1
−1 1 1
1 1 0
1 −1 0
1 0 1
1 0 −1
0 1 1
0 1 −1


=



u1
u2
u3
u4
u5
u6
u7
u8
u9
u10


,

where Z0 = {u1, u2, u3, u4} and Z1 = {u5, . . . , u10}. More specifically,

Z1 = W 12 ∪W 13 ∪W 23,

where
W 12 = {u5, u6} W 13 = {u7, u8} W 23 = {u9, u10}.

We will show that T satisfies the two conditions below. It then follows easily that M
does not have an even PM zero-subsum.

1. Every plus-minus linear combination of an odd number of columns of T has
even support.

2. Every plus-minus linear combination of an even number of columns of T has
odd support.

Let xT = (x1, x2, x3) and let |sp(x)| be odd. Notice that |sp(ti)| = 8 for 1 ≤ i ≤ 3.
So, if |sp(x)| = 1, then |sp(Tx)| = 8. Next, assume that each xj is non-zero, so
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|sp(x)| = 3. First, we consider uk = (uk1 , uk2 , uk3) where every entry is non-zero.
Since each entry in uk and x are non-zero, then

0 ≡ uk · x = uk1x1 + uk2x2 + uk3x3 mod 3,

if and only if each ukixi are all equal to 1 or all equal to -1. Since AnnT (x) =
AnnT (−x) and each uk is distinct, then |Z0(x)| = 1 for every possible x where
|sp(x)| = 3.

Second, we consider uk that contains exactly one zero-entry. So, uk ∈ W ij for
some 1 ≤ i < j ≤ 3. Notice that |W ij| = 2 and each one is distinct. This tells us
that |{uk, uk+1} ∩W ij(x)| = 1 for k ∈ {5, 7, 9}. Since each entry of x is non-zero,
then |W ij(x)| = 1 for each 1 ≤ i < j ≤ 3 pair. For example, let xT = (1, 1, 1). Then,

AnnT (x) = Z0(x) ∪W 12(x) ∪W 13(x) ∪W 23(x)

= {u1} ∪ {u6} ∪ {u8} ∪ {u10}.

Or if we let xT = (−1, 1, 1), then

AnnT (x) = Z0(x) ∪W 12(x) ∪W 13(x) ∪W 23(x)

= {u4} ∪ {u5} ∪ {u7} ∪ {u10}.

Since we have shown that when |sp(x)| = 3 then |Z0(x)| = 1 and each |W ij(x)| = 1.
Thus |AnnT (x)| = 4. Therefore, we have met the condition of (1).

Next, notice that by the columns of T show that, |V ij
` | is odd for ` ∈ {1, 2} and

1 ≤ i < j ≤ 3. For example,

V 12
1 = {u1, u2, u5} V 12

2 = {u3, u4, u6}.

One can verify that |V ij
` | = 3 for all ` ∈ {1, 2} and 1 ≤ i < j ≤ 3. Then by Corollary

3.3.3, for every x such that |sp(x)| = 2 , we know that |sp(Tx)| is odd. Hence,
condition (2) is satisfied.

Since our matrix M satisfies the two conditions above, we can conclude that M
does not contain an even PM zero-subsum. Thus De±(C10

3 ) > 13.

Corollary 3.4.4. Let n ≥ 10. Then

De±(Cn
3 ) ≥ n+ 4.

Proof. Since we have shown that De±(C10
3 ) ≥ 14, then by Lemma 3.2.9, De±(Cn

3 ) ≥
n+ 4 for all n ≥ 10.

We generalize Corollary 3.4.4 in Theorem 3.5.1.

3.5 Lower Bound for De±(Cr
3) for Large r

Theorem 3.5.1. Let S ⊂ Cn
3 such that |S| = n+ q. If

n ≥
q−2∑
m=0

2q−m−1
(
q

m

)
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then
De±(Cn

3 ) ≥ n+ q + 1.

We provide some examples for when n ∈ {10, 36}.

• When q = 3,

1∑
m=0

22−m
(

3

m

)
= 22

(
3

0

)
+ 2

(
3

1

)
= 4 · 1 + 2 · 3 = 10.

So by Theorem 3.5.1, De±(C10
3 ) ≥ 14. This proof is also provided by Proposition

3.4.3.

• When q = 4,

2∑
m=0

23−m
(

4

m

)
= 23

(
4

0

)
+ 22

(
4

1

)
+ 2

(
4

2

)
= 8 · 1 + 4 · 4 + 2 · 6 = 36.

So by Theorem 3.5.1, De±(C36
3 ) ≥ 41.

Lemma 3.5.2. Let x, y be vectors such that xT = (x1, . . . , xq) and yT = (y1, . . . , yq)
where xi, yi 6= 0 for 1 ≤ i ≤ q. Let k = 2q−1 and T be a k × q matrix where every
entry is ±1 and each row is unique up to sign. Then |AnnT (x)| = |AnnT (y)|.

Recall that Z0 are the rows of T that contain no zero-entries. The construction of
subsets of the rows of T is provided after Lemma 3.3.5. Notice that Z0 consists of all
the row of T and Z0 is maximal.

Proof. It is sufficient to prove the result when x is a vector of all ones and y is
arbitrary. Let u = (u1, . . . , uq). Note that the rows of T contain each such vector u,
up to sign, exactly once. Let ϕ : AnnT (y)→ AnnT (x), where

(u1, . . . , uq) 7→ (u1y1, . . . , uqyq)

It is straightforward to check that ϕ is injective and surjective. This provides that
|AnnT (x)| = |AnnT (y)|.

The result below considers all possible rows with entries ±1. For maximal Z0, we are
considering 2|Z0| = 2q possible rows.

Lemma 3.5.3. Let x be a vector of all ones with length q ≥ 1. Let k = 2q and Tq be
a k× q matrix where every entry is ±1 and each row is unique. Let Aq = |AnnTq(x)|.
Then

1 +

(
q

q − 1

)
A1 +

(
q

q − 2

)
A2 + · · ·+

(
q

1

)
Aq−1 +

(
q

0

)
Aq = 3q−1.
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Proof. Let u ∈ Cq
3 . Consider the linear map ϕ : Cq

3 → C3 given by ϕ(u) = u · x.
Since ϕ is surjective, the rank-nullity theorem implies that the dimension of ker(ϕ)
is q − 1. Thus, |ker(ϕ)| = 3q−1.

For 1 ≤ j ≤ q, the number of vectors u ∈ Cq
3 that have j non-zero entries and

satisify u · x = 0 is given by
(
q
q−j

)
Aj. By summing over all possible j and including

the zero vector, we get the result above.

Lemma 3.5.4. If q ≥ 2, then 1
2
Aq is odd.

Proof. If x · u = 0, then x · (−u) = 0, and u 6= −u ∈ Cq
3 when u 6= 0. Thus Aq is even

for all q ≥ 2.
The proof is by induction on q. The result certainly holds for q = 2. Since A1 = 0,

Lemma 3.5.3, implies that(
q

q − 2

)
A2 + · · ·+

(
q

1

)
An−1 +

(
q

0

)
Aq = 3q−1 − 1.

Then (
q

q − 2

)
1

2
A2 + · · ·+

(
q

1

)
1

2
Aq−1 +

(
q

0

)
1

2
Aq =

3q−1 − 1

2
.

We now examine this last equation modulo 2. We have

3q−1 − 1

2
≡

{
1 mod 2 if q is even,

0 mod 2 if q is odd.

By induction, 1
2
A2, . . . ,

1
2
Aq−1 are each odd. Since

2q = (1 + 1)q =

(
q

q

)
+

(
q

q − 1

)
+

(
q

q − 2

)
+ · · ·+

(
q

1

)
+

(
q

0

)
,

we have(
q

q − 2

)
+ · · ·+

(
q

1

)
+

(
q

0

)
= 2q − 1− q ≡

{
1 mod 2 if q is even,

0 mod 2 if q is odd.

It follows that 1
2
Aq is odd.

In the previous two lemmas, x was a vector of all ones with length q. Now, let
xj be a vector of length q where the first q − j entries are ones and the last j entries
are zero. Notice that x0 = x is a vector of all ones. Let yq−j be a vector of length
q − j of all ones. These vectors will be used together in the coming lemmas. They
will each correspond to their own maximal matrix Tq and Tq−j respectively and will
each have their own set Z0. To help destinguish these sets, we add a subscript to Z0.
Let Z0

q contain the rows of Tq and Z0
q−j contain the rows of Tq−j where each row has

non-zero entries.
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Lemma 3.5.5. Let xj and yq−j be the vectors of ones and zeros as defined above.
Let Tq be maximal and let each Z0

q−j be maximal, for 0 ≤ j ≤ q − 2. Then

∣∣AnnTq(x0)∣∣ =

q−2∑
j=0

(
q

j

) ∣∣∣AnnZ0
q−j

(yq−j)
∣∣∣

Proof. Let u ∈ AnnTq(x
0). Then u · x0 = 0 mod 3. Let j be the number of zero

entries contained in u. Let u′ be the vector of length q− j that contains all non-zero
entries of u. Then, by construction, u′ · yq−j = 0 mod 3. Since u′ has only non-
zero entires then u′ ∈ Z0

q−j, so u′ ∈ AnnZ0
q−j

(yq−j). There are
(
q
j

)
ways to place the

zero entries for each u ∈ AnnTq(x0) that reduces to u′. Hence, we have the desired
result.

Corollary 3.5.6. Let Tq be maximal and x be a vector of all ones with length q.

∣∣AnnTq(x)
∣∣ =

3q−1 − 1

2
.

Proof. By Lemma 3.5.3,

3q−1 =

[
q−1∑
j=0

Aq−j

(
q

j

)]
+ 1.

Since A1 = 0, then

3q−1 − 1 =

q−2∑
j=0

Aq−j

(
q

j

)
.

Notice that
Aq−j = 2

∣∣∣AnnZ0
q−j

(yq−j)
∣∣∣ .

This tells us that

3q−1 − 1 =

q−2∑
j=0

2
∣∣∣AnnZ0

q−j
(yq−j)

∣∣∣ (q
j

)
.

Therefore

3q−1 − 1

2
=

q−2∑
j=0

∣∣∣AnnZ0
q−j

(yq−j)
∣∣∣ (q
j

)
=
∣∣AnnTq(x)

∣∣ ,
by Lemma 3.5.5.

Corollary 3.5.7. Let q ≥ 3. Then

∣∣AnnTq(x0)∣∣ =

{
even when q is odd

odd when q is even.

76



Proof. By Lemma 3.5.4, we know that |AnnZ0
q−j

(yq−j)| is odd. Thus |AnnZ0
q−j

(yq−j)| ≡
1 mod 2. By Lemma 3.5.5,

∣∣AnnTq(x0)∣∣ =

q−2∑
j=0

(
q

j

) ∣∣∣AnnZ0
q−j

(yq−j)
∣∣∣ .

Hence, to show that |AnnTq(x0)| is even or odd, we need to know when

2q − (q + 1) =

q−2∑
j=0

(
q

j

)
is even or odd. Since 2q is even, the summand is even or odd when q is odd or even
respectively. Thus providing us with the desired result.

Lemma 3.5.8. For 1 ≤ j ≤ q, let yq−j be the vector of all ones with length q − j.
Let xj be the vector whose first q− j entries are 1 and the remaining j entries are 0.
Let Tq and Tq−j be maximal. Then

|AnnTq(xj)| =

{
3j|AnnTq−j(yq−j)| when q − j = 1,

3j|AnnTq−j(yq−j)|+
∑j−2

k=0 2j−k
(
j
k

)
when 2 ≤ q − j ≤ q − 2.

Proof. Let u ∈ AnnTq(x
j) where u = (u1, . . . , uq). Then, u · xj = 0 mod 3. Let

u′ = (u1, . . . , uq−j). Since xj has non-zero entries for the first q − j entries, then we
know that u′ · yq−j = 0 mod 3. Hence u′ ∈ AnnTq−j(yq−j). Since the last j entries of
xj are zero, then u has 3j choices for the last j entries.

Notice that when u = (0, . . . , 0, ui, . . . , uq) where i = q−j+1, then u ∈ AnnTq(xj)
but u′ = (0, · · · , 0) /∈ AnnTq−j(yq−j), since Tq−j is maximal. Note that when q−j = 1
this case can not occur, since Tq is maximal and thus has at least two non-zero entries
in each row. For i ≤ ` ≤ q, suppose that u` = 0 for exactly k values of `. Since u
contains at most q−2 zeros , then q−j+k ≤ q−2. Hence, 0 ≤ k ≤ q−2−(q−j) = j−2.
There are

(
j
k

)
ways to place our zero entries. The remaining entries have two choices,

±1, and there are j − k remaining non-zero entries in u.

Corollary 3.5.9. Let q ≥ 3. Then∣∣AnnTq(xj)∣∣ =

{
even when q − j is odd

odd when q − j is even

Proof. By Lemma 3.5.8, we know that

|AnnTq(xj)| =

{
3j|AnnTq−j(yq−j)| when q − j = 1,

3j|AnnTq−j(yq−j)|+
∑j−2

k=0 2j−k
(
j
k

)
when 2 ≤ q − j ≤ q − 2.

In either of the cases above, we only need to know if |AnnTq−j(yq−j)| is even or odd,
since the second summand is even. Assume q− j is odd. By Corollary 3.5.7, we know
that |AnnTq−j(yq−j)| must be even. Hence |AnnTq(xj)| is even.

Next, assume q − j is even. Then, by Corollary 3.5.7, |AnnTq−j(yq−j)| is odd.
Thus, |AnnTq(xj)| is odd.
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Proof of Theorem 3.5.1. Let Tq be maximal, so Tq is an m× q matrix such that

m =

q−2∑
k=0

2q−k−1
(
q

k

)
and each Zk is maximal, for 0 ≤ k ≤ q − 2. It is clear that m is even.

We introduced AnnT (x) to help us better understand sp(Tx) at the beginning of
Section 2.4, so

|sp(Tx)| = m− |AnnT (x)|.

We will show the following statements are true.

1. Every plus-minus sum of an odd number of columns of Tq has even support.

2. Every plus-minus sum of an even number of columns of Tq has odd support.

Case (1) Let q − j be odd. Then xj has an odd number of non-zero entries. By
Corollary 3.5.9,

∣∣AnnTq(xj)∣∣ is even. Thus,

|sp(Tqxj)| = m−
∣∣AnnTq(xj)∣∣

is even.

Case (2) Let q − j be even. Then xj has an even number of non-zero entries. By
Corollary 3.5.9,

∣∣AnnTq(xj)∣∣ is odd. Thus,

|sp(Tqxj)| = m−
∣∣AnnTq(xj)∣∣

is odd.
Now we let M = [Im | Tq]. By the construction of Tq, we are not able to find an

even PM zero-subsum for columns of M . Therefore ,

De±(Cm
3 ) ≥ m+ q + 1.

Next, let n ≥ m. By Proposition 3.2.9, we know that

De±(Cn
3 ) ≥ n+ q + 1.

Recall by Lemma 3.2.7, De±(Cn
3 ) ≥ n + 3. For when q ≥ 2, this improves the

lower bound for De±(Cn
3 ) by q − 1.
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3.6 Connections between De±(G) and D±(C2 ⊕G)

Let G be a finite abelian group such that D±(G) = blog2 |G|c+1, i.e. D±(G) obtains
the basic upper bound.

Lemma 3.6.1. Let q0 ≥ 0. If

D±(Cq0
2 ⊕G) = blog2 2q0|G|c+ 1 = blog2 |G|c+ q0 + 1,

and q > q0, then

D±(Cq
2 ⊕G) = blog2 2q|G|c+ 1 = blog2 |G|c+ q + 1.

Proof. Assume D±(Cq0
2 ⊕G) = blog2 2q0|G|c+1 = blog2 |G|c+q0+1. Let K = Cq

2⊕G
and H = Cq0

2 ⊕ G. By the assumption that D±(H) attains the basic upper bound
and K/H is a 2-group, then, by Lemma 2.3.10, D±(K) also attains the upper bound.
Hence

D±(Cq
2 ⊕G) = blog2 2q|G|c+ 1 = blog2 |G|c+ q + 1.

Corollary 3.6.2.
D±(Cq

2 ⊕ Cn) = blog2 2qnc+ 1.

Proof. Let q = 1. By Proposition 2.3.2, we know that D±(Cn) = blog2 nc+ 1. Then
by Lemma 2.3.10,

D±(C2 ⊕ Cn) = blog2 2nc+ 1.

Thus, the result follows by Lemma 3.6.1.

Proposition 3.6.3. Let q ≥ q0. If D±(Cq0
2 ⊕G) = blog2 2q0|G|c+ 1 and

De±(Cq0
2 ⊕G) = D±(Cq0+1

2 ⊕G),

then
De±(Cq

2 ⊕G) = D±(Cq+1
2 ⊕G).

Proof. By Lemma 3.6.1 D±(Cq
2 ⊕ G) = blog2 2q|G|c + 1 for all q ≥ q0. Then by

Proposition 2.4.5 and the assumption above

D±(Cq
2 ⊕G) ≤ De±(Cq

2 ⊕G) ≤ D±(Cq+1
2 ⊕G)

blog2 2q|G|c+ 1 ≤ De±(Cq
2 ⊕G) ≤ blog2 2q+1|G|c+ 1

blog2 |G|c+ q + 1 ≤ De±(Cq
2 ⊕G) ≤ blog2 |G|c+ q + 2.

Let n = De±(Cq0
2 ⊕ G) − 1. Let S = {s1, . . . , sn} ⊂ Cq0

2 ⊕ G where each si ∈ S
is non-zero such that S does not contain an even PM zero-subsum. Let N be the
corresponding q0 × n matrix of S. Next, we construct the following q × (n + q − q0)
block matrix M ,

M =

[
0 Iq−q0
N 0

]
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where 0 is the corresponding zero-matrix. Since N does not contain an even PM
zero-subsum, then neither does M . Since

n+ q − q0 = blog2 2q0+1|G|c+ q − q0 = blog2 |G|c+ q + 1,

therefore,

blog2 |G|c+ q + 1 < De±(Cq
2 ⊕G) ≤ blog2 |G|c+ q + 2.

Thus, the lower and upper bound are equal and hence

De±(Cq
2 ⊕G) = D±(Cq+1

2 ⊕G).

Corollary 3.6.4. If De±(Cn) = blog2 nc+ 2, then

De±(Cq
2 ⊕ Cn) = blog2 nc+ q + 2.

Proof. Assume De±(Cn) = blog2 nc+2. By Lemma 2.3.10, D±(C2⊕Cn) = blog2 nc+
2. Then by Lemma 3.6.1, for q ≥ 0,

D±(Cq
2 ⊕ Cn) = blog2 nc+ q + 1.

Since De±(Cn) = D±(C2 ⊕ Cn) = blog2 nc+ 2, by Proposition 2.3.2, and by Propo-
sition 3.6.3

De±(Cq
2 ⊕ Cn) = D±(Cq+1

2 ⊕ Cn) = blog2 nc+ q + 2.

3.6.1 Connections between De±(Cr
3) and D±(C2 ⊕ Cr

3)

In this section, we bridge the connection between D±(C2⊕Cr
3) and De±(Cr

3). In the
proof of Theorem 3.6.7, we break down the cases by consider the order of an element
in our group, C2 ⊕ Cr

3 . Notice that for every g ∈ C2 ⊕ Cr
3 , then ord(g) ∈ {2, 3, 6} for

when g is non-trivial. Since G = C2 ⊕ Cr
3 is a finite abelian group then for h ∈ G,

H = 〈h〉 is the subgroup of G that is generated by h.

Proposition 3.6.5. Suppose G = Cn ⊕H. Let S = {s1, . . . sk, t1, . . . , t`} ⊂ G such
that k = D±(H) and ` = blog2 nc where ti ∈ Cn. Then S contains a PM zero-subsum.

Proof. Let S = {s1, . . . , sk, t1, . . . , t`} where ti ∈ Cn and k, ` have the values provides
above. Consider the canonical map π : G → G/Cn ∼= H. Since k = D±(H), π(S)
contains a PM zero-subsum. Thus, we can write,

t =
k∑
i=1

αisi ∈ Cn
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where αi ∈ {±1, 0}. By Lemma 2.3.2, D±(Cn) = blog2 nc + 1. Since t ∈ Cn and
D±(Cn) = `+ 1, then

0 ≡β
k∑
i=1

αisi +
∑̀
j=1

βjtj = βt+
∑̀
j=1

βjtj mod n

where β, βj ∈ {0,±1}. Thus, S contains a PM zero-subsum.

Corollary 3.6.6. Let G = C2 ⊕ Cr
3 for r ≥ 1. Let S be a subset of elements of

G such that |S| = r + 2. If S contains an element of order two, then S has a PM
zero-subsum.

Proof. Observe thatG has a unique element h of order two. Then S = {s1, . . . , sr+1, h}.
By Theorem 2.3.12, D±(Cr

3) = r + 1; and by Lemma 2.3.2, D±(C2) = 2. Thus, we
satisfy the conditions of Proposition 3.6.5. Hence, S contains a PM zero-subsum.

Theorem 3.6.7. Let r ≥ 1.

De±(Cr
3) = D±(C2 ⊕ Cr

3).

Proof. First notice by Proposition 2.4.5,

De±(Cr
3) ≤ D±(C2 ⊕ Cr

3).

This leaves us to show
D±(C2 ⊕ Cr

3) ≤ De±(Cr
3).

Let S ⊆ C2 ⊕ Cr
3 such that |S| = De±(Cr

3). We want to show S contains a PM
zero-subsum. Lemma 3.2.7 states that De±(Cr

3) ≥ r + 3. If there exists s ∈ S such
that ord(s) = 2 then by Corollary 3.6.6, S contains a PM zero-subsum. Now, we can
assume S contains only elements of order three and six.

Assume every element of S has order six. We write sj ∈ S as

sj =


m0j

m1j
...

mrj


where m0j ∈ C2 and mij ∈ C3 for 1 ≤ i ≤ r, for 1 ≤ j ≤ |S|. Since we assume

ord(sj) = 6 then m0j = 1 for all sj. Let De±(Cr
3) = n. Then let M̃ be the corre-

sponding (r + 1)× n matrix that contains all sj ∈ S. So

M̃ = [s1, . . . , sn] =

[
u
M

]
where u is a row vector of all ones and M is a r×n matrix such that every mij ∈ C3.
So,

M = [m1 m2 . . .mn] =


m11 m12 . . . m1n

m21
. . . m2n

...
. . .

...
mr1 . . . . . . mrn

 .
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Since we assumed that De±(Cr
3) = n, we are guaranteed to find an even PM zero-

subsum in M . So there exists a set of αi ∈ {0,±1} such that

n∑
i=1

αimi = 0,

where an even number of αi 6= 0. Then since ord(sj) = 6 for every sj ∈ S, then each
m0j = 1 for the first entry of sj. Hence

n∑
i=1

αisi = 0.

This provides a PM zero-subsum.
Next, assume S contains elements of order three. We can assume that the elements

in S are distinct. Let T be the set of ti ∈ S such that the order of ti is three, so
T = {ti ∈ S | ord(ti) = 3}. We denote the other elements of si ∈ S as the elements of
order six. Since D±(Cr

3) = r + 1, if |T | ≥ r + 1, then S contains a PM zero-subsum.
Notice that for si, sj ∈ S\T , ord(si+sj) ∈ {0, 3}. When the ord(si+sj) = 0, we have

an even PM zero-subsum. Now, assume that ord(si+sj) = 3. So if |S\T |
2

+ |T | ≥ r+1,
then S contains a PM zero-subsum.

We are left to consider the case when

|S \ T |
2

+ |T | < r + 1.

Recall |S| = De±(Cr
3) = n. Then

|S \ T |
2

+ |T | < r + 1

n− |T |
2

+ |T | < r + 1

n

2
+
|T |
2
< r + 1

|T | < 2(r + 1)− n

Assume that T does not contain a PM zero-subsum where |T | = k < 2(r+ 1)−n.

Then |S \ T | = n − k. Let M̃ be the following (r + 1) × n matrix where ti ∈ T and
sj ∈ S \ T ,

M̃ = [t1 . . . tk | s1 . . . sn−k] =

[
u
M

]
,

where u = (0, . . . , 0, 1, . . . , 1) contains k zeros and n − k ones and M is the r × n
matrix where every mij ∈ C3. Suppose the first k columns of M have rank j where
j ≤ k. Then we row reduce M ,

M = [t1, . . . , tk, s̄1, . . . s̄n−k] = [e1, . . . , ej, nj+1, . . . , nk,m1, . . . ,mn−k],
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where s̄i is constructed by removing the C2 entry (the first entry) from si. If j < k,
then the first j + 1 columns have a PM zero-subsum in T . This contradicts our
assumption that T does not contain a PM zero-subsum. Hence,

M = [e1, . . . , ek,m1, . . . ,mn−k].

We partition M into a block matrix,

M =

[
Ik M1

0 M2

]
,

where Ik is the k × k identity matrix, 0 is the corresponding zero matrix, M1 is a
k× (n− k) matrix, and M2 is a (r− k)× (n− k) matrix. Our goal is to find an even
PM zero-subsum in M2. By Lemma 3.2.7, De±(Cr

3) > r, so let De±(Cr
3) = n = r+α,

for some α ∈ N. By Lemma 3.2.10,

De±(Cr−k
3 ) ≤ r − k + α = n− k.

Thus, we can find an even PM zero-subsum in M2. Hence, there exists a set of
γi ∈ {0,±1}, such that

n−k∑
i=1

γimi =



m̂1

m̂2
...
m̂k

0
...
0


,

where an even number of γi 6= 0. Since each m0j = 1, for si ∈ S \ T , then

n−k∑
i=1

γisi =



0
m̂1

m̂2
...
m̂k

0
...
0


.

Therefore, there exists a set of βi ∈ {0,±1} such that

k∑
j=1

βjej +
n−k∑
i=1

γimi = 0.

Hence, since row reduction does not change our non-trivial solution,

k∑
j=1

βjtj +
n−k∑
i=1

γisi = 0

83



and
D±(C2 ⊕ Cr

3) ≤ De±(Cr
3).

Therefore the lower and upper bound are equal and we have the desired result.

The following corollary directly follows from the results of De±(Cr
3) in the previous

section.

Corollary 3.6.8.

D±(C2 ⊕ Cr
3) = r + 3 for r < 10

D±(C2 ⊕ Cr
3) ≥ r + 4 for r ≥ 10

Proof. Theorem 3.4.2 provides that

De±(Cn
3 ) = n+ 3,

for n < 10. By Theorem 3.5.1, when n ≥ 10,

De±(Cn
3 ) ≥ n+ 4.

Then by Theorem 3.6.7, we have that

De±(Cn
3 ) = D±(C2 ⊕ Cn

3 ).

Hence, we get the desired results.

Conjecture 3.6.9. For r ≥ 3,

D±(C2 ⊕ Cr
3) < blog2 nc+ 2.

By Corollary 3.6.8, the conjecture holds for 3 ≤ r ≤ 9. We strongly suspect that
D±(C2 ⊕ Cr

3) will tend to the lower bound shown in Theorem 3.5.1. This would be
the first class of groups that consistantly lie between the basic lower bound and basic
upper bound.

Copyright© Darleen Perez-Lavin, 2021.
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Chapter 4 Plus-Minus Davenport Constant

4.1 Plus-Minus Davenport for G = Cq
2 ⊕ Cr

3

Let G be a finite abelian group of the form Cq
2 ⊕ Cr

3 .

Proposition 4.1.1. Let q ≥ 1 and r ≤ 3. Then,

D±(Cq
2 ⊕ Cr

3) = blog2 2q3rc+ 1 = blog2 3rc+ q + 1.

Proof. First, let q = 1 and let r ≤ 3. Notice that |C2 ⊕ Cr
3 | < 100 for r ≤ 3. Then,

by Theorem 2.3.21, we know that

D±(C2 ⊕ Cr
3) = blog2 2 · 3rc+ 1 = br log2 3c+ 2.

Now, we can decompose Cq
2 ⊕ Cr

3 such that

Cq
2 ⊕ Cr

3
∼= Cq−1

2 ⊕ (C2 ⊕ Cr
3).

Let H = C2 ⊕ Cr
3 . We have shown that D±(H) attains the basic upper bound for

r ≤ 3. Since G/H is a 2-group, we apply Lemma 2.3.10 to achieve the desired
result.

Note that D±(Cr
3) does not attain the basic upper bound when r > 1 by Theorem

2.3.12. Also by Corollary 3.6.8, we know, for q = 1 and 4 ≤ r ≤ 9,

D±(C2 ⊕ Cr
3) = r + 3 < blog2 3rc+ 2,

which is smaller than the basic upper bound. Recall, by Theorem 3.4.2, De±(Cr
3) =

r + 3 for 2 ≤ r ≤ 9.

Lemma 4.1.2. Let

H1
∼= Cq1

2 ⊕ Cr1
3 and H2

∼= Cq2
2 ⊕ Cr2

3 .

If {log2 3r1} + {log2 3r2} < 1 and D±(Hi) = blog2 |Hi|c + 1, for i ∈ {1, 2}, then
when G = H1 ⊕H2,

D±(G) = blog2 |G|c+ 1.

Proof. This directly follows from Lemma 2.3.10.

Lemma 4.1.3. Let

H1 = Cq1
2 ⊕ C2

3 and H2 = Cq2
2 ⊕ Cr2

3 ,

and let q = q1 + q2 ≥ 2 and r = 2 + r2. If q ≥ 2 and r2 ≤ 3, then

D±(Cq
2 ⊕ Cr

3) = blog2 2q3rc+ 1.
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Proof. Let
H1 = Cq1

2 ⊕ C2
3 and H2 = Cq2

2 ⊕ Cr2
3 ,

and
G = H1 ⊕H2

∼= Cq
2 ⊕ Cr

3 .

Since r2 ≤ 3, then by Proposition 4.1.1,

D±(Hi) = blog2 |Hi|c+ 1,

for i ∈ {1, 2}. Notice that

{log2 3} < 3

5
, {log2 32} < 1

5
, and {log2 33} < 4

5
.

Hence, for r2 ≤ 3,
{log2 32}+ {log2 3r2} < 1.

Then by Lemma 4.1.2,
D±(G) = blog2 2q3rc+ 1.

Corollary 4.1.4. If q ≥ 3, then

D±(Cq
2 ⊕ C6

3) = blog2 2q36c+ 1.

Proof. Let H = C2⊕C2
3 . By Proposition 4.1.1, D±(H) = blog2 |H|c+ 1. Let q0 ≥ 2.

By Lemma 4.1.3, D±(Cq0
2 ⊕ C4

3) = blog2 2q0 · 34c + 1. Let q = q0 + 1 ≥ 3. Since
{log2 32}+ {log2 34} < 1 and G ∼= H ⊕ Cq0

2 ⊕ C4
3 , by Lemma 4.1.3,

D±(Cq
2 ⊕ C6

3) = blog2 2q36c+ 1.

By Corollay 4.1.4, using similar proof methods, for q ≥ 4, one can show that

D±(Cq
2 ⊕ C8

3) = blog2 2q38c+ 1.

Using the result directly above, one can then show that

D±(Cq
2 ⊕ C10

3 ) = blog2 2q310c+ 1.

From data, we have found that this is where this pattern ends. For when G = Cq
2⊕C7

3 ,
we conjecture that D±(G) will not obtain the upper bound for q ≥ 1.
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Table 4.1: Known values of D±(Cq
2 ⊕ Cr

3).

q r D±(Cq
2 ⊕ Cr

3)
q = 1 1 ≤ r ≤ 3 blog2 3rc+ q + 1
q = 1 4 ≤ r ≤ 9 r + 3 < blog2 3rc+ q + 1
q ≥ 2 r ≤ 5 blog2 3rc+ q + 1
q ≥ 3 r = 6 blog2 3rc+ q + 1
q ≥ 4 r ∈ {8, 10} blog2 3rc+ q + 1

This table summarizes the val-
ues that are computed in this
section. In the second row,
De±(C2⊕Cr

3) = r+3, as shown
in Theorem 3.4.2. Outside of
these values, D±(Cq

2⊕Cr
3) is un-

known. We believe for 4 ≤ r ≤
9 and q ≥ 2 that D±(Cq

2⊕Cr
3) =

r + q + 2 but we currently have
no proof of this.

Conjecture 4.1.5. Let q ≥ 1.

D±(Cq
2 ⊕ C7

3) < blog2 2q3rc+ 1.

For q ≥ 4, let G = Cq
2 ⊕ C7

3 and let H = C3
2 ⊕ C6

3 . Notice G/H ∼= Cq−3
2 ⊕ C3. We

have previously shown that H and G/H attain the upper bound. Then, by Lemma
2.3.10, we can increase the lower bound, so

D±(H) +D±(G/H)− 1 ≤ D±(Cq
2 ⊕ C7

3) ≤ blog2 2q37c+ 1

13 + (2 + q − 3)− 1 ≤ D±(Cq
2 ⊕ C7

3) ≤ blog2 2q37c+ 1

11 + q ≤ D±(Cq
2 ⊕ C7

3) ≤ 12 + q.

The following results follows from Proposition 3.6.3.

Corollary 4.1.6. Let q ≥ 1. Then

De±(Cq
2 ⊕ C2

3) = q + 5.

Proof. Let q ≥ q0 = 1. By Proposition 4.1.1,

D±(Cq
2 ⊕ C2

3) = blog2 2q32c+ 1 = q + 4,

for all q ≥ 1. Then by Proposition 2.4.5,

D±(Cq
2 ⊕ C2

3) ≤ De±(Cq
2 ⊕ C2

3) ≤ D±(Cq+1
2 ⊕ C2

3)

q + 4 ≤ De±(Cq
2 ⊕ C2

3) ≤ q + 5

We will show that
De±(C2 ⊕ C2

3) = 6.

Let

M =

u1u2
u3

 =

0 0 0 0 1
1 0 1 −1 1
0 1 1 1 1

 = [m1,m2, . . . ,m5],

where u1 has entries in C2 and u2, u3 has entries in C3. Since the only PM zero-
subsum of the first four columns of M have length three, if M contains an even PM
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zero-subsum, it must use m5. Since the first entry of m5 is the only entry of u1 that
is non-zero, M does not contain an even PM zero-subsum. Therefore

5 < De±(C2 ⊕ C2
3) ≤ 6,

and hence De±(C2⊕C2
3) = 6. For q ≥ 1, we meet the conditions of Proposition 3.6.3

and thus,
De±(Cq

2 ⊕ C2
3) = q + 5.

Conjecture 4.1.7. If

D±(Cq
2 ⊕ Cr

3) = blog2 3rc+ q + 1,

then
De±(Cq

2 ⊕ Cr
3) = blog2 3rc+ q + 2.

4.2 Plus-Minus Davenport for G = Cm
p ⊕ Cn

q

Let G ∼= Cm
p ⊕ Cn

q , where p, q are primes and m,n ≥ 1.

Lemma 4.2.1. Let k = min{p, q}. Then

D∗±(G) = kblog2 pqc+ (m− k)blog2 pc+ (n− k)blog2 qc+ 1.

Proof. Let k = min{p, q}. Let 0 ≤ j ≤ k. Then all possible decompositions of G
have the form

G ∼= Cj
pq ⊕ Cm−j

p ⊕ Cn−j
q .

Then
D∗±(G) ≥ jblog2 pqc+ (m− j)blog2 pc+ (n− j)blog2 qc+ 1.

In general,
blog2 pqc ≥ blog2 pc+ blog2 qc.

Hence, by defintion of D∗±(G),

D∗±(G) = max
0≤j≤k

{jblog2 pqc+ (m− j)blog2 pc+ (n− j)blog2 qc+ 1}

= kblog2 pqc+ (m− k)blog2 pc+ (n− k)blog2 qc+ 1.

Corollary 4.2.2. If {log2 p}+ {log2 q} < 1, then

D∗±(G) = mblog2 pc+ nblog2 qc+ 1.
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Proof. Since {log2 p}+ {log2 q} < 1, then

blog2 pqc = blog2 pc+ blog2 qc.

Hence, for 0 ≤ j ≤ k,

D∗±(G) = jblog2 pqc+ (m− j)blog2 pc+ (n− j)blog2 qc+ 1.

When j = 0, we have the desired result.

Lemma 4.2.3. Let G = Cm
p ⊕ Cn

q and let H = Cr
p ⊕ Cs

q be a subgroup of G. So,
r ≤ m and s ≤ n. Assume {log2 p}+ {log2 q} < 1. Suppose D±(H)−D∗±(H) = `.
Then

D±(G) ≥ D∗±(G) + `.

Proof. Assume D±(H) − D∗±(H) = `, for some ` ∈ N. Notice that G/H ∼= Cm−r
p ⊕

Cn−s
q . Thus, by Lemma 2.3.3 and Corollary 4.2.2 applied to both G and H,

D±(G) ≥ D±(H) +D±(G/H)− 1

≥ D±(H) + (m− r)blog2 pc+ (n− s)blog2 qc+ 1− 1

= D±(H) +mblog2 pc+ nblog2 qc − {rblog2 pc+ sblog2 qc+ 1}
= mblog2 pc+ nblog2 qc+ 1 +D±(H)−D∗±(H)

= D∗±(G) + `.

Corollary 4.2.4. Let k = min
{⌊

m
r

⌋
,
⌊
n
s

⌋}
. Let G = Cm

p ⊕Cn
q and let H = Cr

p ⊕Cs
q

be a subgroup of G. So, r ≤ m and s ≤ n. Assume {log2 p}+ {log2 q} < 1. Suppose
D±(H)−D∗±(H) = `. Then

D±(G) ≥ D∗±(G) + k`.

Proof. Notice that
G ∼= Hk ⊕

(
Cm−rk
p ⊕ Cn−sk

q

)
.

Then we can apply Lemma 2.3.3 k times to get

D±(G) ≥ kD±(H) +D±(Cm−rk
p ⊕ Cn−sk

q )− k
≥ kD±(H) + (m− rk)blog2 pc+ (n− sk)blog2 qc+ 1− k
= D∗±(G) + k (D±(H)− rblog2 pc − sblog2 qc − 1)

= D∗±(G) + k
(
D±(H)−D∗±(H)

)
= D∗±(G) + k`.
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Table 4.2:
Values for 4.2.5.

p q N
3 7 2
3 11 22
3 13 3
5 7 7
5 13 44
7 11 3
7 13 1

In the case when {log2 p} + {log2 q} > 1, we do not have
an improvement on the lower bound. When m = n, then Cm

p ⊕
Cm
q
∼= Cm

pq. After some computations, we found that there exists
a maximal N such that for every m ≤ N ,

D±(Cm
pq) = blog2 (pq)mc+ 1.

Since values of N differ between different prime pairs, this lead us
to the following question:

Question 4.2.5. Let G = Cm
p ⊕ Cm

q and assume {log2 p} + {log2 q} > 1. What is
the largest N such that the basic lower bound equals the basic upper bound for all
m ≤ N? This is asking when

m (blog2 pc+ blog2 qc) = blog2 (pq)mc,

for all m ≤ N .

Table 4.2 shows some computational values of N for primes p, q. We are interested
in knowing how much {log2 p

m}+ {log2 q
n} comes into play with the value of N . In

the next section, we provide applications of the general results above for when p and
q are small.

4.2.1 Values when p and q are small

Let G be the finite abelian group Cm
3 ⊕ Cn

5 for this section. In the introduction,
Theorem 2.3.21, D±(C5 ⊕ C15) was not known at the time of publication [20]. We
were able to verify computationally that D±(C5⊕C15) = 6 and a proof for this result
can be found in Appendix A, Theorem A.5 using different methods than presented
in 20. Even though this group is relatively small, there were some challenges in
providing a proof for D±(C5 ⊕ C15). In this section, we work through some small
results to improve the lower bound for our general finite abelian group G = Cm

3 ⊕Cn
5 .

Recall that

D±(Cm
3 ) = m+ 1 Theorem 2.3.12

D±(Cn
5 ) = 2n+ 1 Theorem 2.3.13.

Currently, the only known results of D±(G), for m,n ≥ 1, are

D±(C3 ⊕ C5) = D±(C15) = 4 By Lemma 2.3.2

D±(C2
3 ⊕ C5) = D±(C3 ⊕ C15) = 6 By Lemma 2.3.19

D±(C3 ⊕ C2
5) = D±(C5 ⊕ C15) = 6 Proof provided in Section 4.3.

We begin by showing the basic lower bound with respect to m and n.

Lemma 4.2.6.

D±(Cm
3 ⊕ Cn

5 ) ≥ D∗±(Cm
3 ⊕ Cn

5 ) = m+ 2n+ 1.
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Table 4.3: Known values and bounds for D±(Cm
3 ⊕ Cn

5 ).

m n m + 2n +1 Lower Bound Upper Bound D±(Cm
3 ⊕ Cn

5 )

m 0 m+1 - m · log2 3 + 1 m+1
0 n 2n + 1 - n · log2 5 + 1 2n + 1
1 1 4 - 4 4
2 1 5 5 6 6
1 2 6 7 6
2 2 7 8 8 8
3 1 6 7 8
1 3 8 - 9
3 2 8 9 10
2 3 9 10 11
3 3 10 11 12
4 1 7 8 9
1 4 10 - 11

Proof. Since {log2 3}+ {log2 5} < 1, Corollary 4.2.2 implies

D∗±(Cm
3 ⊕ Cn

5 ) = mblog2 3c+ nblog2 5c+ 1 = m+ 2n+ 1.

Then by Corollary 2.3.8,

D±(Cm
3 ⊕ Cn

5 ) ≥ m+ 2n+ 1.

These results above, along with others in this section, are provided in Table 4.3.
The third column provides the basic lower bound, D∗±(Cm

3 ⊕ Cn
5 ) given in Lemma

4.2.6. The fourth column provides an improvement to the lower bound given by
Lemma 4.2.8. The hash mark implies that there was no improvement to the basic
lower bound. The fifth column is the value of the basic upper bound. The sixth
column provides the known values of D±(Cm

3 ⊕ Cn
5 ). Spaces are left blank for where

the value is not currently known.

Lemma 4.2.7. Let G = Cm
3 ⊕ Cn

5 where m ≥ 2 and n ≥ 1.

D±(Cm
3 ⊕ Cn

5 ) ≥ D∗±(Cm
3 ⊕ Cn

5 ) + 1.

Proof. Let H = C2
3 ⊕ C5. By Lemma 2.3.19, we know that D±(H) = 6 and from

above D∗±(H) = 5. Therefore, D±(H)−D∗±(H) = 1. Then by Lemma 4.2.3,

D±(G) ≥ D∗±(G) + 1.

Lemma 4.2.8. Let G = Cm
3 ⊕ Cn

5 where m ≥ 2 and n ≥ 1. Let k = min
{⌊

m
2

⌋
, n
}

.
Then

D±(Cm
3 ⊕ Cn

5 ) ≥ m+ 2n+ k + 1 = D∗±(Cm
3 ⊕ Cn

5 ) + k.
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Proof. Let H = C2
3 ⊕ C5. Then D±(H)−D∗±(H) = 1. By Corollary 4.2.4,

D±(G) ≥ D∗±(G) + k = m+ 2n+ k + 1.

Corollary 4.2.9.
D±(C2

3 ⊕ C2
5) = 8.

Proof. Notice that our basic upper bound is

D±(C2
3 ⊕ C2

5) ≤ blog2 3252c+ 1 = 8.

Let k = min
{⌊

m
2

⌋
, n
}

= 1. Then by Lemma 4.2.8, then

2 + 2 · 2 + 1 + 1 = 8 ≤ D±(C4
3 ⊕ C2

5).

Notice the lower bound equals the basic upper bound. Therefore

D±(C2
3 ⊕ C2

5) = 8.

Corollary 4.2.10.
D±(C4

3 ⊕ C2
5) = 11.

Proof. Notice that our basic upper bound is

D±(C4
3 ⊕ C2

5) ≤ blog2 3452c+ 1 = 11.

Let k = min
{⌊

m
2

⌋
, n
}

= 2. Then by Lemma 4.2.8, then

4 + 2 · 2 + 2 + 1 = 11 ≤ D±(C4
3 ⊕ C2

5).

Notice the lower bound equals the basic upper bound. Therefore

D±(C4
3 ⊕ C2

5) = 11.

Suppose m + n ∈ {4, 5}. The basic upper bound minus the lower bound in Lemma
4.2.8 equals one or zero. The cases where the difference equals zero are shown above.
While this gives us an improvement, we currently do not know D±(Cm

3 ⊕ Cn
5 ) when

the difference is one.

Conjecture 4.2.11.

D±(C3
3 ⊕ C5) = 7

D±(C3 ⊕ C3
5) = 8

both attaining their corresponding lower bounds. While

D±(C4
3 ⊕ C5

5) = 17

D±(C4
3 ⊕ C8

5) = 23

both attaining their corresponding basic upper bounds.
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By Proposition 2.3.2 and 2.3.20, when G = Cr
7 and r ∈ {1, 2}, then

D±(Cr
7) = blog2 7rc+ 1.

Currently, the values of D±(Cr
7) are currently unknown when r ≥ 3. After computa-

tions, we have the following conjecture.

Conjecture 4.2.12.
D±(C3

7) = 8.

Also, more generally,
D±(Cr

7) < blog2 7rc+ 1.

This would break the pattern of the previous primes, p ∈ {3, 5}.

Lemma 4.2.13. Let k = b r
2
c for r ≥ 4, then

D±(Cr
7) ≥

{
5k + 1 when r is even
5k + 3 when r is odd

Proof. Let H = C2
7 . From Lemma 2.3.3,

D±(G) ≥ D±(H) +D±(G/H)− 1.

Let G1 = G/H. We know D±(H) = 6 ([20], Prop 2.3.15) and G1
∼= Cr−2

7 . Next, we
get a lower bound for G1

∼= Cr−2
7 and use the same result to get

D±(G1) ≥ D±(H) +D±(G1/H)− 1.

This provides,

D±(G) ≥ D±(H) +D±(G/H)− 1

≥ 2D±(H) +D±(G1/H)− 2

Let G2 = G1/H. In general, Gi = Gi−1/H and we see that Gi = Cr−2i
7 . Continue

this process inductively. Next, we look at the the cases when r is even or odd. First
consider the case when r is even.

We continue to formulate the lower bound Gi for i ∈ 1, . . . , k − 1 for each i. Notice
in the k − 1, since r is even, Gk−1/H = C2

7 . This provides at most kD±(H) under
this operation, including Gk−1/H. Hence,

D±(G) ≥ kD±(H)− (k − 1).

Thus, we get the even result,

D±(G) ≥ 6k − (k − 1) = 5k + 1.
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Now, for the case when r is odd.

Similar to the even case we continue to formulate the lower bound Gi for i ∈
1, . . . , k for each i. Notice, in this case we will have to do this k times, verses k − 1,
since Gk−1/H ∼= C3

7 . This provides at most k D±(H) under this operation. Thus,

D±(G) ≥ kD±(H) +D±(C7)− k.

Thus, we get the even result,

D±(G) ≥ 6k − k + 3 = 5k + 3.

Therefore, we have the result for both the even and odd case.

Next, we let G = Cm
3 ⊕Cr

7 . Since D±(Cm
3 ) = m+ 1 and {log2 3}+ {log2 7} > 1,

this is a slightly different problem then when considering Cm
3 ⊕Cn

5 . Let k = min{m, r}.
By Lemma 4.2.1 and using the basic upper bound, the PM Davenport bounds are

kblog2 21c+ (m− k)blog2 3c+ (n− k)blog2 7c+ 1 ≤ D±(Cm
3 ⊕ Cr

7) ≤ blog2 3m7rc+ 1

k +m+ 2n+ 1 ≤ D±(Cm
3 ⊕ Cr

7) ≤ blog2 3m7rc+ 1

Lemma 4.2.14.
D±(C2

3 ⊕ C7) = 6.

Proof. Notice that C2
3 ⊕ C7

∼= C21 ⊕ C3. Let

H1 = C21 H2 = C3.

We know that D±(Hi) = blog2 |Hi|c+1 and one can verify that {log2 21}+{log2 3} <
1. Then by Lemma 2.3.10,

D±(C21 ⊕ C3) ≥ D±(C21) +D±(C3)− 1

= 5 + 2− 1 = 6.

Notice that the basic upper bound is

D±(C2
3 ⊕ C7) = blog2 327c+ 1 = 6.

Since the lower and upper bound are equal, we have the desired result.

Lemma 4.2.15.
D±(C2

3 ⊕ C2
7) = 9.

Proof. Let H = C21 and notice that G/H ∼= H. Since 2{log2 21} < 1, by Lemma
2.3.10 ,

D±(C2
3 ⊕ C2

7) = blog2 212c+ 1 = blog2 3272c+ 1 = 9.

Thus, D±(C2
3 ⊕ C2

7) attains the upper bound.
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Lemma 4.2.16.
D±(C4

3 ⊕ C3
7) = blog2 3473c+ 1 = 15.

Proof. Let H1 = C2
3 ⊕ C7 then G/H = H2

∼= C2
3 ⊕ C2

7 . By Lemma 4.2.14 and 4.2.15
, D±(Hi) both attain the basic upper bound. One can verify that {log2 |H1|} +
{log2 |H2|} < 1. Then by Lemma 2.3.10, D±(G) also attains the upper bound.

Question 4.2.17. Does there exists an N ∈ N where

D±(Cm
3 ⊕ Cr

7) < blog2 3m7rc+ 1,

for all m, r ≥ N?

4.3 Plus-Minus Davenport for when 100 < |G| ≤ 200.

Let G be a finite abelian group. Theorem 2.3.21 shows that the majority of groups G
attain the basic upper bound when 1 ≤ |G| ≤ 100, with only four exceptional cases,
where each has been shown to obtain the basic lower bound provided in Definition
2.3.6. Proposition 2.3.2 provides that all cyclic groups attain the basic upper bound.
Also, let H and K be subgroups of G such that G ∼= H ⊕K. If H is a 2-group and
K is cyclic, one can use Lemma 2.3.10 to show that D±(G) attains the basic upper
bound. By Theorems 2.3.12 and 2.3.13, if G is a p-group where p ∈ {3, 5}, then

D±(Cr
p) =

{
r + 1 if p = 3

2r + 1 if p = 5
.

Notice that both of these p-group both attain the basic lower bound.
In this section, we are interested in calculating D±(G) when 100 < |G| ≤ 200. We

begin by understanding the prime factorizations that fall between these two bounds.
Since |G| ≤ 200, one can verify that |G| is the product of at most three prime factors
with an exponent greater than one. Let |G| = n where 100 < n ≤ 200. Let pαii be a
prime with exponent αi. If n = p0p

α1
1 p

α2
2 , where α1, α2 ≥ 1 and p0 < p1 < p2, then

p0 ∈ {2, 3}. To show this assume that p0 ≥ 5, one can see that n ≥ 5 · 7 · 11 > 200.
So, the statement above holds.

Recall the following result provided in Chapter 2, Proposition 2.3.20.

Proposition 4.3.1. Let n ≥ 2 be an integer with either {log2 (pjn)} < 1−{log2 p
k}

or {log2 (pjn)} ≥ {log2 p
k} ≥ {log2 3} for prime p ≥ 3. Then

D±(Cpk ⊕ Cpjn) = blog2(p
k+jn)c+ 1.

Notice that when 2 - n and G is not cyclic, one can verify that n can only be product
of at most 2 primes. Now, assume that 2 - n and 3 | n, so n = 3α0pα. Since
100 < n ≤ 200, we divide both sides by 3α0 , which provides that

p ∈ {5, 7, 13, 17, 19} and 3 ≤ α0 + α ≤ 4.
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We can apply Proposition 4.3.1 to compute the following D±(G). Assume n = 32p.
Then p ∈ {13, 17, 19}. By the sum of the fractional parts of {log2 3} + {log2 3 · p}
and by Proposition 4.3.1,

D±(C3 ⊕ C3p) = blog2 9pc+ 1,

which is the basic upper bound. From the list above we are left to checking when

n ∈ {3 · 72, 33 · 5, 33 · 7}.

If 6 - n and n has exactly two prime factors then n = 527. By our bounds of n and if
n = pα, then p ∈ {11, 13}. Recall the following result provided in Proposition 2.3.20.
Similarly, when n = 52 ·7, D±(C5⊕C35) = blog2 52 · 7c+ 1. When G ∼= C5⊕C5p, the
first prime where this Proposition does not imply the basic upper bound is obtain is
when p = 23. When G ∼= C3 ⊕ C3p, the first prime where this Proposition does not
imply the basic upper bound is obtain is when p = 29.

Next, let n = 2 · 32 · p when p ∈ {7, 11}. Notice that G ∼= C3 ⊕ C3k where
k = 2p. By Proposition 4.3.1, we get that D±(G) = blog2 |G|c + 1 for each value of
p. Furthermore, let n = 33p, so p ∈ {5, 7}. Using the basic bounds, we know that

6 ≤D±(C3
3 ⊕ C5) ≤ 8

7 ≤D±(C3
3 ⊕ C7) ≤ 8

Conjecture 4.3.2.
D±(C3

3 ⊕ Cp) = 7,

for p ∈ {5, 7}.

Now, we continue to consider when 2 | n. By our assumptions for when G ∼= H⊕K
where H is a 2-group, then |K| has at most two distinct prime factors with exponent
greater than one. Let n = 2α3β where α, β ≥ 1. One can verify that 1 ≤ α, β ≤ 4.
Due to the results from De±(Cr

3), for when β ≤ 3, we know that

D±(Cα
2 ⊕ C

β
3 ) = blog2 2α3βc+ 1.

If β = 4, then α = 1 we have previously shown

D±(C2 ⊕ C4
3) = 7 < blog2 2 · 34c+ 1 = 8.

This is the first example where D±(G), for 100 < |G| ≤ 200, neither attains the basic
upper bound or basic lower bound.

We are left with the case where n = 2αpβ where p 6= 3. In this case, one can verify
that this leaves us with only two cases, n ∈ {22 · 72, 23 · 52}. In both cases, we know
that for K = C2

p , where p ∈ 5, 7, then D±(K) obtains the basic upper bound. Hence
by Lemma 2.3.10, D±(Cα

2 ⊕K) also obtains the basic upper bound.
Now, we consider the case where n has three distinct primes factors and 2 | n, so

n = 2α0pα1
1 p

α2
2 where there exists an αi > 1. We first consider the case where p1 = 3

and the sum of α1 + α2 = 3. When α0 > 0, then pα1
1 p

α2
2 = 32 · 5. For previous results
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we know for all groups |K| = 32 · 5, D±(K) = blog2 |K|c + 1. Then G ∼= H ⊕ K
where H is a 2-group and K is cyclic and thus we have shown this also attains the
basic upper bound. Next let α0 = 1, then

pα1
1 p

α2
2 ∈ {32 · 7, 32 · 11, 3 · 52}.

Then by Proposition 4.3.1, we know that each K = Cα1
p1
⊕Cα2

p2
attains the basic upper

bound. Then by Lemma 2.3.10, D±(C2 ⊕K) obtains the basic upper bound.
We have proved the following theorem.

Theorem 4.3.3. Let G be a finite abelian group. If 100 < |G| ≤ 200, then

D±(G) = blog2 Gc+ 1,

with the possible exception of the following cases,

G ∈
{
C3

5 , C2 ⊕ C4
3 , C3 ⊕ C2

7 , C
3
3 ⊕ C5, C

3
3 ⊕ C7

}
,

where

D±(C3
5) =7 = blog2 53c+ 1

D±(C2 ⊕ C4
3) =7 < {log2 34}+ 2 = 8

7 ≤D±(C3 ⊕ C2
7) ≤ 8

7 ≤D±(C3
3 ⊕ C5) ≤ 8

7 ≤D±(C3
3 ⊕ C7) ≤ 8

From the results above, we have shown that the majority of the groups, G, where
100 < |G| ≤ 200 obtain the basic upper bound. The few groups that are conjectured
or we have shown that they do not obtain the basic upper bound all have in common
that 33 | n. One could ask the following question.

Question 4.3.4. Let H be a subgroup of G where G ∼= C3
3 ⊕H and |H| = n. Does

there exist a subgroup H such that D±(G) attains the basic upper bound?

If the trends continues to fall below the basic upper bound then the next question
would be to show that Cr

3 ⊕ H, for r ≥ 3, also does not attain the basic upper
bound. This would provide another class of groups that does not attain the basic
upper bound. It would be interesting to know for which groups H does Cr

3⊕H attain
the basic lower bound? Currently, we conjecture (3.6.9) that C2 ⊕ Cr

3 lies between
the basic upper bound and basic lower bound.

Copyright© Darleen Perez-Lavin, 2021.
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Appendices

Appendix A: Proof of D±(C15 ⊕ C5)

Let p be a prime and Fp be the field with |Fp| = p. Let a1, . . . , an ∈ Fp and let
τ = (a1, . . . , an). Let b ∈ Fp. Let N(τ, b) = |{(ε1, . . . , εn) ∈ {0, 1}n |

∑n
i=1 εiai = b}|.

Thus, ∑
b∈Fp

N(τ, b) = 2n.

Let τi = (a1, . . . , ai), 1 ≤ i ≤ n. Thus, τn = τ .

Lemma A.1.
N(τn, b) = N(τn−1, b) +N(τn−1, b− an).

Example A.2. Suppose an = 0. Then

N(τn, b) = 2N(τn−1, b)

Example A.3.

N(τn, b) = N(τn−2, b) +N(τn−2, b− an−1) +N(τn−2, b− an) +N(τn−2, b− an−1 − an).

Example A.4. Assuming τ contains k zeros, then

N(τn, b) = 2kN(τn−k, b).

Theorem A.5.
D±(C3 ⊕ C2

5) = 6

Proof. We have D±(C3 ⊕ C2
5) ≥ D±(C2

5) +D±(C3)− 1 = 5 + 2− 1 = 6. We need to
show that D±(C3 ⊕ C2

5) ≤ 6. Let a1b1
c1

 , · · · ,
a6b6
c6


be given where ai, bi ∈ C5 and ci ∈ C3 for 1 ≤ i ≤ 6. We can perform standard
row operations on the first two rows whenever it is convenient. Let τ = (a1, . . . , a6).
Suppose there exists d ∈ C5 such that N(τ, d) ≥ 16. Since 16 > |C5 ⊕ C3|, there
exists εi, ε

′
j ∈ {0, 1} for 1 ≤ i, j ≤ 6 such that

6∑
i=1

εiai =
6∑
i=1

ε′iai = d ∈ C5

6∑
i=1

εibi =
6∑
i=1

ε′ibi ∈ C5 and

6∑
i=1

εici =
6∑
i=1

ε′ici ∈ C3

where (ε1, . . . , ε6) 6= (ε′1, . . . , ε
′
6).
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Thus
6∑

li=1

(εi − ε′i)

aibi
ci

 =

0
0
0

 ∈ C3 ⊕ C2
5 .

Note that εi − ε′i 6= 0 for at least one i. Let ~v = (a1, . . . , a6) and ~w = (b1, . . . , b6).
A similar statement holds for each τ of the form λ~v + µ~w where λ, µ ∈ F5 and
(λ, µ) 6= (0, 0).

Let

M =

[
~v
~w

]
=

[
a1 . . . a6
b1 . . . b6

]
.

Note that columns can be permuted without changing the result. We need to consider
the following two cases:
Case 1: Suppose some 2× 2 minor of M is zero.
Case 2: Suppose each 2× 2 minor of M is nonzero.

Case 1: By using row operations and the assumption, we can assume that

=

[
a1 . . . a4 0 0
b1 . . . b4 b5 b6

]
.

Let τ = (σ 0 0) where σ = (a1 . . . a4). Then for each d ∈ C5 we have N(τ, d) =
4N(σ, d). We have

∑
d∈F5

N(σ, d) = 24 = 16. Since 16
5

= 3.2, there exists a d0 ∈ C5

such that N(σ, d0) ≥ 4. Then N(τ, d0) ≥ 16. We are done by a previous agrument.
Case 2: Since |P1(F5)| = 6, we have that ai = 0 for a unique value of i. The

same holds for each λ~v + µ~w. That is, each nonzero row in the row space of M has
exactly one entry equal to zero. We need two calculations here:

N((1, 1, 1, 1, 1), 3) =

(
5

3

)
= 10

N((1, 1, 1, 1, 2), 3) = N((1, 1, 1, 1), 3) +N((1, 1, 1, 1), 1) =

(
4

3

)
+

(
4

1

)
= 8.

It follows that

N((1, 1, 1, 1, 1, 0), 3) = 2 · 10 = 20 ≥ 16 and

N((1, 1, 1, 1, 2, 0), 3) = 2 · 8 = 16 ≥ 16.

Observed that we can multiply any column of M by −1 without changing the
problem of computing D±(C3 ⊕C2

5). Recall that any row of M can be multiplied by
any element of F×5 . It follows that a row of M can always be brought to one of the
following:

(1, 1, 1, 1, 1, 0), (1, 1, 1, 1, 2, 0), (1, 1, 1, 2, 2, 0)

Notice that

• 4 can be changed to a 1;
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• 3 can be changed to a 2; and

• we can multiply a row by 2 to assume the number of quadratic residue {1, 4}
is greater than the number of quadratic nonresidues, {2, 3}.

If either (1, 1, 1, 1, 1, 0) or (1, 1, 1, 1, 2, 0) occurs then we have N(τ, d) ≥ 16 and we
are done. Let d ∈ {0, 1, . . . , 4}. We find that

N((1, 1, 1, 2, 2), d) < 8 = N(τ, d)

for each d ∈ F5. This proof will be complete unless λ~v+µ~w has at least two quadratic
residues and at least two quadratic nonresidues for each λ, µ ∈ F5, (λ, µ) 6= (0, 0), i.e.
λ~v + µ~w = (1, 1, 1, 1, 2, 2).

We now show that this cannot occur. Let R denote the set quadratic residues and
Q denote the set quadratic nonresidues. We are focusing on how many elements in
a specific row are contained in R or in Q. Let [|R|, |Q|] be the number of elements
in a row that are quadratic residues and nonresidues. For example, (1, 1, 1, 1, 2, 2)
corresponds to [4, 2].

We now write

~v =
(
a1 b1 c1 d1 0 f1

)
~w =

(
a2 b2 c2 d2 e2 0

)
where each element of ~v, ~w 6= 0 unless stated otherwise. We first fix ~v and get four
additional equations:

~v + ~w = (a1 + a2 b1 + b2 c1 + c2 d1 + d2 e2 f1)
~v + 2~w = (a1 + 2a2 b1 + 2b2 c1 + 2c2 d1 + 2d2 2e2 f1)
~v + 3~w = (a1 + 3a2 b1 + 3b2 c1 + 3c2 d1 + 3d2 3e2 f1)
~v + 4~w = (a1 + 4a2 b1 + 4b2 c1 + 4c2 d1 + 4d2 4e2 f1)

Suppose each one is either [3, 2] or [2, 3]. Recall, we can preform row operations
without changing the D±(C3 ⊕ C2

5), so we multiply by 2 to either ~v or ~w so they are
both [3, 2]. Hence, we can assume ~v, ~w are both the same.

Now, we have six different equations including ~v, ~w. Let us focus on the elements
containing a1 and a2,

{a1, a2, a1 + a2, a1 + 2a2, a1 + 3a2, a1 + 4a2}.

If we ignore the element a2, then the remaining elements will provide all elements
of C5. Hence, we can view this set simply as {0, 1, 2, 3, 4, a2}. Similarly, we get the
same result for each of the elements with bi, ci, di, and ei. Note, all five f1 remains
the same.

Counting the number of solutions over all six equations, we get six 0′s and five
of all other elements of C5. This tells us there are 13 elements of R, 12 elements of
Q, plus the 5 f ′1s. So we either have [18, 12] which implies that each set of equations
contain [3, 2]; or if we have [13, 17], then there exists on equation that has [3, 2] while
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the remain have [2, 3]. Notice that the latter contradicts the assumption that ~v, ~w
are both [3, 2]. Thus f1 ∈ R.

When considering the case where we fix ~w instead of ~v, we get a similar result
where e2 ∈ R. Thus every row must have [3, 2]. Let us look more closely to the six
equations:

{~v, ~w, ~v + ~w, 2~v + ~w, 3~v + ~w, 4~v + ~w}
= {~v, ~w, ~v + ~w, 2(~v + 3~w), 3(~v + 2~w), 4(~v + 4~w)}.

This shows that 2~v + ~w has [2, 3] which is a contradiction to the assumption that
every row must be [3, 2]. Therefore, λ~v + µ~w can be brought to either (1, 1, 1, 1, 1, 0)
or (1, 1, 1, 1, 2, 0) where we are always guarenteed to have a zero subsum.

Appendix B: De±(Cn
2 ) and connections to Coding Theory

Let G be 2-group, so G ∼= Cn
2 for some n and |G| = 2n. Notice that each element has

order two, i.e. for g ∈ G, g2 = 0̄. Since 2 is prime, we know that Cn
2
∼= Fn2 as vector

spaces. So Fn2 is a vector space of dimension n where

Fn2 = {(x1, . . . , xn) | xi ∈ F2}.

For x ∈ Fn2 , x is commonly known as a binary number since it is a vector of length n
that contains only zeros and ones. There is extensive work done on the set of binary
numbers in coding theory. We present some of these basic coding theory results with
our group notation.

Definition B.1. Let x, y ∈ Fn2 where x = (x1, . . . , xn) and y = (y1, . . . , yn). The
hamming distance between x and y is the number of xi 6= yi, denoted by d(x, y).

The hamming distance is defined over general Fnp for prime p, not just Fn2 .

Lemma B.2. Let x, y ∈ Fn2 where x = (x1, x2, . . . , xn) and y = (y1, . . . , yn). Let
gx, gy ∈ Cn

2 be the group elements corresponding to x, y ∈ Fn2 .

d(x, y) = |sp(gx + gy)|.

Proof. Assume d(x, y) = k. By the definition of hamming distance, this tells us that
the are exactly k xi 6= yi for some 1 ≤ i ≤ n. Without loss of generality, we can
assume that the first k entries of x and y are not equal and all others are equal. Then

xi + yi =

{
1̄ for 1 ≤ i ≤ k

0̄ for k + 1 ≤ i ≤ n

Since gx, gy have similar form to x and y, this also follows for the entires of gx, gy.
Recall the |sp(g)| is the number of non-zero entries for some g. Hence

|sp(gx + gy)| = k = d(x, y).
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Lemma B.3. Let a, b ∈ Cn
2 where a 6= b. Let k ∈ N.

1. If |sp(a)| = |sp(b)|, then |sp(a+ b)| = 2k.

2. If
∣∣|sp(a)| − |sp(b)|

∣∣ is even, then |sp(a+ b)| is even.

Proof. Before we begin the proofs for statements (1) and (2), we first show how one
can generally compute sp(g) for g ∈ Cn

2 . Let g ∈ Cn
2 be an arbitrary element where

g = (g1, g2, . . . , gn). By using the definition of sp(g), |sp(g)| essencially counts the
number of non-zero entries of g. Since every entry of g is zero or one, then

|sp(g)| =
n∑
i=1

gi.

1. Let 1 ≤ i ≤ n. Let a = (a1, . . . , an) and b = (b1, . . . , bn). The following
statements are equivalent.

|sp(a)| =
∑
i

ai =
∑
i

bi = |sp(b)|∑
i

ai −
∑
i

bi ≡ 0 mod 2 since we assumed |sp(a)| = |sp(b)|∑
i

ai − bi ≡ 0 mod 2∑
i

ai + bi ≡ 0 mod 2

|sp(a+ b)| ≡ 0 mod 2.

This tells us that |sp(a+ b)| = 2k for some k.

2. We use a similar method as above to get that∑
i

ai −
∑
i

bi ≡
∑
i

ai + bi mod 2.

Without loss of generality, assume that |sp(a)| − |sp(b)| = 2k for some k. Then

2k = |sp(a)| − |sp(b)| =
∑
i

ai −
∑
i

bi ≡
∑
i

ai + bi ≡ |sp(a+ b)| mod 2.

Thus, we get our desired result.

Let x, y, z ∈ N. Then there are least two numbers such that their difference is even.
This follows from the fact that the sum of two even numbers is even and the sum of
two odd numbers is even.
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Lemma B.4. Let g1, g2, g3 ∈ Cn
2 . Then there exists i, j ∈ {1, 2, 3} such that

|sp(gi)| − |sp(gj)| = 2k

for some k ∈ N.

Proof. This follows from the statement above since |sp(gi)| ∈ N for 1 ≤ i ≤ 3.

Corollary B.5.
De±(Cn

2 ) ≤ n+ 3.

Proof. Let S ⊂ Cn
2 \ {0} where |S| = n + 3. Then we can get the corresponding

matrix M
M = [e1, . . . , en | g1, g2, g3]

for some gi ∈ Cn
2 . Then from the lemma above it follows that there exists gi and gj

such that |sp(gi + gj)| is even. Thus, we have our even PM zero-subsum.

For when n = 2, we can simply use the pigeon hole principle to get our result. This
method does not work for n ≥ 3.

Proposition B.6.
De±(C2

2) = 4.

Proof. Consider the matrix

M =

[
1 0 1
0 1 1

]
.

Notice thatM does not contain an even PM zero-subsum. This tells us thatDe±(Cn
2 ) ≥

3. Notice that C2
2 contains only four elements. If we remove the zero element and

select four random elements from C2
2 , by pigeon hole principle, this guarentees that

two will be the same. Thus we have a PM zero-subsum with two element when we
have at least four non-zero elements of C2

2 . Hence,

De±(C2
2) = 4.

Theorem B.7. For n ≥ 3,
De±(Cn

2 ) = n+ 2.

Using the results above, we have an alternative proof for Theorem 3.2.6.

Proof. Let x ∈ Cn
2 such that |sp(x)| is even. Then consider

M0 = [e1, e2, . . . , en | x].

Since the first n columns are linearly independent and |sp(x)| is even, M0 does not
contain an even PM zero-subsum. Thus,

De±(Cn
2 ) > n+ 1
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which implies
De±(Cn

2 ) ≥ n+ 2.

Let S ⊂ Cn
2 \ {0} such that |S| = n+ 2. We construction our matrix M

M = [e1, . . . , en | a, b].

Notice that if either the |sp(a)| or |sp(b)| is odd, then have an even PM zero-subsum.
We can assume that both |sp(a)| and |sp(b)| is even. Then by Lemma B.3.2, we have
that |sp(a+ b)| is also even. Hence, we have our PM zero-subsum.

Appendix C: Equal Arcs and Free Arc Pair Sets

Let n ∈ N where n ≥ 5. Let 4 ≤ k < n. Denote [n] = {1, . . . , n}. Let S =
{s1, . . . , sk} ⊂ [n] where |S| = k and s1 < s2 < · · · < sk. Define

S − S \ {0} = {si − sj | si, sj ∈ S, i < j}

as our non-zero difference set of S. Let {a, b, c, d} ⊂ [k] where each one is distinct.

Question C.1. Given S ⊂ [n] where |S| = k, what subsets S of size k does the
following property hold

|sa − sb| 6= |sc − sd| (1)

for any choice of {a, b, c, d}?

Notice that S must contain at least four elements to satisfy equation 1, hence why
the lower bound on k is 4. Also, when n = 4 then S = [4], thus n ≥ 5. We can phrase
this question by using symmetric arcs on a number line. An arc on a number line
is the semicircle created when picking two points on the line. Two arcs are disjoint
if they do not share a common node. The arc diameter is the distance between two
nodes; i.e. let a, b be nodes on a number line that form an arc, then |a− b| is the arc
diameter. An arc pair is symmetric if the arc diameter is equal between two disjoint
arches.

Question C.2. Let Ln be the number line from 1 to n and S ⊂ [n] where |S| = k < n.
Using nodes in S, we consider all possible disjoint arc pairs. What subsets S ⊂ [n]
do not contain any symmetric arc pairs?

Define S ′ to be the reflective set of S for when

S ′ = {n+ 1− si | si ∈ S}.

Example C.3. Let n = 5 and k = 4. Let S = {1, 2, 3, 5}. Then we have the following
arc pairs.

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
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Notice that there does not exist a symmetric arc pair. Namely, S is one such subset
of [5] that follows the property of equation 1; i.e.

|sa − sb| 6= |sc − sd|

for any {a, b, c, d} ⊂ [5]. S has a reflection set S ′ = {1, 3, 4, 5} that also follows this
property. When n = 5, S and S ′ are the only two sets that hold the property of
equation 1.

Let P (n, k) is set of S ⊂ [n] where |S| = k such that S does not contain a
symmetric arch pair. It is clear that P (n, k) ⊂ P (n + 1, k). To begin answering
Question C.4.1, we first need to compute values of |P (n, k)|. The smallest values to
consider are when k = 4 and 5 ≤ n ≤ 7. To play with something slightly bigger, let
k = 5 and 8 ≤ n ≤ 11.

Question C.4.

1. Can we construct a recursion for fixed n or k for P (n, k)?

2. What is the relationship between when |S| = k and |S ′| = k + 1 for a fixed n.

3. Can we improve the upper bound on k when this is no longer possible? Right
now we know k < n, can this get better?
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