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## Abstract

Preventing and controlling zoonoses through the design and implementation of public health policies requires a thorough understanding of epidemiology and transmission pathways. A pathogen may have complex transmission pathways that could be affected by environmental factors, different reservoirs and the food chain. One way to get more insight into a zoonosis is to trace back the putative sources of infection. Approaches to attribute the infection to sources include epidemiological observations and microbial subtyping techniques. In order for source attribution from the pathways to human infection to be delineated, this thesis proposes statistical modelling methods with an integration of demographic variables with multilocus sequence typing data derived from human cases and sources. These models are framed in a Bayesian context, allowing for a flexible use of limited knowledge about the illness to make inferences about the potential sources contributing to human infection.

These methods are applied to campylobacteriosis data collected from a surveillance sentinel site in the Manawatu region of New Zealand. A link between genotypes found from sources and human samples is considered in the modelling scheme, assuming genotypes from sources are equal or linked indirectly to that from human cases. Model diagnostics show that the assumption of equal prevalence of genotypes between humans and sources is not tenable, with a few types being potentially more prevalent in humans than in sources, or vice versa. Thus, a model that allows genotypes on humans to differ from those on sources is implemented. In addition, an approximate Bayesian model is also proposed, which essentially cuts the link between human and source genotype distributions when conducting inference.

The final inference from these approaches is the probability for human cases attributable to each source, conditional on the extent to which each case resides in a rural compared to urban environment. Results from the effective models suggest that poultry and ruminants are important sources for human campylobacteriosis. The more rural human cases are located, the higher the likelihood of ruminant-sourced cases is. In contrast, cases are more poultry-associated when their locations are more urban. A little rurality effect is noticed for water and other sources due to small sample sizes compared to that from poultry and ruminants. In addition, animal faeces are believed
to be the primary cause of water contamination via rainfall or runoff coming from farmland and pasture. When water is treated as a medium in the transmission, instead of an end point, water birds are suggested to be the most likely contributor to water contamination.

These findings have implications for public health practice and food safety risk management. A risk management strategy had been carried out in the poultry industry in New Zealand, leading to a marked decrease of urban case rates from a poultry source. However, the findings of this thesis suggest a further step with a focus on rural areas as rural case rates are observed to be relatively higher than urban rates. Further, by exploring the role that water plays in the transmission, it deepens our knowledge of the epidemiology about waterborne campylobacteriosis and highlights the importance of water quality. This opens a potential research direction to study the association of water quality and environmental factors such as higher global temperatures for this disease.
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## Chapter 1

## Introduction

### 1.1 Introduction to zoonoses

Infectious diseases are illnesses caused by germs such as viruses and bacteria. From 1940 to 2004, the emergence of 335 infectious pathogens have been reported in the world population. Therefore, 'emerging infectious diseases' (EIDs) is defined for those infections that have a significant impact on global socio-economics and public health (Jones et al., 2008; van Doorn, 2014), for example, avian influenza, advanced HIV infection (AIDs) and severe acute respiratory syndrome (SARS).

Infectious diseases can cause high economic and medical costs due to morbidity and mortality. The annual number of global deaths from infections in recent decades has been shown to be at approximately 15 million and may remain at the same level for the next three decades (WHO, 2013; Dye, 2014). The major cause of infections is associated with more than 1,400 species of human pathogens, $13 \%$ of which are classified as 'emerging', with more than half of these species known to be zoonoses-associated (Woolhouse and Gowtage-Sequeria, 2005; Greger, 2007; Jones et al., 2008; Dye, 2014; van Doorn, 2014). Zoonoses are infectious diseases spread between humans and animals that pose a threat to global public health as they account for more than $60 \%$ of EIDs (Taylor et al., 2001; Woolhouse and Gowtage-Sequeria, 2005; Greger, 2007; Jones et al., 2008; Reperant and M E Osterhaus, 2013).

In order for such an enormous health burden to be reduced, preventing and controlling infectious diseases becomes extraordinarily important, and our ability to intervene depends on how much we know about the nature of disease transmission. For zoonotic diseases, transmission to humans from animal reservoirs may be complex, involving many sources and exposures linked by different pathways through environmental contamination or direct contact with animals. Infected wild birds and broiler chickens, for example, may contaminate the environment and the food chain, respectively, resulting in hazard in the consumption of drinking water and undercooked chicken through the
water and food supply (Wagenaar et al., 2013). Therefore, knowledge of the potential sources and pathways of infection is key to reducing the burden of disease. Tracing the source of infection also becomes crucial to increasing the ability to implement risk management and intervention (Wilson et al., 2008; Morelli et al., 2012).

A better understanding of the epidemiology of zoonoses can provide useful information to prevent and control the disease spread. For example, a risk management strategy on Campylobacter was introduced in New Zealand in 2006. In 2003, New Zealand had the highest incidence rate amongst other developed countries, with a peak at 395.6 per 100,000 population (ESR, 2004; Olson et al., 2008; Lane and Briggs, 2014). Therefore, the New Zealand Food Safety Authority (NZFSA) developed a risk management strategy involving the poultry industry; aimed at limiting the counts of Campylobacter on poultry carcases and it was expected to reduce the number of human cases arising from a poultry source. Figure 1.1 shows the annual incidence rates per 100,000 population in New Zealand from 1990 to 2016; a dramatic decline is remarkable during 2007 and 2008. This highlights the importance of identifying the sources of infection.


Figure 1.1: Case rates for campylobacteriosis per 100,000 population in New Zealand from 1990 to 2016. An intervention in the poultry industry conducted in late 2006 resulted in a decreasing incidence of disease in the following years.

### 1.2 Global epidemiology of campylobacteriosis

Human campylobacteriosis is among the most widespread bacterial gastroenteritis in the world. The disease is mainly caused by Campylobacter jejuni, which is in a genus of Campylobacter bacteria. This bacteria is a commensal microorganism that exists in the environment and that can be transmitted between animal hosts and humans. The signs of infection are similar to enteritis symptoms (diarrhea, abdominal pain and fever), however, severe complications may develop such as irritable bowel syndrome and Guillain-Barré syndrome (Hahn, 1998). The illnesses are believed to result from: i) food that are already contaminated by faecal matter such as poultry, milk and salad; ii) drinking environmental water that is contaminated by animal or wild bird faeces; or iii) direct-contact with contaminated animals.

In the twentieth century, the cause was not well recognised as techniques of selective isolation were not yet developed (King, 1957; Ryan et al., 2004). However, the increasing incidence over the past two decades has drawn great attention from public health and food safety authorities in developing and developed countries. In 2012, the World Health Organization estimated that the annual notification rates are between 440 and 930 cases per 100,000 population in high-income countries ${ }^{1}$; however, knowledge of the infections in middle- and low- income countries is limited due to insufficient surveillance data (WHO and FAO, 2013). The United States confirmed that the national incidence rate in 2012 was 14.3 cases per 100,000 people, which is a $14 \%$ increase on the average annual incidence between 2006 and 2008 (CDC, 2013). In newly industrialised countries, such as China and Africa, concerns about Campylobacter infection have been raised in recent years. At a hospital in Beijing, 142 out of 950 (14.9\%) patients with acute diarrhea were confirmed to be cases between 2005 and 2009 (Chen et al., 2011), while a meta-analysis from multiple studies of the prevalence in African animals and meat pointed out that the pathogen was detected from more than $35 \%$ of 11,828 poultry samples and $25 \%$ of 1,975 pig samples across 27 African countries (Thomas et al., 2019).

Over the past decades, campylobacteriosis has been one of the most notifiable foodpoisoning diseases in New Zealand. This fact is highlighted in Table 1.1 compiled partly from the annual surveillance report (ESR, 2017); it shows a high incidence of Campylobacter infection among all the reported enteric diseases. Further study revealed that the illness occurs in all age groups, while children aged between 0 and 4 and the elderly are more likely to be infected than others owing to immature immunity for children and weak immunity for the elderly (Marshall et al., 2016). The transmission of this

[^0]| Disease | $\mathbf{2 0 1 5}$ |  | $\mathbf{3 0 1 6}$ |  |
| :--- | ---: | ---: | ---: | ---: |
| Campylobacteriosis | 6218 | $(135.3)$ | 7456 | $(158.9)$ |
| Cryptosporidiosis | 696 | $(15.1)$ | 1062 | $(22.6)$ |
| Giardiasis | 1510 | $(32.9)$ | 1617 | $(34.5)$ |
| Pertussis | 1168 | $(25.4)$ | 1096 | $(23.4)$ |
| Salmonellosis | 1051 | $(22.9)$ | 1091 | $(23.2)$ |

Table 1.1: The number of reported cases and the associated rates per 100,000 population in brackets for the most frequently notifiable enteritis in New Zealand in 2015 and 2016.
pathogen is from livestock and wild animals to humans. The pathway can be, for instance, via handling an animal food product that is already contaminated by faecal matter, drinking contaminated water, or eating undercooked chicken. Approaches developed in this thesis will apply to data about campylobacteriosis to gain more insight into the epidemiology of this disease in New Zealand.

### 1.3 Methods of source attribution for zoonotic diseases

Modelling of disease surveillance data to explore patterns of zoonotic diseases has had a long history in public health. Several methods for attributing human infections to different sources have been addressed in the literature, such as epidemiological studies and microbial subtyping, which is a way to characterise samples (isolates) of a pathogen using phenotypic or genotypic subtyping methods (Andreoletti et al., 2008; MughiniGras et al., 2018; Cody et al., 2019).

In recent years, modelling zoonoses requires an advanced approach with the focus changed from just epidemiology or microbiology to a combination of epidemiology, evolutionary genetics and biology (Mullner et al., 2009b; Muellner et al., 2013). Some source attribution models have been proposed by utilising epidemiological observations and the association with genotypes isolated from human and source samples. The Dutch model (van Pelt et al., 1999) and the (modified) Hald model (Hald et al., 2004; Mullner et al., 2009a) are commonly used to estimate the proportion of human cases attributable to sources. These models are based on statistical models using microbial subtypes in human and source samples. Other models from a Bayesian perspective, such as the island genomic model (Wilson et al., 2008) and the HaldDP model (Miller et al., 2017), also determine the contribution of sources to infections. The island genomic model estimates the genetic relationship in samples given the pathogen is undergoing genetic evolution in different environments, while the HaldDP model is an extension of the original and modified Hald models, improving the model identifiability.

The aim of this thesis is to develop new statistical models and methods that can be used in order for the contribution of source populations to zoonotic diseases to be estimated. The type of data usually contains demographic observations and genetic information collected from samples, and hence genetic and non-genetic parameters may be involved in the modelling. In this thesis, statistical models that can deal with such integrated data will be developed for source attribution and their use will be demonstrated by applying them to New Zealand campylobacteriosis data (Marshall et al., 2016). These models can also be applied to zoonotic diseases other than Campylobacter infection with suitable tailoring. The fundamental modelling methods use only genetic information to make inferences about the potential sources responsible for the illness caused by the pathogen. The models developed here will also be extended to incorporate variables in order to better understand the epidemiology of the disease so as to inform decision making for future food control and risk management plans.

### 1.4 Thesis structure

Besides the introductory Chapter 1, this thesis comprises eight chapters. Chapters 2 and 3 present the epidemiological and genetic literature on Campylobacter infection, and the introduction to the statistical methods and models required for this PhD research. These chapters include basic knowledge from the process of how to detect genetic differences in samples, the applied probability distributions and Bayesian simulation methods, to the existing source attribution models. The proposed models and the associated applications are covered in Chapters 4 to 7.


The above graph shows the model development in this thesis. Chapter 4 starts with a Bayesian modelling for campylobacteriosis, with the assumption that the proportion split between genotypes found in sources is the same as the proportion split in human cases, indicating that the pathogen may spread directly from host sources to humans. However, Campylobacter is undergoing evolution when it is amplifying in the hosts
and also in the disease transmission. This means that the assumption about the equal proportional split between sources and human cases does not capture the differing ability of the pathogen, which can survive in different environments during amplification and transmission. In other words, the genotype distribution observed among human cases assumed to have arisen from a particular source may differ from the genotype distribution on that source, i.e. the genetic information at the source and human levels is mismatched. Therefore, Chapter 5 adopts an evolutionary model in the current model framework to infer the genetic changes between source samples before the final inference about source contribution to the infection. Chapter 6 extends the previous model, which considers four source groups: poultry, ruminants, water and others, to include water birds as an additional source, while treating water as a role of being a vector for the other animal sources. Chapter 7 introduces a novel way to model source attribution, generalising the model developed in Chapter 4 to account for different probabilities of observing genotypes between sources and humans.

Last, Chapters 8 and 9 contain a discussion about the developed models to wider applications and implications in a global context, and conclusions summarising the work of this research as well as possible future study directions. All codes for fitting data to developed models and producing figures are available on GitHub (Liao, 2020). Materials supporting this thesis including a glossary are provided in Appendices A to D.

## Chapter 2

## Literature review on Campylobacter epidemiology

### 2.1 Insights into human campylobacteriosis

Human campylobacteriosis is by far the most common bacterial gastroenteritis worldwide in the last decade, resulting in a disease burden in developed and developing countries (Ruiz-Palacios, 2007; Kaakoush et al., 2015). The estimated annual cost related to this disease in the Netherlands was $€ 21$ million, whereas it amounted to approximately US $\$ 1.3$ billion in the United States (AH et al., 2005; Batz et al., 2012). This disease is also recognised as the most costly foodborne disease within the health system in New Zealand, amounting to $\$ 36$ million paid for cases and health services (Gadiel, 2010).

The cause of illness is Campylobacter bacteria. It consists of 26 species, of which Campylobacter jejuni (C. jejuni-) and C. coli are responsible for more than $90 \%$ of human cases, while other species such as C. concisus and C. upsaliensis are also associated with gastrointestinal infections (Kaakoush et al., 2015). Symptoms such as muscle pain and diarrhoea occur after exposure to the bacteria on average from 2 to 5 days (Cottam et al., 2008; Gilpin et al., 2020). Despite the fact that the symptoms usually last no more than 7 days, the complications can be life-threatening such as sepsis and Guillain-Barré syndrome (Hahn, 1998; Kaakoush et al., 2015). Any age group is at risk to contract the pathogen. Vulnerable people such as the elderly and the young are highly likely to be infected (Kaakoush et al., 2015; Marshall et al., 2016). This may be because of immunity and human behaviour. People older than 60 years usually have weaker immunity than other age groups of people, while children younger than 5 years have immature immunity and their frequent hand-mouth contact also increases the risk of infection (French et al., 2008).

Campylobacter is ubiquitous in the environment. It colonises in a broad range
of animals such as chicken and sheep, and is transmitted through different routes to infect humans. Specifically, direct contact with farm animals, and consumption of contaminated water, undercooked chicken and unpasteurised milk are believed to be the important risk factors (Mughini Gras et al., 2012; Levesque et al., 2013; Wagenaar et al., 2013; Marshall et al., 2016). The pathogen is also temperature-driven. While the incidence rates peak in spring and summer in most temperate regions, there is little seasonal variation in tropical countries (Sari Kovats et al., 2005a; Strachan et al., 2013). Climatic variables such as rainfall and sunshine may also be contributors to the infection as they are associated with the timing of the seasonal peak (Louis et al., 2005). In addition, the spatial pattern of infection is heterogeneous, with more urban cases associated with poultry and more ruminant-related infections in rural areas (Nylen et al., 2002; Bolwell et al., 2015; Marshall et al., 2016).

Campylobacter is genetically diverse as the species have different genetic characteristics (Colles et al., 2003b; Sheppard et al., 2009; Kittl et al., 2013). A number of studies at the strain level have identified differing sequence types (STs) found in animals and human cases, of which ST-21, ST-45 and ST-48 are the internationally common genotypes of C. jejuni. ST-21 and ST-48 are largely found in ovine and bovine sources, whereas ST-45 is regularly discovered in multiple animal species as well as in water (Colles et al., 2003b; French et al., 2008; Sopwith et al., 2008; Carter et al., 2009b; Müllner et al., 2010; Kovanen et al., 2014; Dearlove et al., 2016). However, the distribution of genotypes of $C$. jejuni may vary from country to country and the prevalence of different genotypes is also different between various reservoirs, foods and water (Gillespie et al., 2002). Host-associated variation in the genome is suggested to be a key to determining the likely origin of most strains (Dearlove et al., 2016). STs that are frequently found in poultry samples are also common in human cases but are rarely observed in ruminant samples (Colles et al., 2003b; Müllner et al., 2010). In New Zealand, ST-474 and ST-2381 are unique and rarely found elsewhere in the world. The first is the predominant poultry-associated genotype accounting for approximately $30 \%$ of cases, while the latter has been only observed in environmental water and the faeces of wild birds (Carter et al., 2009b; Müllner et al., 2010). In comparison with other countries, New Zealand has a distinct molecular epidemiology of C. jejuni as a result of its geographical isolation (Müllner et al., 2010).

The poultry production system in New Zealand is integrated. There are only three poultry companies supplying $90 \%$ of chicken meat throughout the country, representing $95 \%$ of poultry meat consumption (Müllner et al., 2010). In order for the incidence of human campylobacteriosis to be reduced, NZFSA had implemented a risk management strategy in the poultry industry from 2006 through 2008, monitoring the levels of Campylobacter contamination in poultry carcasses at the end of primary processing
(Sears et al., 2011; Duncan, 2014). Through this intervention, hygiene practices such as production and primary processing have been also improved. The intervention is suggested to be a causal effect on the decline in disease incidence (Sears et al., 2011). Figure 1.1 provides the evidence that it resulted in a $58 \%$ reduction in the 2008 case rate (166.3 per 100,000), compared to the rate in 2006 ( 385.6 per 100,000). Additionally, the intervention was also of benefit to the economic cost. Costs for all 2005 foodborne illness in New Zealand were $\$ 85.3$ million, of which $87 \%$ of the total cost was Campylobacterrelated (Scott et al., 2000). However, the cost for campylobacteriosis in 2009 was notably $60 \%$ lower than in 2005 ; it only accounted for $27 \%$ of the total cost ( $\$ 131$ million) of foodborne disease (Gadiel, 2010). The success of the poultry associated intervention in New Zealand highlights the importance of the identification of risk factors and the corresponding strategy to have control and prevention measures.

### 2.2 Genotyping Campylobacter

Molecular typing techniques are common methods to help trace back potential sources of infectious diseases. In order for the sources of Campylobacter infection to be identified, genetic data are usually derived from molecular genotyping that enables us to characterise strain types from different samples. The samples in the campylobacteriosis dataset examined in this thesis were from food, environmental water, animals and human cases taken from a sentinel site in the Manawatu region of New Zealand (Bolwell et al., 2015). As Campylobacter species colonise the intestines, faecal samples are typically collected from humans and animals. The procedures of sample collection, growth of organisms and DNA extraction are standardised before obtaining the molecular data (Mullner et al., 2009b).

For food like retail chicken samples, samples are washed and massaged in Buffered Peptone Water (BPW) in stomacher bags. The resuspended pellet is then obtained after centrifuging 5 ml of the wash for 35 minutes at $6^{\circ} \mathrm{C}$. Next, it is mixed with Bolton Broth and incubated at $42^{\circ} \mathrm{C}$ for 48 hours before culturing on modified Cefoperazone Charcoal Deoxycholate agar (mCCDA) plates. Because a huge number of bacteria may be found in samples, and Campylobacter organisms might be few among them, suitable nutrients are provided to grow and detect easily the species. For faecal samples, they are cultured directly on mCCDA plates with the enrichment Bolton Broth, then incubated 48 hours at $42^{\circ} \mathrm{C}$.

After the incubation, a single colony resembling Campylobacter species is isolated and cultured onto Blood Agar (BA) for another 48 hours at $42^{\circ} \mathrm{C}$ in order to obtain a new growth of Campylobacter. To extract DNA sequences, the culture from BA is put in a chemical solution. To get rid of compounds, such as RNA and protein in the cells and to preserve DNA from degradation, the solution is boiled for 10 minutes at $100^{\circ} \mathrm{C}$


Figure 2.1: The whole genomic sequence of $C$. jejuni consists of $1,641,481$ base pairs. MLST identifies seven housekeeping genes (gltA, uncA, aspA, glyA, glnA, pgm and tkt) in the whole genome (Dingle et al., 2001, Fig. 1)
(procedures for handling samples in greater detail can be found in the material from Mullner et al. (2009b) and Marshall et al. (2016)).

After DNA extraction, strains are differentiated in species, such as C. jejuni and C. coli, which are the dominant species of Campylobacter bacteria found in human cases of campylobacteriosis. The whole genomic sequence of $C$. jejuni consists of more than 1.6 million base pairs (Dingle et al., 2001; Pearson et al., 2007). At the time the sentinel site was established, a common and economic molecular method, multilocus sequence typing (MLST) (Dingle et al., 2001; Colles et al., 2003a; Urwin and Maiden, 2003), was used for genotyping Campylobacter. MLST utilises nucleotide sequences of internal fragments of seven housekeeping genes to index the genetic variation between isolates. These commonly used housekeeping genes are $\operatorname{asp} \mathrm{A}$ (aspartase A), $\operatorname{gln} \mathrm{A}$ (glutamine synthetase), gltA (citrate synthase), glyA (serine hydroxymethyltransferase), pgm (phosphoglucomutase), tkt (transketolase), and uncA (ATP synthase $\alpha$ subunit). They are an essential part of the core genome of the $C$. jejuni presenting genes responsible for key activities in cells (Urwin and Maiden, 2003; Fearnhead et al., 2014).

Genotyping requires a large amount of DNA sequence. However, only a small amount of DNA fragments are available during the procedure of DNA extraction. A microbial tool, polymerase chain reaction (PCR), is hence widely used to produce

| Genotype | $a s p \mathrm{~A}$ | $g \ln \mathrm{~A}$ | $g l t \mathrm{~A}$ | $g l y \mathrm{~A}$ | $p g m$ | $t k t$ | $u n c \mathrm{~A}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 403 | 10 | 27 | 16 | 19 | 10 | 5 | 7 |
| 474 | 2 | 4 | 1 | 2 | 2 | 1 | 5 |
| 2026 | 10 | 1 | 16 | 19 | 10 | 5 | 7 |
| 2343 | 2 | 4 | 5 | 2 | 10 | 1 | 5 |

Table 2.1: The allelic profiles of a selection of genotypes composed of seven allele numbers at each of the seven housekeeping genes.
many copies of the fragment of DNA sequences by successively heating and cooling the solution. The seven housekeeping genes used in the MLST scheme are relatively conserved under evolution (Dingle et al., 2001; Biggs et al., 2011), but contain sufficient allelic variation for determining distinct genotypes. PCR targets seven housekeeping loci of roughly 400-500 base pairs to enable the sequences to be compared, assigning different numbers to each unique allele.

Figure 2.1 shows a whole genomic sequence of a Campylobacter isolate, in which the location of the seven housekeeping genes is depicted. Each unique nucleotide sequence (allele) at each housekeeping gene (locus) representing the variations differing from the other isolates is assigned a number, and the set of numbers across all loci (the allelic profile) is then taken as the genotype, which is assigned a sequence type number. An illustrative example of MLST data for Campylobacter is presented in Table 2.1. It shows that the genotypes ST-2026 and ST-474 have completely different allelic combinations across all seven loci, while ST-403 differs from ST-2026 only at the locus $g \ln \mathrm{~A}$, and ST-2343 differs from ST-474 at the loci $g l t \mathrm{~A}$ and $p g m$. The different allelic profiles enable comparison of genetic similarities or dissimilarities so that an association between sources and infected cases can be made by comparing the distribution of genotypes from human cases with those from potential reservoirs.

### 2.3 Campylobacteriosis dataset

The data from the campylobacteriosis study include spatial-temporal observations and microbial genotype information from both human and non-human cases. These samples were obtained at a sentinel surveillance site in the Manawatu region of New Zealand from February 2005 to December 2016 (Bolwell et al., 2015; Marshall et al., 2016). Since one isolate was taken from each sample, a total of 4,322 samples (isolates) are in the data.

| Case | ST | Sample Date | Rurality | Age | Intervention |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 5 | $2006-05-16$ | 3 | NA | Before |
| 2 | 5 | $2012-04-19$ | 3 | 60 | After |
| 3 | 21 | $2008-10-21$ | 1 | 57 | After |
|  | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |  |
| 1803 | 10058 | $2015-10-14$ | 0 | 16 | After |
| 1804 | 10060 | $2014-12-12$ | NA | NA | After |

Table 2.2: The data of human cases are comprised of an identified ST, the date of sample collection, rurality level, age and intervention.

### 2.3.1 Epidemiological data

A total of 1,804 human cases were notified in the surveillance system. The isolates from stool samples were typed from these cases. In the data, the following variables are available: genotype of Campylobacter, sample date, rurality category, age, and a binary outcome if the sample was taken before or after January 2008, which is considered to be the time point when the effect of an intervention implemented from 2006 to 2008 is observed (Sears et al., 2011).

A part of the data is displayed in Table 2.2, showing the genotype found from five human cases with the corresponding variables. The age range of cases is between 0 and 95. Modelling age as a continuous variable may be undesirable as several studies pointed out that there is an age-related pattern of human campylobacteriosis (French et al., 2008; Kaakoush et al., 2015; Marshall et al., 2016), indicating the effect of age on infection is nonlinear. This implies that the age variable on a continuous scale would make models heavily parameterised and hence result in more model complexity. Thus, a critical 'tipping point' in Campylobacter infection as addressed in the literature occurs when children start at school (Baker et al., 2007; French et al., 2008). To identify the pattern representative of particular age groups, the variable will be divided into $0-4$ and $5+$ categories and the modelling will be demonstrated in Chapter 4 . The rurality scale is in the form of an ordinal classification of urban and rural areas with seven levels coded from -3 to 3 , representing highly rural/remote area, rural area with low urban influence, rural area with moderate urban influence, rural area with high urban influence, independent urban area, satellite urban area and main urban area. Approximately $9 \%$ and $26.7 \%$ of individuals have no information about the location and the age, respectively, which will be assumed missing at random.

The number of typed human cases during 2005 and 2016 categorised by the rurality levels is tabulated in Table 2.3, along with the population from the 2006 and 2013 Census (Statistics New Zealand, a,b). Approximately $80 \%$ of cases lived in urban areas (the rurality scale is from 0 to 3 ), while the remaining cases resided in rural areas.

| Rurality scale | Description | Human cases | 2006 | 2013 |
| ---: | :--- | ---: | ---: | ---: |
| -3 | Highly rural/remote area | 20 | 1,572 | 1,527 |
| -2 | Rural area with low urban influence | 133 | 8,382 | 8,316 |
| -1 | Rural area with moderate urban influence | 165 | 10,392 | 10,734 |
| 0 | Rural area with high urban influence | 101 | 6,579 | 7,155 |
| 1 | Independent urban area | 295 | 28,611 | 28,188 |
| 2 | Satellite urban area | 231 | 19,725 | 20,526 |
| 3 | Main urban area | 696 | 76,047 | 78,108 |

Table 2.3: The number of human cases in each rurality class during 2005 to 2016 along with the population size in 2006 and 2013 in the Manawatu region of New Zealand.


Figure 2.2: Case rates per 100,000 population in urban and rural areas of the Manawatu region of New Zealand from 2005 through to 2016. An intervention in the poultry industry conducted in 2007 and 2008 resulted in a decreasing incidence of campylobacteriosis in the following years, particularly in urban areas.

| Genotype | Human | Poultry | Ruminants | Water | Other |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 42 | 59 | 7 | 53 | 10 | 2 |
| 45 | 149 | 155 | 10 | 21 | 54 |
| 474 | 247 | 60 | 15 | 5 | 9 |
| 2026 | 28 | 0 | 40 | 5 | 2 |
| 2381 | 0 | 0 | 0 | 60 | 3 |

Table 2.4: The frequency of five genotypes found in isolates from humans and four sources.

As the growth of population between 2006 and 2013 seems marginal, the case rate per 100,000 people based on the population in 2006 is calculated and illustrated in Figure 2.2. There was a large decline in the number of urban cases from 2008 due to the majority of dwellers in the Manawatu region residing in urban areas, which coincides with a national intervention in the poultry industry implemented by the New Zealand Food Safety Authority (NZFSA) in 2007 and 2008. Although the urban rates are improved, a temporary effect on the rural rates is also observed, which has increased from 2012 with a peak in 2016 at 232.5 cases per 100,000 population. In addition, the decrease of urban rates in the Manawatu region also reflects to the annual reports of notifiable diseases in New Zealand. The national case rate of campylobacteriosis per 100,000 people in 2008 is markedly decreased to 156.8 , compared to the rate of 302.7 in 2007, and since then the number of notified cases remains stable (ESR, 2009; ESR, 2017).

### 2.3.2 MLST data

Genotype information was obtained from human cases through analysis of stool samples, and from a pool of non-human samples. A total of 2,518 isolates were typed from non-human samples ranging from chicken carcasses, cattle, sheep, environmental water and wild birds to family pets (cats and dogs), over the same time period and from the same geographical location. These samples were further categorised into four groups, representing major sources of infection: poultry (samples from poultry suppliers), ruminants (cattle and sheep), water (environmental water), and other (cats, dogs, various wild birds, and so on).

The total number of unique MLST genotypes typed from all isolates in the Manawatu is 377 , of which $38.5 \%$ are found among human cases. In these genotypes typed from human cases, 62 of them are not observed from source isolates. Ideally, if all transmission to humans is assumed to come from animal reservoirs, all genotypes typed from the human population would be observed in source populations. However, it is unlikely to occur due to limited sampling of animal reservoirs. In addition, some genotypes
are highly likely to be typed from some sources, but not arise in humans due to lack of human exposure and/or strain virulence. Five common genotypes are listed in Table 2.4 ; the first four of which are frequently observed in human cases, whilst the last one is largely found in water. As found in other studies, ST-45 and ST-474 are relatively more common in poultry, whereas ST-42 and ST-2026 are mainly detected in ruminants (Colles et al., 2003a; Mullner et al., 2009b; Muellner et al., 2013). The fifth genotype, ST-2381, is not found among human cases, appearing only in water and other sources, in this case being found in pukeko and takahē birds from the Rallidae family (Carter et al., 2009a; French et al., 2014).

Further, the distribution of the top 40 genotypes typed from human cases and each source is illustrated in Figure 2.3. It shows that the predominant genotype attributed to human infection is ST-474, accounting for $17 \%$ of total unique genotypes, followed by ST-45, contributing about $10 \%$. For non-human isolates, some genotypes found in human samples may not be observed in each source group. For example, ST-2026 was detected in humans and all sources except for poultry. In general, the most frequently observed STs in each source group based on the top 40 STs detected in humans are ST45 and ST-48 for poultry, ST-50 and ST-61 for ruminants, ST-45 and ST-42 for water, and ST-45 for other sources. One should be aware that Figure 2.3 only illustrates the genotypes that are found in human cases, so it is unable to provide information regarding genotypes that are not found in humans but may be frequently observed amongst source isolates. For example, ST-2381 is not observed in humans in the dataset but is relatively common in environmental water and other sources.


Figure 2.3: The percentage of the top 40 STs detected in human isolates, with the distribution of associated STs found in source isolates. ST-45 is the most frequent genotype found in all isolates, except for the isolates from ruminants contributing to ST-50.

## Chapter 3

## Background on statistical methods and models

Models incorporating genetic information as well as epidemiological covariates can enhance our understanding about the spread of pathogens so that decision-makers can implement effective plans for risk management and intervention. Methods of developing comprehensive statistical models for such integrated data have been increasingly discussed and applied (Cottam et al., 2008; Mullner et al., 2009a,b, 2010; Morelli et al., 2012). To quantify the relative combination of different sources to Campylobacter infection, this thesis proposes models that are in a Bayesian context and are designed to analyse integrated epidemiological and molecular data.

Before going to Chapters 4-7, where the proposed models are introduced, this chapter describes the statistical methods that will be used in modelling and analysing data from the campylobacteriosis study. Section 3.1 covers the statistical methods such as probability distributions and Bayes' theorem. Then, the methods that are used to approximate characteristics of probability distributions from the perspective of Bayesian statistics are introduced in Section 3.2, followed by a section outlining how to fit a regression model with multinomial response, by specifying effects on a logit scale. Lastly, Section 3.4 gives an overview of some existing models quantifying the contribution of sources to zoonotic pathogens.

### 3.1 Use of Bayesian methods

This section covers background material on mathematical and statistical methods used in the thesis, where Bayesian inference is mainly used to find the posterior attribution probabilities for sources of campylobacteriosis. To begin with, Bayes' theorem is introduced, which leads to the posterior probability of parameters of interest. Then, the probability distributions that are exploited in the analysis are described, followed
with the approach of how to approximate posterior characteristics. Lastly, an overview of statistical models applied to the data are provided, together with a review of some existing source attribution models used within the realm of public health.

### 3.1.1 Bayes' theorem

Bayes' theorem, which is associated with the multiplicative rule of probability and the law of total probability, is central to a Bayesian statistical inference. It allows us to reverse the direction of likelihood functions when making probabilistic statements.

The multiplicative rule states that, for two events $\mathrm{E}_{1}$ and $\mathrm{E}_{2}$ of interest coming from the same sample space, the probability of observing both events that will occur can be derived from,

$$
\mathrm{P}\left(\mathrm{E}_{1} \cap \mathrm{E}_{2}\right)=\mathrm{P}\left(\mathrm{E}_{1}\right) \mathrm{P}\left(\mathrm{E}_{2} \mid \mathrm{E}_{1}\right),
$$

or, alternatively,

$$
\mathrm{P}\left(\mathrm{E}_{1} \cap \mathrm{E}_{2}\right)=\mathrm{P}\left(\mathrm{E}_{2}\right) \mathrm{P}\left(\mathrm{E}_{1} \mid \mathrm{E}_{2}\right) .
$$

Since the right-hand side of the first equation is same as the one in the alternative equation, we divide the second equation by $\mathrm{P}\left(\mathrm{E}_{1}\right)$ to find the conditional probability $\mathrm{P}\left(\mathrm{E}_{2} \mid \mathrm{E}_{1}\right)$,

$$
\begin{equation*}
\mathrm{P}\left(\mathrm{E}_{2} \mid \mathrm{E}_{1}\right)=\frac{\mathrm{P}\left(\mathrm{E}_{2}\right) \mathrm{P}\left(\mathrm{E}_{1} \mid \mathrm{E}_{2}\right)}{\mathrm{P}\left(\mathrm{E}_{1}\right)}, \quad \mathrm{P}\left(\mathrm{E}_{1}\right) \neq 0 . \tag{3.1}
\end{equation*}
$$

Given that $\mathrm{E}_{2}$ and $\mathrm{E}_{1}$ (the complement of $\mathrm{E}_{2}$ ) are mutually exclusive, the denominator can be rewritten by applying the law of total probability,

$$
\begin{align*}
\mathrm{P}\left(\mathrm{E}_{1}\right) & =\mathrm{P}\left[\left(\mathrm{E}_{1} \cap \mathrm{E}_{2}\right) \cup\left(\mathrm{P}\left(\mathrm{E}_{1} \cap \operatorname{not} \mathrm{E}_{2}\right)\right]\right. \\
& =\mathrm{P}\left(\mathrm{E}_{1} \cap \mathrm{E}_{2}\right)+\mathrm{P}\left(\mathrm{E}_{1} \cap \text { not } \mathrm{E}_{2}\right) \\
& =\mathrm{P}\left(\mathrm{E}_{2}\right) \mathrm{P}\left(\mathrm{E}_{1} \mid \mathrm{E}_{2}\right)+\mathrm{P}\left(\text { not } \mathrm{E}_{2}\right) \mathrm{P}\left(\mathrm{E}_{1} \mid \text { not } \mathrm{E}_{2}\right) . \tag{3.2}
\end{align*}
$$

After incorporating the above expansion into Equation (3.1), Bayes' theorem tells us that the probability of observing $\mathrm{E}_{2}$, given that $\mathrm{E}_{1}$ has already occurred, results in,

$$
\mathrm{P}\left(\mathrm{E}_{2} \mid \mathrm{E}_{1}\right)=\frac{\mathrm{P}\left(\mathrm{E}_{2}\right) \mathrm{P}\left(\mathrm{E}_{1} \mid \mathrm{E}_{2}\right)}{\mathrm{P}\left(\mathrm{E}_{2}\right) \mathrm{P}\left(\mathrm{E}_{1} \mid \mathrm{E}_{2}\right)+\mathrm{P}\left(\text { not } \mathrm{E}_{2}\right) \mathrm{P}\left(\mathrm{E}_{1} \mid \text { not } \mathrm{E}_{2}\right)} .
$$

If $\mathrm{E}_{2}$ is subdivided into $i=1, \ldots, n$ categories, which are exhaustive and mutually
exclusive, the above conditional probability for each sub-event can be generalised to,

$$
\begin{equation*}
\mathrm{P}\left(\mathrm{E}_{2 i} \mid \mathrm{E}_{1}\right)=\frac{\mathrm{P}\left(\mathrm{E}_{2 i}\right) \mathrm{P}\left(\mathrm{E}_{1} \mid \mathrm{E}_{2 i}\right)}{\sum_{i=1}^{n} \mathrm{P}\left(\mathrm{E}_{2 i}\right) \mathrm{P}\left(\mathrm{E}_{1} \mid \mathrm{E}_{2 i}\right)} \tag{3.3}
\end{equation*}
$$

In summary, Bayes' theorem provides a way to facilitate an inference by reversing conditional probabilities. The procedure in the above equation makes use of the prior on $E_{2 i}$ about $\mathrm{E}_{1}$, yielding the final belief about the plausibility of $E_{2 i}$, given the observed event $E_{1}$.

### 3.1.2 Probability distributions

The campylobacteriosis data provide the frequency of each genotype found on human and source isolates (see Table 2.4), so a multinomial distribution is used to model the probability of the combination of frequency that each genotype may be typed from humans or from a source of origin.

## The multinomial distribution

For $I$ different genotypes that are typed from $n$ samples collected from one source population, let $x_{i}$ denote the number of times the $i$ th genotype is found in the source isolates and $\theta_{i}$ denote the probability that the $i$ th genotype is observed from these samples, where $i=1, \ldots, I$. Then, the probability mass function (pmf) of the multinomial distribution follows,

$$
p(\boldsymbol{x} \mid \boldsymbol{\theta})=\frac{n!}{\prod_{i=1}^{I} x_{i}!} \prod_{i=1}^{I} \theta_{i}^{x_{i}}, \quad x_{i} \in\{0,1, \ldots, n\}, \quad 0<\theta_{i}<1, \quad n \in \mathbb{N}
$$

subject to,

$$
\sum_{i=1}^{I} x_{i}=n, \quad \sum_{i=1}^{I} \theta_{i}=1
$$

It is always interesting to know how likely it is that a particular genotype will turn up in light of what have already been observed. Bayes' theorem can provide such a posteriori information, with Equation (3.3) giving,

$$
\begin{align*}
p(\boldsymbol{\theta} \mid \boldsymbol{x}) & =\frac{L(\boldsymbol{\theta} ; \boldsymbol{x}) p(\boldsymbol{\theta})}{p(\boldsymbol{x})} \\
& \propto L(\boldsymbol{\theta} ; \boldsymbol{x}) p(\boldsymbol{\theta}) . \tag{3.4}
\end{align*}
$$

To estimate the probability of typing genotypes given the observed frequencies $p(\boldsymbol{\theta} \mid \boldsymbol{x})$, three components are required from the above equation: i) $L(\boldsymbol{\theta} ; \boldsymbol{x})$, the
likelihood function of the observed data given the parameter vector $\boldsymbol{\theta}$; ii) $p(\boldsymbol{\theta})$, the prior probability of $\boldsymbol{\theta}$ to express our knowledge of the parameters before the data are collected; and iii) $p(\boldsymbol{x})$, the marginal likelihood of the data by integrating $\boldsymbol{\theta}$ out.

Notice that the marginal likelihood is a normalising constant, ensuring the integral of posterior probability density equals to 1 . This means that if the form of Equation (3.4) is recognisable as a known distribution, the correct normalising constant can be deduced without having to directly compute the marginal likelihood. In other words, the posterior probability is proportional to the numerator. However, in practice, the marginal likelihood is usually difficult to compute due to non-closed forms or high dimensional parameter spaces. To simplify the computation and hence calculate the posterior quantities of interest, methods such as numerical integration can be used to integrate the numerator in order to work out the normalising constant.

## The Dirichlet distribution

In Bayesian inference, the initial belief about the parameter of interest is updated by the event being observed under prior knowledge, so that the conditional probabilities can be reversed in order for the posterior probability to be calculated. In this process, the use of some probability distributions are required for the calculation of the posterior probability when it can be expressed in a closed form. Therefore, it brings out the idea of conjugacy between the prior and the posterior distributions through the type of likelihood functions.

A convenient way to model the prior belief is to choose a distribution that, along with the likelihood, forms a conjugate pair so that the posterior distribution is of the same type as the prior distribution. If data $\boldsymbol{x}$ have $n$ observations, $x_{1}, \ldots, x_{I}$, following a multinomial distribution with parameters $\theta_{1}, \ldots, \theta_{I}$, then the conjugate prior for $\boldsymbol{\theta}$ is a Dirichlet distribution. In this distribution, $\boldsymbol{\theta}$ are parameterised by a vector of parameters $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{I}\right)$, so the probability density function (pdf) of the prior on $\theta$ is,

$$
\begin{equation*}
f(\boldsymbol{\theta})=\left[\frac{\prod_{i=1}^{I} \Gamma\left(\alpha_{i}\right)}{\Gamma\left(\sum_{i=1}^{I} \alpha_{i}\right)}\right]^{-1} \prod_{i=1}^{I} \theta_{i}^{\alpha_{i}-1}, \quad \alpha_{i}>0 . \tag{3.5}
\end{equation*}
$$

Then, the posterior probability in Equation (3.4) is rewritten to the form,

$$
\begin{aligned}
p(\boldsymbol{\theta} \mid \boldsymbol{x}) & \propto \prod_{i=1}^{I} \theta_{i}^{x_{i}} \prod_{i=1}^{I} \theta_{i}^{\alpha_{i}-1} \\
& =\prod_{i=1}^{I} \theta_{i}^{x_{i}+\alpha_{i}-1}
\end{aligned}
$$

which is again a Dirichlet distribution with a parameter vector $(\boldsymbol{x}+\boldsymbol{\alpha})$. Therefore, the posterior Dirichlet distribution is derived from the observations from data $\boldsymbol{x}$ and the vector of parameters $\boldsymbol{\alpha}$, which is regarded as pseudo counts from pseudo data.

## The gamma distribution

The Dirichlet distribution is related to the gamma distribution (see the derivation in Appendix A.1), which will be used in the model development in Chapter 7. As $\boldsymbol{\theta}$ is assumed to be $\operatorname{Dir}(\boldsymbol{\alpha})$, it can be also expressed by introducing $\boldsymbol{Z}$,

$$
\theta_{i}=\frac{z_{i}}{\sum_{k=1}^{I} z_{k}},
$$

where $\boldsymbol{Z}$ is a random vector of $Z_{1}, Z_{2}, \ldots, Z_{I}$ from a gamma distribution, $G\left(\alpha_{i}, \beta=1\right)$, $i=1, \ldots, I$, whose pdf is of the form,

$$
f_{Z_{1}, \ldots, Z_{I}}\left(z_{1}, \ldots, z_{I}\right)=\prod_{i=1}^{I} \frac{1^{\alpha_{i}}}{\Gamma\left(\alpha_{i}\right)} z_{i}^{\alpha_{i}-1} \exp \left(-1 \cdot z_{i}\right), \quad 0<z_{i}<\infty .
$$

Thus, a gamma distribution can be used to produce samples from a Dirichlet distribution. This is particularly advantageous to unrestrict the parameter space for the Dirichlet distribution, where the range of $\boldsymbol{\theta}$ is between 0 and 1 . The equivalent parameters of the gamma distribution can be alternatively used due to $\boldsymbol{Z} \in[0, \infty)$.

## The Cauchy distribution

The last probability distribution to be detailed is the Cauchy distribution. Let $W$ denote a random variable from this distribution, whose pdf is defined as,

$$
f(w)=\frac{1}{\pi \gamma\left\{1+\left(\frac{w-\mu_{0}}{\gamma}\right)^{2}\right\}},
$$

where $\mu_{0}$ and $\gamma$ represent the location of the peak and the dispersion of the distribution. The value of $\gamma$ usually denotes half of the interquartile range (IQR) as the probable error, specifying that $50 \%$ of the values lie within the interval about the centre of the distribution and $50 \%$ outside.

The shape of the Cauchy distribution is symmetric with the mode and median at the peak. However, the mean and the variance are undefined due to the non-integrable random variable. An intuitive way to think about the non-convergence of the mean for the Cauchy distribution is its super-heavy tails. This property is suitable to meet the assumptions considered in the model development in Chapter 7, illustrating the indirect link of observing genotypes between sources and humans. The distribution of
genotypes between sources and humans may not be the same as only a small number of genotypes are believed to be more prevalent than others in sources or humans.

### 3.2 Approximation of posterior characteristics

The posterior density can be found in theory using Equation (3.4). However, in practice estimating the evidence $p(\boldsymbol{x})$ is often intractable due to the high dimensional integral, yielding to unfeasible analytical computation. Nowadays, researchers exploit approximation techniques to simply the computation such as Markov chain Monte Carlo (MCMC) in order for the quantities of interest are calculated.

MCMC methods are centrally built by Markov chains and Monte Carlo integration. For example, the posterior expectation of $\boldsymbol{\theta}$,

$$
\mu(\boldsymbol{\theta})=\int \boldsymbol{\theta} p(\boldsymbol{\theta} \mid \boldsymbol{x}) d \boldsymbol{\theta}
$$

can be calculated through MCMC simulation by generating a set of random samples $\left(\theta^{(1)}, \theta^{(2)}, \ldots, \theta^{(m)}\right)$ from the posterior density $p(\boldsymbol{\theta} \mid \boldsymbol{x})$ to estimate the integral. This is so called Monte Carlo integration, which exploits the Law of Large Numbers to ensure that the sample mean,

$$
\hat{\mu}_{m}(\boldsymbol{\theta})=\frac{1}{m} \sum_{j=1}^{m} \theta^{(j)},
$$

converges almost surely to the true expectation. Markov chains provide a convenient way of sampling from the posterior distribution when the normalising constant is unknown.

A Markov chain is a sequence of random variables $\left(\theta^{(1)}, \theta^{(2)}, \theta^{(3)}, \ldots,\right)$ evolving over discrete time that has a finite state space $\Theta$ (Robert and Casella, 2004). It has a property that the probability distribution of a chain moving to $\theta^{(j)}$ (the state of $\theta$ at step $j$ ) is conditionally independent of any state before step $j-1$, given the current state of $\theta^{(j-1)}$,

$$
p\left(\theta^{(j)} \mid \theta^{(j-1)}\right)=p\left(\theta^{(j-1)} \mid \theta^{(1)}, \theta^{(2)}, \ldots, \theta^{(j-2)}\right)
$$

Hence, this Markov property shows the evolution of the chain is 'memoryless', no matter the behaviour the sample values before, the chain only considers the most recent state of the sample to decide the destination of the next jump. If it is regular, it will in time converge to generate samples from the target (posterior) distribution. Therefore, the idea for a Markov chain is to construct a chain for which the stationary distribution matches the target distribution. Notice that a chain can start from any
arbitrary point. Nonetheless, to ensure that samples simulated in a chain converge to the target distribution, 'burn-in' is used to discard the initial samples which may start far in the tails of the distribution. On the other hand, the jumps in the Markov chain are conditionally independent, indicating the samples will be serially correlated. To reduce the correlation between samples, 'thinning' is introduced to keep every $k$ samples but throw away the rest of samples; it is also of benefit, particularly to computers with restricted storage.

There are a number of techniques introduced in the MCMC methods for obtaining samples from probability distributions. Two common sampling methods (the Metropolis-Hastings algorithm and the Gibbs sampler) will be used in the thesis.

### 3.2.1 The Metropolis-Hastings algorithm

Ideally, samples are drawn directly from the posterior density in the MCMC method. However, when the target posterior density is unavailable in a closed form, that is, the normalising constant in Equation (3.4) is unknown, an arbitrary proposal density, $q\left(\boldsymbol{\theta}^{*} \mid \boldsymbol{\theta}\right)$ can be used instead, from which a candidate $\boldsymbol{\theta}^{*}$ is sampled conditional on the current value of $\boldsymbol{\theta}$. This is how the Metropolis-Hastings algorithm produces a Markov chain for $\boldsymbol{\theta}$ with respect to the target density through a proposal density, when the proposal density is easy to simulate.

The Markov chain produced here is stationary and reversible if the condition below is satisfied,

$$
\begin{equation*}
\pi\left(\boldsymbol{\theta}^{*}\right) q\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{*}\right)=\pi(\boldsymbol{\theta}) q\left(\boldsymbol{\theta}^{*} \mid \boldsymbol{\theta}\right), \tag{3.6}
\end{equation*}
$$

where $\pi(\boldsymbol{\theta})$ is the posterior density. However, the moves from $\boldsymbol{\theta}$ to $\boldsymbol{\theta}^{*}$ and the reversed jump may be imbalanced in the course of updating proposals. In other words, one state may move less or more often than the other compared to the reverse. To ensure the system is in equilibrium, an acceptance probability $\delta$ is introduced on both sides of Equation (3.6) to adjust the system in case it is imbalanced (Chib and Greenberg, 1995; Gelman et al., 2014a). Thus, the move from one to the other state is accepted with the probability,

$$
\delta=\min \{1, \underbrace{\frac{\pi\left(\boldsymbol{\theta}^{*}\right)}{\pi(\boldsymbol{\theta})}}_{\text {target ratio }} \times \underbrace{\frac{q\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{*}\right)}{q\left(\boldsymbol{\theta}^{*} \mid \boldsymbol{\theta}\right)}}_{\text {proposal ratio }}\} .
$$

In fact, the target ratio is independent of the normalising constant as it is cancelled, and hence only the move of $\boldsymbol{\theta}$ associated with the product of the likelihood function and the prior needs to be evaluated. Here a generic Metropolis-Hastings algorithm is
outlined for $T$ samples of $\boldsymbol{\theta}$ :
0 . Choose an arbitrary random value of $\theta^{(0)}$ as a starting point. For $t=0,1, \ldots$, $T-1$, proceed to the following steps:

1. Sample a candidate $\boldsymbol{\theta}^{*}$ from the proposal distribution, $q\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{(t)}\right)$.
2. Generate a random uniform value, $u \sim U(0,1)$.
3. Calculate the acceptance rate $\delta$ to update the proposal,

$$
\delta=\min \left\{1, \frac{L\left(\boldsymbol{\theta}^{*} \mid \boldsymbol{x}\right)}{L\left(\boldsymbol{\theta}^{(t)} \mid \boldsymbol{x}\right)} \times \frac{p\left(\boldsymbol{\theta}^{*}\right)}{p\left(\boldsymbol{\theta}^{(t)}\right)} \times \frac{q\left(\boldsymbol{\theta}^{(t)} \mid \boldsymbol{\theta}^{*}\right)}{q\left(\boldsymbol{\theta}^{*} \mid \boldsymbol{\theta}^{(t)}\right)}\right\}
$$

4. If $u<\delta$, accept the proposal to be the value in the next state so that $\theta^{(t+1)}=\theta^{*}$, otherwise, retain the previous accepted value to the next state, that is, $\theta^{(t+1)}=$ $\theta^{(t)}$.
5. Repeat steps 1 to $4(T-1)$ times to obtain the posterior samples for $\boldsymbol{\theta}$.

### 3.2.2 The Gibbs sampler

Another technique to approximate the characteristics of the posterior distribution when it is difficult to sample from is the Gibbs sampler. It is a special case of the MetropolisHastings algorithm as a proposal distribution is not required, but full conditionals are known. This means that the conditional probability of each parameter, given all the others, is analytical. Unlike the aforementioned algorithm, the acceptance probability in this sampler equals to 1 , meaning that the proposals sampled from each conditional probability are always accepted (Robert and Casella, 2004; Kadane, 2011; Gelman et al., 2014a).

Let $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{K}\right)$ be the parameter vector and $\boldsymbol{\theta}_{-k}$ denote $\boldsymbol{\theta}$ without $\theta_{-k}, k=$ $1, \ldots, K$. Each conditional probability is assumed to be expressed analytically. The parameter vector $\boldsymbol{\theta}$ can be updated with the following steps:

0 . Let $t=0$, choose a set of arbitrary initial values, $\boldsymbol{\theta}^{(t)}=\left(\theta_{1}^{(t)}, \ldots, \theta_{K}^{(t)}\right)$.

1. Draw a sample of $\theta_{1}^{(t+1)}$ from $p\left(\theta_{1} \mid \boldsymbol{\theta}_{-1}^{(t)}\right)$.
2. Draw a sample of $\theta_{2}^{(t+1)}$ from $p\left(\theta_{2} \mid \boldsymbol{\theta}_{-2}^{(t+1)}\right)$.
3. Keep sampling each component of $\boldsymbol{\theta}$ by updating the conditional probability until $\theta_{K}^{(t+1)} \sim p\left(\theta_{K} \mid \boldsymbol{\theta}_{-K}^{(t+1)}\right)$.
4. Repeat steps 1 to 3 until the number of posterior samples $t=T$ is reached.

### 3.3 Generalised linear regression model

The ultimate goal in this thesis is the estimation of the final attribution probability. To that end, a generalised linear regression model on the logit scale is considered in order to include individual level variables within the probabilities.

Let $J$ denote the number of source categories, $h$ denote the index of each human case, and $\hat{\pi}_{h j}$ denote the posterior attribution probability for $h^{\text {th }}$ human case caused by source $j$. An intuitive way of modelling is to relate the linear combination of variables,

$$
\eta_{h j}=\beta_{j 0}+\beta_{j 1} c_{1 h}+\cdots+\beta_{j p} c_{p h}
$$

to the probability $\hat{\pi}_{h j}$. However, it has a structural drawback in that the linear combination may lead to a quantity outside the range of the probability between 0 and 1 . Therefore, the linear model on a logit scale is used to model the probability, which can be expressed below,

$$
\hat{\pi}_{h j}=\frac{\exp \left(\eta_{h j}\right)}{\sum_{j=1}^{J} \exp \left(\eta_{h j}\right)},
$$

with the guarantee of $\sum_{j=1}^{J} \hat{\pi}_{h j}=1$.
Note that if there is a single categorical variable with $L$ levels, then $\hat{\pi}_{h j}$ and $\eta_{h j}$ take no more than $L$ distinct values and at times the $h$ index represents the factor level. The application can be seen in Chapter 5.

### 3.3.1 Model comparison

There are different ways to explain the data used in this thesis, that is, more than one model that considers different combinations of variables or treats a variable in a different manner such as numerical and categorical. In order for the goodness-of-fit of these generalised linear models to be evaluated, accuracy between models is measured and compared to see which model is best for prediction.

A classical way to quantify the model performance is to use deviance. Suppose data $\boldsymbol{x}$ have a $\log$-likelihood function $l(\boldsymbol{\theta} ; \boldsymbol{x})$, the deviance is defined as $-2 l(\boldsymbol{\theta} ; \boldsymbol{x})$ (Nelder and Wedderburn, 1972). This method allows the comparison between two nested models in hypothesis testing. The model with the lower deviance is the better model. For non-nested models, Akaike information criterion (AIC) is an alternative and is given by,

$$
-2 l\left(\hat{\boldsymbol{\theta}}_{\mathrm{MLE}} ; \boldsymbol{x}\right)+2 p,
$$

where $p$ denotes the number of parameters used in the model and the log-likelihood
function is evaluated at the maximum likelihood estimate $\hat{\boldsymbol{\theta}}$. An issue to compare the two non-nested models, given the same data, is that parameters are estimated twice in these models, so AIC penalises the double estimation by $2 p$ (Spiegelhalter et al., 2014). However, AIC may not work well for Bayesian hierarchical models with priors imposed on parameters as the number of parameters is uncertain.

Consider the source attribution models developed in this thesis are in a Bayesian framework, deviance information criterion (DIC), which is a generalisation of AIC, is applied for model comparison in Chapter 5. Unlike AIC based on the maximum likelihood estimate $\hat{\boldsymbol{\theta}}$, the calculation of DIC requires the posterior samples for the parameter of interest, and the log-likelihood function that relates to the posterior probability as it provides information to measure how a model fits (Gelman et al., 2014b). A model with smaller DIC is considered to be better goodness-of-fit.

Given $M$ posterior samples for the parameter $\boldsymbol{\theta}$, the generic computation of DIC starts from the goodness-of-fit of a model, which can be quantified by calculating the expectation of the deviance $\bar{d}$ specified as,

$$
\bar{d}=-2 \frac{1}{M} \sum_{m=1}^{M} l\left(\theta_{m}^{\mathrm{post}} ; \boldsymbol{x}\right),
$$

in which the $\log$-likelihood function evaluated at $\theta_{1}^{\text {post }}, \ldots, \theta_{M}^{\text {post }}$ is involved. Then, for the model complexity, the effective number of parameters $P_{d}$ is considered and is formulated as,

$$
\begin{aligned}
P_{d} & =\bar{d}-\hat{d}, \\
\hat{d} & =-2 l\left(\bar{\theta}_{\mathrm{post}} ; x\right),
\end{aligned}
$$

with the log-likelihood function evaluated at the posterior sample mean, $\bar{\theta}_{\text {post }}=\frac{1}{M} \sum_{m=1}^{M} \theta_{m}^{\text {post }}$. Therefore, the DIC is a measure of model fit in conjunction of model complexity and is expressed as,

$$
\begin{align*}
\mathrm{DIC} & =\bar{d}+P_{d} \\
& =2 \bar{d}-\hat{d} \\
& =2 l\left(\bar{\theta}_{\text {post }} ; \boldsymbol{x}\right)-4 \frac{1}{M} \sum_{m=1}^{M} l\left(\theta_{m}^{\text {post }} ; \boldsymbol{x}\right) . \tag{3.7}
\end{align*}
$$

### 3.4 Existing source attribution models

Studies on source attribution dating back to two decades ago used classical epidemiological approaches to analyse surveillance data with variables in order to assess the
disease burden arising from the environment and food consumption (Adak et al., 1995; Eberhart-Phillips et al., 1997; van Pelt et al., 1999). Some approaches (e.g. the Dutch model) are based on statistical modelling for microbial subtyping data, others (e.g. STRUCTURE) are using genetic relatedness among samples to estimate the proportion of human cases attributed to sources (Mughini-Gras et al., 2018; Cody et al., 2019). Over the last decade Bayesian perspective has also been introduced in the modelling (e.g. the HaldDP model) to quantifying the contribution of sources (Mughini-Gras et al., 2018). Hence, this section summarises some of the source attribution models that have been developed and discussed in the literature.

### 3.4.1 Conventional perspective

## The Dutch model

To begin with, van Pelt et al. (1999) proposed the Dutch model in 1999. This approach can estimate the proportion $z_{j}$ of human cases from source $j$ via the model,

$$
z_{j}=\frac{\hat{\lambda}_{j}}{\sum_{s=1}^{J} \hat{\lambda}_{s}},
$$

with the expected number of human cases $\hat{\lambda}_{j}$ arising from source $j$, which can be obtained by summing $\lambda_{i j}$ over all strain types,

$$
\lambda_{i j}=\frac{k_{i j}}{\sum_{s=1}^{J} k_{i s}} h_{i},
$$

where $k_{i j}$ is the relative frequency of strain type $i$ found on source $j$, and $h_{i}$ is the number of strain type $i$ found on human cases. This model was further developed from the perspective of frequentist to Bayesian statistics in 2004, that is, the Hald model.

### 3.4.2 Bayesian perspective

## The Hald model

The Hald model (Hald et al., 2004) extends the principle of the Dutch model by additionally considering pathogenic ability $q_{i}$ for survival in humans with strain type $i$, and $a_{j}$ for force on source $j$ as food. Let $n_{i}$ denote the number of human cases with strain type $i$, and Hald et al. (2004) modelled it through a Poisson distribution,

$$
\begin{equation*}
n_{i} \sim \operatorname{Poisson}\left(\sum_{j=1}^{J} \lambda_{i j}\right), \quad \lambda_{i j}=m_{j} p_{i j} q_{i} a_{j}, \quad n_{i}=0,1, \ldots \tag{3.8}
\end{equation*}
$$

with the parameter $\lambda_{i j}$ representing the expected number of human cases per year with strain type $i$ from source $j$. This parameter can be derived from the product of: i) $m_{j}$, the quantity of consumed food source $j$; ii) $p_{i j}$, the prevalence of the strain type $i$ on source $j$; and iii) the factors influencing the pathogenic ability in the transmission: $a_{j}$ on food source $j$ and $q_{i}$ on strain type $i$.

Nonetheless, this model has limitations (Mullner et al., 2009a; Miller et al., 2017): i) the uncertainty of the source prevalence was not considered; ii) the source and strain type-specific factors were fixed; and iii) the model is under-identified as the underlying parameters were not able to be estimated from the data alone. The number of parameters for sources and strain types is $I+J$, which is more than the data points $I$.

## The modified Hald model

The modified Hald model (Mullner et al., 2009a) improved the original Hald model by not only splitting the data into different time frames to satisfy identifiability, but also incorporating uncertainty in $p_{i j}, q_{i}$ and $a_{j}$, which are specified below,

$$
\begin{aligned}
& p_{i j}=\pi_{j} r_{i j}, \quad \pi_{j} \sim \operatorname{Beta}(1,1), \quad r_{i j} \sim \operatorname{Dir}(\mathbf{1}) ; \\
& \log q_{i} \sim \mathrm{~N}(0, \tau), \quad \tau \sim \operatorname{Gamma}(0.01,0.01) ; \\
& a_{j} \sim \operatorname{Exponential}(0.002) .
\end{aligned}
$$

This model is similar to the original model (3.8), but with an additional index $t$ to specify each parameter in time interval $t$ except for $a_{j}$ and $q_{i}$. In addition, $m_{j}$ is removed from the model as the amount of food source consumed is absorbed by the magnitude of $a_{j}$ describing the force of infection as a vehicle in the transmission.

The novel approach for this model is to incorporate uncertainty into parameters. First, the prevalence $p_{i j}$ is estimated by modelling the process of source sampling through $\pi_{j}$ and $r_{i j}$, where the first parameter is the overall prevalence of positive isolates from source $j$, while the latter one denotes the proportion of isolates typed from source $j$ with strain type $i$. Secondly, the factor $q_{i}$ this time is modelled hierarchically with a gamma distributed prior on $\tau$, allowing the variation characterised in the strain types. Lastly, a constant of uninformative prior 0.002 is assigned to the exponential distributed $a_{j}$ in order to avoid a large amount of force on food sources. In fact, the sensitivity analysis for this prior shows that there is no significant effect on the final inference between the value of 0.01 and 0.002 .

## The modified Dutch model

The modified Dutch model (Mughini-Gras et al., 2014) retains the principle of the Dutch model, however, it was developed in a Bayesian framework. Not only does this
model consider the time period of study, but it also incorporates the uncertainty of the prevalence of the strain types on sources as well as the quantity of food consumption.

The parameters involved in this model are similar to that specified in the previous source attribution models (from the Dutch model to the modified Hald model), but with an index $t$ specifying a time period of observation. It estimates the expected number of cases $\lambda_{i j t}$, who are of strain type $i$, given the infection is from source $j$ in a period of time $t$ via,

$$
\lambda_{i j t}=\frac{p_{i j t} m_{j t}}{\sum_{j=1}^{J} p_{i j t} m_{j t}} h_{i t}
$$

where $p_{i j t}$ denotes the prevalence of strain type $i$ on source $j$ in time $t, m_{j t}$ represents the average amount of food consumption per person per day, which is from source $j$ in time $t$, and $h_{j t}$ specifies the number of cases who are of strain type $i$ in time $t$. The distribution of $\log \left(m_{j t}\right)$ is assumed to be normal with parameters $\mu_{j t}$ and $\sigma_{j t}$, whereas the prevalence $p_{i j t}$ is estimated using the assumption defined in the modified Hald model, i.e. $p_{i j t}=\pi_{j} r_{i j t}$. Similar to the modified Hald model, this model assigns Beta and Dirichlet priors to $\pi_{j}$ and $r_{i j t}$, respectively, with parameter settings differing from the modified Hald model.

Despite some parameters commonly used in both the modified Hald and modified Dutch models, there are some differences in source attribution results between these two models. Mughini-Gras et al. (2014) discussed that reasons causing the discrepancies could be different methods of computation and lack of parameters $a_{j}$ and $q_{i}$ considered in the latter model. In comparison with the modified Hald model, the modified Dutch model does not consider the chance of a source becomes a vehicle, for example, undercooked meat, and it disregards the abilities of strain types in the transmission such as survivability and virulence.

## The HaldDP model

Miller et al. (2017) recently published an R package named source R based on the developed HaldDP model that refines the properties of the original Hald model combining with the modified one.

This model proposed solutions to the drawbacks inherent in both Hald models. First, the assumption of a log-normal distributed random variable for the type-specific factor $\boldsymbol{q}$ along with a gamma distributed prior on $\tau$ may lead to over-dispersion (Gelfand et al., 1995; Miller et al., 2017). To improve this approach, $\boldsymbol{q}$ is instead assumed to be from a Dirichlet process defined below,

$$
q_{i} \sim \mathrm{DP}\left(c_{q}, H_{0}\right)
$$

where $H_{0}$ is the base distribution and $c_{q}$ is a scaling parameter. This model allows for sampling a distribution of $\boldsymbol{q}$ through the Dirichlet process, which is a stochastic process whose range is a set of probability distributions, starting from the base distribution $H_{0}$, with a positive real number $c_{q}$ specifying the variation of the distribution.

Second, the sum of posterior absolute prevalence of strain type $i$ on source $j$ over strain types should be equal to the overall prevalence of strain types from source $j$, i.e. $\sum_{i=1}^{I} p_{i j}=\pi_{j}$. Nevertheless, the Beta distributed priors imposed on $p_{i j}$ lead to the probability $\pi_{j}$ outside the range of $(0,1)$. Given $\boldsymbol{p}=\boldsymbol{\pi} \boldsymbol{r}$, this model instead assumes that the number of positive source samples follows a multinomial distribution with the probability $r_{i j}$ (so that $\sum_{i} r_{i j}=1$ is retained) and also fixes $\pi_{j}$ as an empirical proportion of tested source samples with positive tests. Lastly, this model keeps the temporal variable in the frame, but incorporates additionally a location variable $l$, leading to,

$$
o_{i t l} \sim \operatorname{Poisson}\left(\sum_{j=1}^{J} \lambda_{i j t l}\right), \quad \lambda_{i j t l}=p_{i j t} q_{i} a_{j t l},
$$

with the assumptions that the spatial and temporal variables such as the case notification date and the location are usually regarded as risk factors of human diseases, and that sources are only considered to be affected by the temporal variables.

## The Wilson model

Wilson et al. (2008) proposed an approach that differs from the above models in that it considers not only the epidemiological data but the genetic evolution of genotypes observed in human and non-human isolates.

This method is comprised of two models. The first one is to use a multinomial distribution to model human cases attributed to sources. Let $F_{S_{h}}$ denote the probability of observing the $h^{\text {th }}$ human case who is contracted from a source of origin $S$. Assuming the source of origin for each individual $S_{h}$ is known, the pmf can be written as,

$$
p(S \mid F) \propto \prod_{h=1}^{H} F_{S_{h}} .
$$

Ideally, the posterior probability of $F$ can be estimated via Bayes' theorem by incorporating an appropriate prior $p(F)$. However, the assumption of known $S_{h}$ is unrealistic. To know better about how the source of origin contributes to human cases, an evolutionary model, which is the second part of the Wilson model, is therefore developed to find the possible source for each human case based on genotypes $G$ typed from individuals.

| Genotype | $a s p \mathrm{~A}$ | $g \ln \mathrm{~A}$ | $g l t \mathrm{~A}$ | $g l y \mathrm{~A}$ | $p g m$ | $t k t$ | $u n c \mathrm{~A}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 45 | 4 | 7 | 10 | 4 | 1 | 7 | 1 |
| 8072 | 4 | 7 | 10 | 4 | 788 | 7 | 1 |
| 137 | 4 | 7 | 10 | 4 | 42 | 7 | 1 |
| 583 | 4 | 7 | 10 | 4 | 42 | 51 | 1 |
| 3718 | 2 | 4 | 1 | 4 | 1 | 1 | 5 |

Table 3.1: A mutation may be observed at $p g m$ for ST-8072 after comparing it to ST-45. ST-137 and ST-3718 could arise through a recombination as allele 42 in ST-137 and may be from ST-583, while ST-45 and ST-3718 only share one common allele at pgm.

Hence, the posterior probability becomes $p(F, S \mid G) \propto p(G \mid S, F) p(S \mid F) p(F)$.
The authors analysing MLST data on campylobacteriosis envisage that genetic changes in Campylobacter result in different strains typed from samples. These changes are assumed to be mutations and recombinations undergone within sources, and migrations moved between sources as 'islands'.

In this model, the definition of genetic changes such as mutation is not identical to that from the perspective of biology. A mutation here means that an allele at a locus is novel and has never appeared in other genotypes before. This can be seen in Table 3.1 showing allelic profiles for five genotypes; the allelic profile of ST-45 is almost same as ST-8072, with one allele differing at the locus pgm. Allele 788 had not seen in any other genotypes in isolates until ST-8072 typed from a sample. Thus, this allele is very likely a new mutant at this locus for ST-8072. Further, a recombination means an allele at a locus that has already been observed in other allelic profiles. The allelic profile of ST-45 in the table is nearly identical to ST-137 except for the allele at the pgm locus. Allele 42 at the pgm locus for ST-137 is common in other genotypes such as ST- 583 , and so ST-137 might be the result of a recombination between ancestors of ST-45 and ST-583. In addition, a migration is straightforward: a genotype typed from at least two different sources indicates that it moves from one source to the other.

These evolutionary events can be parameterised given the event happened at each locus is either independent (unlinked locus) or dependent (linked locus). The definition of parameters used in the evolutionary model are listed in Table 3.2. With the assumption of unlinked loci, the likelihood of sampling a genotype $g$ (with alleles at each of seven loci) from source population $j$ which experiences either mutation or migration can be computed by,

$$
L_{\text {unlinked }}(G ; S)=\prod_{l=1}^{7} \begin{cases}\mu_{j}, & \text { if } g \text { is novel }  \tag{3.9}\\ \left(1-\mu_{j}\right) B_{g j}^{l}, & \text { otherwise }\end{cases}
$$

| Parameter | Description |
| :--- | :--- |
| $\mu_{j}$ | the probability of sampling an allele from source population $j$ <br> which is a new mutant among all isolates, $j=1, \ldots, J$ |
| $B_{g j}^{l}$ | the probability of sampling $g$, an allele at locus $l$ in genotype $g$, <br> from source population $j, l=1, \ldots, 7$ |
| $M_{j j^{\prime}}$ | the probability of sampling an allele from source population $j$ that <br> has been typed from source population $j^{\prime}, j^{\prime} \neq j$ |
| $F_{g j^{\prime}}^{l}$ | the frequency with which $g$ has been observed in those genotypes <br> typed from source population $j^{\prime}$ |
| $N_{g}$ | the total number of genotypes typed from all isolates <br> $R_{j}$ |

Table 3.2: The definition of each parameter used in the evolutionary model in (3.9) and (3.10).
where $B_{g j}^{l}=\sum_{j^{\prime}=1}^{J} F_{g j^{\prime}}^{l} M_{j j^{\prime}}$ is in the absence of mutation. By contrast, to model the linked locus, i.e. the seven loci are dependent, two genotypes $g$ and $c$ typed from different source populations are evaluated. The sampling of an allele at a specific locus of these two genotypes can be expressed via mutation, recombination and migration,

$$
L_{\text {linked }}(G ; S)=\sum_{c=1}^{N_{g}} \frac{M_{j J_{c}}}{N_{J_{c}}} \prod_{l=1}^{7} \begin{cases}\mu_{j}, & \text { if } g \text { is novel, },  \tag{3.10}\\ \left(1-\mu_{j}\right) R_{j} B_{g j}^{l}, & \text { if } g \neq c, \\ \left(1-\mu_{j}\right) R_{j} B_{g j}^{l}+\left(1-\mu_{j}\right)\left(1-R_{j}\right), & \text { if } g=c .\end{cases}
$$

With appropriate priors assigned to the evolutionary parameters, the estimates of these parameters can be obtained via the MCMC method. Hence, the proportion of human cases attributable to each source of origin can be approximated through Bayes' theorem,

$$
p(F \mid S, G) \propto \prod_{i}\left(\sum_{j} p(S \mid F) L(G ; S)\right) p(F)
$$

which sums over the source populations accounting for the overall uncertainty from each source.

### 3.4.3 Summary

The objective of these representative models for source attribution developed between 1999 and 2017 is to estimate the proportion of cases attributable to sources. The Dutch
model simply assumes the probability that different strain types cause to human infection is the same (Mullner et al., 2009b). However, some strain types may be more dominant than others. For example, some STs in Figure 2.3 are more frequently observed in particular sources such as ST-50. Hence, the assumption of the Dutch model is improved by the Hald and modified Hald models; that the survival and virulence abilities on food and strain types are considered by using Bayesian inference to incorporate the uncertainty on parameters. Recently, these two Hald models were refined by Miller et al. (2017) through jointly modelling the source and human data with respect to the type factor using a non-parametric sampling approach (Mughini-Gras et al., 2018; Liao et al., 2019). These models make use of sampling and simulation to link the association between human cases and sources via the prevalence of strain types. However, the cause of different strain types observed in some sources and humans remains unknown. The Wilson model estimates the genotype distribution on each source by modelling the genetic evolutionary process rather than using only the frequencies of each type. By doing so it can potentially utilise the genetic similarities between types to inform the attribution.

In this thesis, models based on the Bayesian paradigm for source attribution of campylobacteriosis are proposed. The evolutionary part of the Wilson model will be adopted in addition to building a new, simpler model as a base for comparison and extension. The evolutionary model provides valuable insight into the disease transmission from an epidemiological to molecular perspective. Therefore, it will be used as a priori knowledge in the modelling, where the adaptation can be found in Chapters 5 and 6.

## Chapter 4

## Bayesian modelling for the source of campylobacteriosis

The source and human data that originated from the campylobacteriosis study described in Chapter 2.2 will be modelled using a Bayesian approach in this chapter, with the aim of assigning sources probabilistically to human cases. The development of models is described in Section 4.1. The model fitting with variables and the applied MCMC algorithms can be found in Section 4.2. Section 4.3 shows the final inference of source attribution probability and convergence diagnostics, followed by a section of sensitivity analysis examining how sensitive the results are if some assumptions or settings change. In the last section, a conclusion is made including a discussion about the model being mis-specified.

### 4.1 Model description

To start with, the number of genotypes typed from each source are regarded as a multinomial experiment, assuming that the observed distribution of genotypes for each source group is representative of the true distribution. Let the realisation $x_{i j}$ of a random variable $\boldsymbol{X}$ denote the number of genotype $i$ found from source $j$ with a probability $\pi_{i j}=p\left(\mathrm{ST}_{i} \mid\right.$ source $\left._{j}\right)$, where $i=1, \ldots, I$ and $j=1, \ldots, J$. The multinomial likelihood is of the form,

$$
\begin{equation*}
L(\boldsymbol{X} ; \boldsymbol{\pi}) \propto \prod_{i=1}^{I} \prod_{j=1}^{J} \pi_{i j}^{x_{i j}}, \quad x_{i j} \in\left\{0,1, \cdots, n_{j}\right\}, \quad 0<\pi_{i j}<1, \tag{4.1}
\end{equation*}
$$

given $n_{j}=\sum_{i=1}^{I} x_{i j}$ is the total number of genotypes observed on source $j$, and $\pi_{i j}$ is subject to $\sum_{i=1}^{I} \pi_{i j}=1$. Note that $x_{i j}$ can be 0 as it is possible that genotype $i$ is not observed on source $j$.

For human data, let $y_{i}$ denote the number of genotype $i$ typed on human cases, which is also assumed to be multinomial distributed with the probability $\hat{\pi}_{i}$. The likelihood turns out to be,

$$
\begin{equation*}
L(\boldsymbol{Y} ; \hat{\boldsymbol{\pi}}) \propto \prod_{i=1}^{I} \hat{\pi}_{i}^{y_{i}}, \quad y_{i} \in\{0,1, \ldots\}, \quad 0<\hat{\pi}_{i}<1 \tag{4.2}
\end{equation*}
$$

where $\sum_{i=1}^{I} y_{i}=H$ is the total number of observed genotypes from human cases, namely the sample size of human isolates (because each isolate is only typed once).

Assume for now that $\pi_{i j}$ also applies to human cases, that is, the probability of a human sample arising from source $j$ is also of genotype $i$. Then, the Law of Total Probability (3.2) is applied to express $\hat{\pi}_{i}$ in terms of the parameter $\pi_{i j}$ and the human attribution probabilities. Specifically,

$$
\begin{equation*}
p\left(\mathrm{ST}_{i} \text { typed from human cases }\right)=\sum_{j=1}^{J} p\left(\mathrm{ST}_{i} \mid \text { source }_{j}\right) p\left(\text { source }_{j}\right) \tag{4.3}
\end{equation*}
$$

or equivalently,

$$
\hat{\pi}_{i}=\sum_{j=1}^{J} \pi_{i j} F_{j}
$$

where $p\left(\right.$ source $\left._{j}\right)=F_{j}$ is the attribution probability that a random human case is infected from source $j$. Then, the likelihood (4.2) for the human data leads to,

$$
\begin{equation*}
L(\boldsymbol{Y} ; \boldsymbol{\pi}, \boldsymbol{F}) \propto \prod_{i=1}^{I}\left(\sum_{j=1}^{J} \pi_{i j} F_{j}\right)^{y_{i}} \tag{4.4}
\end{equation*}
$$

As data $\boldsymbol{X}$ and $\boldsymbol{Y}$ are assumed to be independent, the joint likelihood function is simply the product of likelihood (4.1) and (4.4).

For computational convenience to deal with the summation term in the likelihood (4.4), a latent variable $\boldsymbol{Z}$ is introduced, which categorises human cases by sources and genotypes. Specifically, $z_{i j}$ is defined to be the number of human cases attributed to genotype $i$ being found on source $j$, with a constraint, $\sum_{j=1}^{J} z_{i j}=y_{i}$. Thus, the total number of genotype $i$ observed on humans is exactly contributed from these sources.

As $y_{i}$ could result from different combinations of $z_{i j}$, the multinomial theorem (see Appendix A.2) is used to replace the term, $\left(\sum_{j=1}^{J} \pi_{i j} F_{j}\right)^{y_{i}}$. Then the multinomial joint
likelihood incorporating with $\boldsymbol{Z}$ turns out to be,

$$
L(\boldsymbol{X}, \boldsymbol{Y} ; \boldsymbol{\pi}, \boldsymbol{F}) \propto \prod_{i=1}^{I} \sum_{z_{i 1}+z_{i 2}+\ldots+z_{i J}=y_{i}}\binom{y_{i}}{z_{i 1}, z_{i 2}, \ldots, z_{i J}} \prod_{j=1}^{J} \pi_{i j}^{z_{i j}} F_{j}^{z_{i j}} \prod_{i=1}^{I} \pi_{i j}^{x_{i j}}
$$

In addition, given the priors on $\pi_{i j}$ and $F_{j}$ are a Dirichlet distribution $D\left(\alpha_{i j}^{p}\right)$ and some probability distribution $p(F)$, respectively, the posterior for $\boldsymbol{\pi}$ and $\boldsymbol{F}$ are derived as,

$$
\begin{aligned}
p\left(\boldsymbol{\pi}, \boldsymbol{F} \mid \boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{Z}, \boldsymbol{\alpha}^{p}\right) \propto & \prod_{i=1}^{I} \sum_{z_{i 1}+z_{i 2}+\ldots+z_{i J}=y_{i}}\binom{y_{i}}{z_{i 1}, z_{i 2}, \ldots, z_{i J}} \\
& \prod_{j=1}^{J} \pi_{i j}^{z_{i j}} F_{j}^{z_{i j}} \prod_{i=1}^{I} \pi_{i j}^{x_{i j}} \prod_{i=1}^{I} \pi_{i j}^{\alpha_{i j}^{p}-1} p(F),
\end{aligned}
$$

and the conditional posterior for $\boldsymbol{\pi}, \boldsymbol{Z}$ and $\boldsymbol{F}$ can be expressed as,

$$
\begin{align*}
& p\left(\boldsymbol{\pi} \mid \boldsymbol{F}, \boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{Z}, \boldsymbol{\alpha}^{p}\right) \propto \prod_{i=1}^{I} \prod_{j=1}^{J} \pi_{i j}^{z_{i j}+x_{i j}+\alpha_{i j}^{p}-1} \\
& p\left(\boldsymbol{Z} \mid \boldsymbol{F}, \boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{\alpha}, \boldsymbol{\pi}^{p}\right) \propto \prod_{i=1}^{I} \sum_{z_{i 1}+z_{i 2}+\ldots+z_{i J}=y_{i}}\binom{y_{i}}{z_{i 1}, z_{i 2}, \ldots, z_{i J}} \prod_{j=1}^{J}\left(\pi_{i j} F_{j}\right)^{z_{i j}},  \tag{4.5}\\
& p\left(\boldsymbol{F} \mid \boldsymbol{\pi}, \boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{Z}, \boldsymbol{\alpha}^{p}\right) \propto \prod_{j=1}^{J} F_{j}^{\sum_{j=1}^{J} z_{i j}} p(F)
\end{align*}
$$

Notice that the posterior for $\boldsymbol{\pi}$ is $\operatorname{Dir}(\boldsymbol{Z}+\boldsymbol{X}+\boldsymbol{\alpha})$, whereas the posterior for $\boldsymbol{Z}$ is regarded as a multinomial distribution with a vector of parameters $(\boldsymbol{y}, \gamma)$, where $\gamma_{i j}$ is specified as $\frac{\pi_{i j} F_{j}}{\sum_{k=1}^{J} \pi_{i k} F_{k}}$ such that $\sum_{j=1}^{J} \gamma_{i j}=1$. The posterior for $\boldsymbol{F}$ could be analytic, depending on the prior on $\boldsymbol{F}$, which is crucial to deciding the class of MCMC algorithms as it determines whether the posterior $\boldsymbol{F}$ is in a closed form.

### 4.2 Model fitting and MCMC inference

As described before, for each source, the frequency of genotypes typed from samples follows a multinomial distribution. The probability of typing each genotype has a Dirichlet prior with a parameter $\alpha_{i}^{p}$ assumed to be $1, i=1, \ldots, 377$, indicating that every isolate is believed to be equally likely a priori. Then, the attribution probabilities $\boldsymbol{F}$ can be modelled with or without variables, leading to different MCMC algorithms to obtain the posterior samples.

### 4.2.1 Model without variables

When the attribution probability $F_{j}$ for source $j$ is modelled without variables, a Dirichlet distribution with a parameter $\alpha_{j}^{F}, j=1, \ldots, 4$, is considered to depict the uncertainty of the probability. To express the prior belief that the chance of infection arising from each source is equally likely, $\boldsymbol{\alpha}^{F}=\mathbf{1}$ is assumed. Then, the posterior $\boldsymbol{F}$ in Equation (4.5) results in a closed form of $\operatorname{Dir}(\boldsymbol{Z}+\mathbf{1})$, a Gibbs sampler is hence applied for posterior simulation.

## Gibbs sampling algorithm

```
Algorithm 1 Gibbs sampling when \(\boldsymbol{F}\) is modelled without variables
    Set initial values \(\alpha_{i}^{p}=1, i=1, \ldots, 377\)
    Set initial values \(\alpha_{j}^{F}=1, j=1, \ldots, 4\)
    Draw samples of \(\boldsymbol{\pi}_{j}^{(0)}\) from \(\operatorname{Dir}\left(\boldsymbol{\alpha}^{p}\right)\) for source \(j, j=1, \ldots, 4\)
    Draw samples of \(\boldsymbol{F}^{(0)}\) from \(\operatorname{Dir}\left(\boldsymbol{\alpha}^{F}\right)\)
    Drawing samples of \(\boldsymbol{z}_{i}^{(0)}\) from a multinomial distribution with parameters \(\left(y_{i}, \boldsymbol{\gamma}_{i}^{(0)}\right)\)
    for genotype \(i\), where
```

$$
\gamma_{i j}^{(0)}=\frac{\pi_{i j}^{(0)} F_{j}^{(0)}}{\sum_{k=1}^{4} \pi_{i k}^{(0)} F_{k}^{(0)}}
$$

    for iteration \(m=1,2, \ldots, M\) do
        Draw samples of \(\boldsymbol{\pi}_{j}^{(m)} \sim p\left(\boldsymbol{\pi}_{j} \mid \boldsymbol{F}^{(m-1)}, \boldsymbol{z}^{(m-1)}\right)\) for source \(j, j=1, \ldots, 4\)
        Draw samples of \(\boldsymbol{z}_{i}^{(m)} \sim p\left(\boldsymbol{z}_{i} \mid \boldsymbol{\pi}^{(m)}, \boldsymbol{F}^{(m-1)}\right)\) for genotype \(i, i=1, \ldots, 377\)
        Draw samples of \(\boldsymbol{F}^{(m)} \sim p\left(\boldsymbol{F} \mid \boldsymbol{\pi}^{(m)}, \boldsymbol{z}^{(m)}\right)\)
    end for
    The procedure of Gibbs sampling is straightforward as proposals are always accepted in the algorithm, and so the sampling can be directly conducted for each full conditional probability.

Given $\boldsymbol{\alpha}^{p}, \boldsymbol{\alpha}^{F}$, and data $\boldsymbol{X}$ and $\boldsymbol{Y}$ are fixed, the parameters $\boldsymbol{\pi}, \boldsymbol{Z}$ and $\boldsymbol{F}$ are required for sampling in turn from the conditional posterior probabilities. The steps of the sampler are outlined in Algorithm 1. After setting the values to the prior parameters $\boldsymbol{\alpha}^{p}$ and $\boldsymbol{\alpha}^{F}$, the parameters $\boldsymbol{\pi}^{(0)}$ and $\boldsymbol{F}^{(0)}$ are initialised in lines 3 and 4 from a Dirichlet distribution. Then, before initialising the pseudo numbers of human cases attributed to genotype $i$ across the four sources (i.e. $\boldsymbol{z}_{i}^{(0)}$ ), the probability $\gamma_{i j}^{(0)}$ has to be derived from a function consisting of $\boldsymbol{\pi}$ and $\boldsymbol{F}$. Lastly, the samples of $\boldsymbol{z}_{i}^{(0)}$ for each genotype are drawn from a multinomial distribution with the number of trails $y_{i}$ and the probabilities $\gamma_{i}^{(0)}$.

Once the initial values are obtained, the proceeding steps of drawing samples are similar, but with updated parameters. For each iteration $m, m=1,2, \ldots, M$, a new set of $\boldsymbol{\pi}_{j}^{(m)}$ for each source are sampled from $p\left(\boldsymbol{\pi}_{j} \mid \boldsymbol{F}^{(m-1)}, \boldsymbol{z}^{(m-1)}\right)$, which is $\operatorname{Dir}(\boldsymbol{X}+$ $\left.\boldsymbol{z}^{(m-1)}+\mathbf{1}\right)$. Then, similar to line 5, new samples of $\boldsymbol{z}_{i}^{(m)}$ are drawn from $p\left(\boldsymbol{z}_{i} \mid\right.$ $\boldsymbol{\pi}^{(m)}, \boldsymbol{F}^{(m-1)}$ ), a multinomial distribution with parameters $\left(y_{i}, \boldsymbol{\gamma}_{i}^{(m)}\right)$ after calculating $\gamma_{i j}^{(m)}$, given $\pi_{i j}^{(m)}$ and $F_{j}^{(m-1)}$. Finally, the sampling for $\boldsymbol{F}^{(m)}$ is conducted by drawing from $p\left(\boldsymbol{F} \mid \boldsymbol{\pi}^{(m)}, \boldsymbol{z}^{(m)}\right)$, which is again a Dirichlet distribution with a parameter vector $\left(\mathbf{1}+\sum_{i=1}^{I} z_{i j}^{(m)}\right)$.

### 4.2.2 Model with variables

When the epidemiological observations are incorporated in the modelling of attribution probability, the fundamental idea is to use a logit function for estimation. This means that the attribution probability $F_{j}$ for source $j$ is modelled on the logit scale assuming the category $J$ is the baseline,

$$
\begin{equation*}
F_{j}=\frac{\exp \left(f_{j}\right)}{1+\sum_{l=1}^{J-1} \exp \left(f_{l}\right)}, \quad 0 \leq F_{j} \leq 1, \quad j=1, \ldots, J-1, \tag{4.6}
\end{equation*}
$$

where $F_{J}=1-\sum_{j=1}^{J-1} F_{j}$, and $f_{j}$ is the log-odds, in which predictors are included.
To include the individual level variables, the calculation of subject-specific attribution probability is required. In other words, the focus of the proportion $\hat{\boldsymbol{\pi}}$ in Equation (4.3) and the attribution probabilities $\boldsymbol{F}$ in Equation (4.6) changes to individualwise. The dimension of $F_{j}$ therefore increases to $F_{h j}$, denoting the attribution probability of source $j$ caused the $h^{\text {th }}$ human case illed, where $h=1, \ldots, 1804$. The probability of observing genoype $i$ in an individual case is then given by,

$$
\begin{equation*}
p\left(\mathrm{ST}_{i[h]} \mid \text { variables }_{h}\right)=\sum_{j=1}^{4} p\left(\mathrm{ST}_{i[h]} \mid \operatorname{source}_{j}\right) p\left(\text { source }_{j} \mid \text { variables }_{h}\right) \tag{4.7}
\end{equation*}
$$

in which the index $i[h]$ identifies genotype $i$ found on human case $h$, and $p\left(\mathrm{ST}_{i[h]} \mid\right.$ source $_{j}$ ) is the probability that genotype $i$ typed from human case $h$ arises from source $j$. Hence, the likelihood (4.4) can be rewritten in a case-by-case manner,

$$
\begin{equation*}
L(\boldsymbol{Y} ; \boldsymbol{\pi}, \boldsymbol{F}) \propto \prod_{h=1}^{1804} \sum_{j=1}^{4} \pi_{i[h] j} F_{h j} . \tag{4.8}
\end{equation*}
$$

Consider the case where the genotype data for each individual are supplemented by $p$ additional variables, and the relationship between variables is assumed to be linear. The log-odds $f_{h j}$ for case $h$ who is associated with source $j$ is expressed as a general
linear predictor function,

$$
f_{h j}=\beta_{0 j}+\beta_{1 j} c_{1 h}+\cdots+\beta_{p j} c_{p h}, \quad j=1, \ldots, J-1
$$

and $f_{h J}=0$, given the source baseline is the category $J$. Here, the prior of each regression parameter is assumed to be $\mathrm{N}(0,1)$, which is fairly vague when the logit scale is used. However, in such a multicategory logit model, the choice of the baseline may alter the prior specification. For example, the logit regression model with two variables $c_{1}$ and $c_{2}$ when $J=3$ is,

$$
f_{h j}=\beta_{0 j}+\beta_{1 j} c_{1 h}+\beta_{2 j} c_{2 h}, \quad j=1,2
$$

whereas when the effect between two sources which are not the baseline is of interest, the model is comparing the pair of source categories,

$$
\log \left(\frac{F_{h 1}}{F_{h 2}}\right)=\beta_{0}^{*}+\beta_{1}^{*} c_{1 h}+\beta_{2}^{*} c_{2 h}
$$

where $\beta_{0}^{*}=\beta_{01}-\beta_{02}, \beta_{1}^{*}=\beta_{11}-\beta_{12}$ and $\beta_{2}^{*}=\beta_{21}-\beta_{22}$. Then, the prior variance of $\boldsymbol{\beta}^{*}$ is two times bigger than that of $\boldsymbol{\beta}$. This could have a subtle impact on the final attribution $\boldsymbol{F}$ after the back transformation from the logit scale.

In our case, if ruminants is the source baseline, the prior variance of the regression parameters for comparisons with ruminants on the logit scale will become 1, whereas the parameters modelling the contrast between, say, poultry and water, will have the prior variance as 2 . Nonetheless, if poultry is made as the baseline, then those variance results are reversed.

To apply the model of $f_{h j}$ to the campylobacteriosis data, assume $c_{1}$ is the numeric variable ranging from -3 to 3 representing the classified rurality of each human case shown in Table 2.2 , and $c_{2}$ is a binary variable specifying the age of individual being either $<5$ or $\geq 5$ years. The age covariate was particularly divided into two groups as the prevalence of Campylobacter infection in children under 5 years of age is higher than in older children $(\geq 5)$. This represents a distinct category of pre-school children with different exposures (children first attending school in New Zealand is on their fifth birthday) (Baker et al., 2007; French et al., 2008). Then, the model with these two variables and the interaction is algebraically expressed below, given $H=1804, J=4$, and $P=4$ denoting the total number of regression parameters considered in the model.

$$
\begin{equation*}
\boldsymbol{f}=\boldsymbol{C} \boldsymbol{\beta} \tag{4.9}
\end{equation*}
$$

where

$$
\begin{gathered}
\boldsymbol{f}_{H \times(J-1)}=\left[\begin{array}{cccc}
f_{11} & f_{21} & \cdots & f_{(J-1) 1} \\
f_{12} & f_{22} & \cdots & f_{(J-1) 2} \\
\vdots & \vdots & \ddots & \vdots \\
f_{1 H} & f_{2 H} & \cdots & f_{(J-1) H}
\end{array}\right], \\
\boldsymbol{C}_{H \times P}=\left[\begin{array}{cccc}
1 & c_{11} & c_{21} & c_{11} c_{21} \\
1 & c_{12} & c_{22} & c_{12} c_{22} \\
\vdots & \vdots & \vdots & \vdots \\
1 & c_{1 H} & c_{2 H} & c_{1 H} c_{2 H}
\end{array}\right], \\
\boldsymbol{\beta}_{P \times(J-1)}=\left[\begin{array}{cccc}
\beta_{01} & \beta_{02} & \cdots & \beta_{0(J-1)} \\
\beta_{11} & \beta_{12} & \cdots & \beta_{1(J-1)} \\
\beta_{21} & \beta_{22} & \cdots & \beta_{2(J-1)} \\
\beta_{31} & \beta_{32} & \cdots & \beta_{3(J-1)}
\end{array}\right] .
\end{gathered}
$$

The matrix of parameters $\boldsymbol{\beta}$ is comprised of four rows representing the intercept, coefficients for rurality and age variables as well as their interaction term, and the elements $c_{1 h}$ and $c_{2 h}$ in the design matrix $\boldsymbol{C}$ can be any number of the seven scales and an indicator for age being $>5$, respectively, if case $h$ in such an age group was from such a degree of rurality.

Further, $\boldsymbol{Z}$ are simulated through a multinomial distribution after the calculation of $\boldsymbol{F}$ (as the probabilities $\boldsymbol{\gamma}$ depend on the values of $\boldsymbol{F}$ ). This time, the dimension of $\boldsymbol{Z}$ as well as the parameters are changed from the genotype to the individual level due to variables included in the modelling. That is, the number of trials $y_{i}$ becomes 1 as only one genotype is typed from each case, and the probability is no longer $\gamma_{i j}$ but $\gamma_{h j}$ defined as,

$$
\begin{equation*}
\gamma_{h j}=\frac{\pi_{i[h] j} F_{h j}}{\sum_{k=1}^{4} \pi_{i[h] k} F_{h k}}, \tag{4.10}
\end{equation*}
$$

where $i[h]$ is the index identifying $h^{\text {th }}$ human case is of genotype $i$ in order for $\boldsymbol{\pi}$ to relate to the associated $\boldsymbol{F}$. However, the dimension of $\boldsymbol{Z}$ has to change back to genotype-wise so that the probability of typing genotype $i$ from source $j$ (i.e. $\pi_{i j}$ ) can be updated from the conditional posterior probability following $\operatorname{Dir}\left(\boldsymbol{X}+\boldsymbol{Z}^{\prime}+\mathbf{1}\right)$. Therefore, $z_{i j}^{\prime}$ is obtained via a transformation specified as,

$$
\begin{equation*}
z_{i j}^{\prime}=\sum_{h::[h]=i} z_{i[h] j}, \tag{4.11}
\end{equation*}
$$

where,

$$
z_{i[h] j}= \begin{cases}1, & \text { if } h^{\text {th }} \text { case has genotype } i \text { from source } j \\ 0, & \text { otherwise }\end{cases}
$$

In conclusion, the attribution probability is estimated by a linear regression combination on the logit scale. The posterior attribution probabilities $\boldsymbol{F}$ will then not have a closed form. To simulate the posterior samples, the Metropolis-Hastings-within-Gibbs algorithm is applied as result of the availability of all posterior conditional probabilities except for the posterior $\boldsymbol{F}$.

## Metropolis-Hastings-within-Gibbs sampling algorithm

Overall, this sampler outlined in Algorithm 2 has similar steps as Algorithm 1 updating parameters $\boldsymbol{\pi}$ and $\boldsymbol{Z}$, but different procedures for $\boldsymbol{F}$.

Before running the sampler, the number of variables $p$ considered in the model has to be decided, and so the design matrix $\boldsymbol{C}_{H \times P}$ is defined, where $H=1804$, and $P=1+p$. The prior on the probabilities $\boldsymbol{\pi}_{j}$ for each source is still a Dirichlet distribution with the parameters $\boldsymbol{\alpha}^{p}=\mathbf{1}$. After initialising $\boldsymbol{\pi}_{j}^{(0)}$, starting points for $\boldsymbol{\beta}^{(0)}$ and $\boldsymbol{f}^{(0)}$ (and hence the associated $\boldsymbol{F}^{(0)}$ are obtained) are drawn from different probability distributions list from lines 4 to 6 . Then, given $\boldsymbol{\pi}^{(0)}$ and $\boldsymbol{F}^{0}$, the initial number $z_{h j}^{(0)}$ of observing a genotype on human case $h$, from which the type originates from source $j$, is simulated via a multinomial distribution with parameters $\left(1, \boldsymbol{\gamma}_{h}^{(0)}\right)$, where $\gamma_{h j}^{(0)}$ is computed through Equation (4.10).

For each iteration $m$ starting from line 8 , the first thing is to change the dimension of $\boldsymbol{z}^{(m-1)}$ to $\boldsymbol{z}^{\prime(m-1)}$ via transformation (4.11) in order for $\boldsymbol{\pi}_{j}^{(m)}$ to be updated using $p\left(\boldsymbol{\pi}_{j} \mid\right.$ $\left.\boldsymbol{F}^{(m-1)}, \boldsymbol{Z}^{\prime(m-1)}\right)$, which is Dirichlet distributed with the parameter vector summing up $x_{i j}, z_{i j}^{\prime}$ and $\alpha_{i}^{p}=1$ over source $j$. Then, through Equation (4.10), new samples of $\boldsymbol{z}_{h}^{(m)}$ for each human case over four sources are drawn from $p\left(\boldsymbol{z}_{h} \mid \boldsymbol{\pi}^{(m)}, \boldsymbol{F}^{(m-1)}\right)$ in line 11, which is again a multinomial distribution with the updated probabilities $\gamma_{h}^{(m)}$. Next, the procedure of random-walk Metropolis sampling is introduced to update indirectly $\boldsymbol{F}$ through regression parameters $\boldsymbol{\beta}$. In line 12 , a permutation $P_{T}$ of $\{1, \ldots, T\}$, where $T=(J-1) \times P=3 P$, is set for updating randomly each element of $\boldsymbol{\beta}$ at a time. For each $t$, the current value of $\beta_{(t)}^{(m-1)}$ is replaced by an element $\beta_{(t)}^{*}$ sampled from a proposal distribution $Q\left(\beta_{(t)}^{*}, \beta_{(t)}\right)=N\left(\beta_{(t)}^{(m-1)}, 1\right)$. Then, similar to lines 5 and $6, \boldsymbol{f}^{*}$ and $\boldsymbol{F}^{*}$ are calculated, given the new proposal of $\boldsymbol{\beta}^{*}$. The value of $\beta_{(t)}^{*}$ is accepted with the probability $\mathcal{A}\left(\beta_{(t)}^{(m-1)}, \beta_{(t)}^{*}\right)=\min \{1, \psi\}$, where $\psi$ is defined in line 18. If $\mathcal{A}$ is larger than a uniform random sample $u$, the proposal is accepted to be $\beta_{(t)}^{(m)}$ in the next state $m$, otherwise, the current value is retained to be $\beta_{(t)}^{(m)}$.

## Algorithm 2 Metropolis-Hastings-within-Gibbs sampling when $\boldsymbol{F}$ is modelled with variables

Define the design matrix $\boldsymbol{C}_{1804 \times P}$ depending on the number of parameters $P$ included in the log-odds $\boldsymbol{f}$
Set initial values of $\alpha_{i}^{p}=1, i=1, \ldots, 377$
Draw initial samples of $\boldsymbol{\pi}_{j}^{(0)} \sim \operatorname{Dir}\left(\boldsymbol{\alpha}^{p}\right)$ for source $j, j=1, \ldots, 4$
Draw initial values for regression parameters $\boldsymbol{\beta}_{P \times 3}^{(0)}$ from $\mathrm{N}(0,1)$
Calculate $\boldsymbol{f}^{(0)}=\boldsymbol{C} \boldsymbol{\beta}^{(0)}$
: Compute $F_{h j}^{(0)}$ for human case $h$ and source $j$ through Equation (4.6) given $f_{h j}^{(0)}$, $h=1, \ldots, 1804, j=1,2,3$
: Draw initial combinations of $\boldsymbol{z}_{h}^{(0)} \sim \operatorname{Multinomial}\left(1, \gamma_{h}^{(0)}\right)$ for each human case, where
$\gamma_{h j}^{(0)}$ is derived from Equation (4.10) given $\boldsymbol{\pi}^{(0)}$ and $\boldsymbol{F}^{(0)}$
for iteration $m=1,2, \ldots$, do
Transform $z_{h j}^{(m-1)}$ to $z_{i j}^{\prime(m-1)}$ via definition (4.11)
Draw samples of $\boldsymbol{\pi}_{j}^{(m)} \sim p\left(\boldsymbol{\pi}_{j} \mid \boldsymbol{F}^{(m-1)}, \boldsymbol{z}^{\prime(m-1)}\right)$ for source $j$
Draw samples of $\boldsymbol{z}_{h}^{(m)} \sim p\left(\boldsymbol{z}_{h} \mid \boldsymbol{\pi}^{(m)}, \boldsymbol{F}^{(m-1)}\right)$ for case $h$
Sample a permutation $P_{T}$ of $\{1, \ldots, T\}, T=3 P$
for $t \in P_{T}$ do
Let $\boldsymbol{\beta}^{*}=\boldsymbol{\beta}^{(m-1)}$
Propose an element $\beta_{(t)}^{*}$ from $Q\left(\beta_{(t)}^{*}, \beta_{(t)}^{(m-1)}\right)$ and substitute it in $\boldsymbol{\beta}^{*}$
Repeat line 5 and 6 to find $\boldsymbol{f}^{*}$ and the associated $\boldsymbol{F}^{*}$ given $\boldsymbol{\beta}^{*}$
Generate $u \sim U(0,1)$
Calculate $\mathcal{A}\left(\beta_{(t)}^{(m-1)}, \beta_{(t)}^{*}\right)=\min \{1, \psi\}$, where

$$
\psi=\frac{p\left(\boldsymbol{F}^{*} \mid \boldsymbol{\pi}^{(m)}, \boldsymbol{z}^{(m)}\right)}{p\left(\boldsymbol{F}^{(m-1)} \mid \boldsymbol{\pi}^{(m)}, \boldsymbol{z}^{(m)}\right)} \frac{\pi\left(\beta_{(t)}^{*}\right)}{\pi\left(\beta_{(t)}^{(m-1)}\right)}
$$

if $u<\mathcal{A}$ then
$\beta_{(t)}^{(m)} \leftarrow \beta_{(t)}^{*}$, implying $\boldsymbol{F}^{(m)} \leftarrow \boldsymbol{F}^{*}$
else
$\beta_{(t)}^{(m)} \leftarrow \beta_{(t)}^{(m-1)}$, implying implying $\boldsymbol{F}^{(m)} \leftarrow \boldsymbol{F}^{(m-1)}$
end if
end for
end for

Notice that the proposal distribution $Q$ is a random walk proposal. It allows for updating the parameter based on the previous information, i.e. the moves are centred around the current value $\beta_{(t)}^{(m-1)}$ with a random variate of a symmetric distribution such that

$$
Q\left(\beta_{(t)}^{(m-1)} \mid \beta_{(t)}^{*}\right)=Q\left(\beta_{(t)}^{*} \mid \beta_{(t)}^{(m-1)}\right)
$$

Thus, the ratio of proposal density equals to 1 , simplifying the function of $\psi$ to be a product of the posterior ratio and the prior ratio. In addition, the calculation of the acceptance probability $\mathcal{A}$ is simplified in the programming using the logarithm. Equivalently, the proposal is thus accepted if $\log u<\min \{0, \log \psi\}$, where $\log \psi$ is formed by multiplying the two ratios on the log scale, which are expressed as,

$$
\begin{aligned}
& \log \frac{p\left(\boldsymbol{F}^{*} \mid \boldsymbol{\pi}^{(m)}, \boldsymbol{z}^{(m)}\right)}{p\left(\boldsymbol{F}^{(m-1)} \mid \boldsymbol{\pi}^{(m)}, \boldsymbol{z}^{(m)}\right)}=\sum_{h=1}^{1804} \sum_{j=1}^{4} z_{h j}^{(m)}\left(\log F_{h j}^{*}-\log F_{h j}^{(m-1)}\right) \\
& \log \frac{\pi\left(\beta_{(t)}^{*}\right)}{\pi\left(\beta_{(t)}^{(m-1)}\right)}=\frac{\left(\beta_{(t)}^{(m-1)}\right)^{2}-\left(\beta_{(t)}^{*}\right)^{2}}{2}
\end{aligned}
$$

### 4.3 Results

Posterior attribution of human cases of campylobacteriosis for four sources with the $80 \%$ highest posterior density (HPD) credible intervals is presented in this section. An HPD credible interval is used to quantify the uncertainty of posterior attribution probability. It is an interval with the smallest distance between upper and lower bounds among all credible intervals. In this case, the interval for each source is obtained by first ordering the $M$ posterior samples of $F_{j}$. Then, given the level is $80 \%$, the ordered samples are divided into two parts under the level of coverage 0.2 (resulted from $1-80 / 100$ ), meaning that the lower and upper bounds can be the first and last $0.2 \times M+1$ ordered samples. Finally, the distance between each pair of lower and upper bounds is calculated. The approximate credible interval is the one with the smallest difference, where $80 \%$ of posterior probabilities are included.

The results are based on the attribution model both with and without individual level variables, and are obtained after running the algorithm a length of 51,000 iterations. The first 1,000 samples were removed, and every $5^{\text {th }}$ sample was chosen from the sequence. Hence, there is a total number of $M=10,000$ posterior samples for each parameter.

In addition, convergence diagnostics are also conducted here. The samples drawn
from sequences produced by the algorithms are evaluated whether they are representative of the underlying stationary distribution through graphical assessments. The two aspects to consider here are mixing and convergence. A burn-in period is used in a chain as 'pre-convergence', with the hope that the chain is effectively converged to its stationary (target) distribution thereafter. Mixing is associated with the degree of autocorrelation, even after convergence. Good mixing of a chain means the average and the variation of moves of samples are invariant over time, implying that the sampler efficiently explores the parameter space so samples are being fairly accepted or rejected, and are also less correlated to each other. As samples generated from a Markov chain in the sampler are not completely independent, it may provide less information about the target distribution. However, when the degree of autocorrelation between samples becomes smaller, the amount of information provided by the samples about the posterior distribution increases.

On the other hand, to ensure the convergence of a chain, the number of iterations is also of importance. Throwing away samples in the beginning of a chain may be required when initial points affect the performance of convergence, while discarding samples for every sample that is chosen can reduce the autocorrelation. This can be examined visually by using trace plots, from which multiple chains can be also compared to see if they converge to the similar estimates so that the convergence is detected.

### 4.3.1 Posterior attribution probability

Results about the posterior attribution probability are displayed, given three ways of estimating the attribution probabilities $\boldsymbol{F}$ demonstrated in the previous section: i) assigning directly a Dirichlet prior on $\boldsymbol{F}$; ii) considering a linear combination on the logit scale for $\boldsymbol{F}$, but no variables are included, i.e. the model only contains the intercept $\boldsymbol{\beta}_{0}$; and iii) remaining the linear format in ii), but variables such as rurality and age are incorporated.

## Attribution probability without variables

The first two methods, which do not include any variables, are not identical due to different prior specifications. When a $\operatorname{Dir}(\mathbf{1})$ prior is assumed for the attribution probability, it is believed that the infections are contributed evenly by sources. However, when the attribution probability is modelled through $\boldsymbol{f}=\boldsymbol{\beta}_{0}$, a standard normal prior is assigned to the intercept. This means that $\mathrm{N}(0,1)$ is equivalently imposed on the logodds $\boldsymbol{f}$ when parameters are compared with the source baseline, otherwise the variance becomes double when they are comparing with two non-baseline source categories.

Overall, the final attribution resulting from these two methods are very similar, which can be seen in Figure 4.1. On average, the posterior percentage of human cases


Figure 4.1: The percentage of human cases attributable to four sources given the baseline is other sources, and the attribution probability $\boldsymbol{F}$ has a prior of $\operatorname{Dir}(1)$ (upper panel) or $\boldsymbol{F}$ is modelled only with the intercept on the logit scale with a prior of $\mathrm{N}(0,1)$ (lower panel).
attributable to poultry is more than $65 \%$, followed by approximately $31 \%$ of ruminantassociated cases, whereas water and other sources have little contribution with only $4 \%$ of cases in total. It reveals that the posterior attribution strongly favours poultry and ruminants, regardless of whichever prior is used in these two methods.

## Attribution probability with variables

When convariates are incorporated to infer the posterior attribution probability, the results are based on the model, in which the rurality variable, or rurality and age variables are included. The linear model is exactly the model (4.9), however, the dimensions of matrices $\boldsymbol{\beta}$ and $\boldsymbol{C}$ changes to $2 \times 3$ and $H \times 2$, given $J=4$ if only the rurality effect is considered.

The posterior attribution for each source across the rurality scales and the associated $80 \%$ credible interval with or without the consideration of age are showed in Figure 4.2. It suggests that more cases are on average attributed to poultry in urban areas, while more cases are associated with ruminants in rural areas. If the model only considers the rurality effect, the final attribution indicates that poultry related cases range from $33 \%$ in highly remote areas to $75 \%$ in main urban centres. By contrast, more cases are attributed to ruminants in rural areas, ranging from $63 \%$ in highly remote areas to $23 \%$ in main cities. Interestingly, fewer than $4 \%$ of human cases across all rurality levels are attributed to sources other than poultry and ruminants, with a slightly higher attribution to other sources in highly rural areas.

On the other hand, when the model also considers the age variable, the final attribution between two age groups ( $<5$ and $\geq 5$ ) of human cases is distinguishable. The infection in children aged $<5(82 \%)$ in rural areas is much more associated with ruminants than those aged 5 or above ( $62 \%$ ), while poultry contributes less to children younger than 5 years old ( $13 \%$ ) compared to those aged $\geq 5(33 \%)$. The credible intervals in the age group of $<5$ are relatively wider than the counterpart, resulting from a little higher uncertainty caused by the smaller number of young children aged $<5$ years, which only accounts for $13 \%$ of the data set.

### 4.3.2 Convergence diagnostics

## Attribution probability without variables

For the first modelling with the Dirichlet prior assumption on the attribution probability, the posterior samples for $\boldsymbol{F}$ for each source are displayed in Figure 4.3 (a). It shows that the chains mix well; the convergence is observed after re-running the sampler, for which similar results are showed in Appendix C. 1 (Figure C.1).

Next, posterior samples for $\boldsymbol{F}$ based on the second method of modeling $\boldsymbol{F}$ linearly


Figure 4.2: The percentage of human cases with $80 \%$ HPD credible intervals attributable to four sources, given other sources are the baseline, and only the rurality variable is considered (upper panel) or both rurality and age variables are included (lower panel) in the model.


Figure 4.3: The trace plot of (a) the Gibbs sampler for four sources given $\boldsymbol{F}$ was assigned a $\operatorname{Dir}(\mathbf{1})$ prior, and (b) the Metropolis-Hastings sampling for three sources given $\boldsymbol{F}$ was modelled by $\boldsymbol{f}=\boldsymbol{\beta}_{0}$ with other sources as the baseline.
on the logit scale without any variables are illustrated in Figure 4.3 (b). Given other sources are the baseline, the Metropolis-Hastings sampling algorithm gives relatively poor mixing for poultry and ruminants as the steps with the random walk sampler is very slow, and so there is a high degree of correlation between samples. In addition, the relationship between poultry and ruminants seems to be correlated as the direction of jumps between these two sources are almost the same. In contrast to these two sources, the chain for water seems to mix a little better as the jumps are around the centre of the movements with relatively constant variation, although it is not good enough.

Despite similar posterior attribution results, the trace plot of these two methods are different. The chain produced from the latter method does not mix well for all sources, reflecting a need for updating the parameter for different sources with different step sizes in the algorithm, which will be assessed in the next section.

## Attribution probability with variables

For the model including the rurality variable, the chain of each fitted parameter is displayed in Figure 4.4. Again, the sampler only demonstrates good mixing for water. The mixing of the intercept and the slope of rurality for poultry and ruminants are not as acceptable as that of Figure 4.3 (a), and the autocorrelation remains high. The sampler did not explore enough the parameter space in different directions as the steps for these two sources do not jump randomly. It indicates that the successive iterations are highly correlated for each of these two sources in such a long run with a length of 51,000 samples.

Moreover, the possible correlation between poultry and ruminants is observed in the trace plot; the correlation between these two sources for both parameters are positively strong with the correlation coefficient higher than 0.9. This is confirmed in Appendix C. 1 (Figure C.2). In addition to the correlation between sources within the parameter, Figure 4.5 shows that the relationship between the intercept and the slope of rurality for each source is uncorrelated; the samples of each source are clustered without any patterns.

Lastly, when the model also considers the age variable along with the interaction between rurality and age, a lack of overall good mixing is observed in Figure 4.6. A fairly good mixing for three sources is observed both for the slope of age and the interaction. Nonetheless, a poor mixing is noticed again for the intercept and the slope of rurality parameters, particularly for poultry and ruminants. The correlation between sources for each parameter is same as has been observed before. A strong and positive correlation between poultry and ruminants is confirmed in Appendix C. 1 (Figures C. 3 and C.4).


Figure 4.4: The trace plots for the intercept and the slope of rurality parameters, given the rurality variable is considered in the model with other sources as the baseline.

In conclusion, given the baseline is other sources, it seems that poultry and ruminants largely affect the mixing of chains when variables are included in the model.

### 4.4 Sensitivity analysis

To ensure the robustness of the resulting posterior inferences, the assessment of sensitivity is conducted and demonstrated when modelling with the rurality variable on the logit scale, with respect to the prior, source baseline and model specifications.

### 4.4.1 Prior specification

The Metropolis-Hastings sampling in Algorithm 2 has been applied to the approach of modelling with variables. Starting points for the proportion of genotypes on sources $\boldsymbol{\pi}$ were first sampled from the prior of $\operatorname{Dir}(\mathbf{1})$. To see if different starting points would influence the output of our algorithm, a seed is set to generate specific initial values of $\boldsymbol{\pi}$ in the beginning of a chain. It is anticipated that different starting points would not affect the chain when it is converged as the MCMC draws are no longer depending on the initial values. Indeed, this change has no significant impact on the final inferences after re-running the model, compared to the original results in Figures 4.2, 4.4 and 4.5


Figure 4.5: The scatter plot of two parameters, given the rurality effect is considered in the model, with other sources as the baseline.


Figure 4.6: The trace plot for each parameter, given the rurality and age variables are considered in the model, with other sources as the baseline category, in which the age variable is regarded as binary with a threshold of 5 years old.
(see supporting figures displayed in Appendix C.1, Figures C.5, C. 6 and C.7).
Another way to assess a prior sensitivity is to change the prior variance. A standard normal prior for regression coefficients was originally assumed. This time, the dispersion of the prior is tweaked from 1 to two options: $\sigma^{2}=0.025$ and $\sigma^{2}=4$. It is found that: i) the values of log-odds $\boldsymbol{f}$ tend to be closer to 0 as the prior variance becomes smaller; ii) altering the prior dispersion has no tangible effect on the posterior attribution, largely because the attribution is dominated by poultry and ruminants; and iii) the mixing of the chain for poultry and ruminants becomes better when the underlying prior variance becomes smaller. Figures to support these findings are displayed in Appendix C. 1 from Figures C. 8 to C. 10 .

### 4.4.2 Source baseline

As noted earlier, poultry and ruminants are highly correlated when other sources are the underlying baseline in the model. After re-running the sampler with the baseline changing from other sources to ruminants, it is not surprising that the final attribution is comparable to the original one (refer Figure C. 11 in Appendix C. 1 against Figure 4.2). Nevertheless, the prior specification is altered for the reasons discussed in Section 4.2.2 due to the change of source baseline. The trend of $\boldsymbol{f}$ for poultry and water changes towards lower values across the rurality levels, however, there is little disparity in posterior attribution resulted from the model with the baseline between other sources and ruminants. Moreover, the mixing of the intercept and slope of rurality for each source is greatly improved, and the problem of high correlation between poultry and ruminants is also eliminated. These can be confirmed with Figures C. 12 and C. 13 in Appendix C.1.

### 4.4.3 Model specification

Originally, both source and human data contribute towards estimation of the probability $\pi_{i j}$ of observing genotype $i$ on source $j$, with the assumption that the probability of observing genotypes on both human and source isolates is equal. If the assumption is true, the estimates should not be affected too much by the relative amount of data available from sources on the one hand, and humans on the other. To investigate if it is valid, the volume of source data is artificially increased 100 times in order for the human data to be dominated by the source data in terms of determining the estimates of $\pi_{i j}$.

After re-running the model, the posterior attribution displayed in Figure 4.7 is found to be sensitive to the rise in the amount of source information. In comparison with the original posterior attribution in Figure 4.2, the percentage of human cases living in rural areas attributable to ruminants becomes higher (approximately increases from


Figure 4.7: Increasing the size of observed source data affects the posterior attribution, given the model only includes the rurality variable with other sources as the baseline.


Figure 4.8: The comparison of the posterior mean of $\boldsymbol{\pi}$ before and after increasing source data 100 times, in which a genotype with the maximum difference is labelled for each source.


Figure 4.9: The trace plot for regression parameters considered in the model after increasing source data $\boldsymbol{X} 100$ times.
$63 \%$ to $69 \%$ ), and meanwhile the contribution from poultry decreases. By contrast, the percentage of human cases attributable to poultry in urban areas decreases about $8 \%$, leading to higher contribution from ruminants.

Further, the squared difference of the posterior mean of $\boldsymbol{\pi}$ before and after changing the size of source information is calculated. The comparison of the posterior mean of $\boldsymbol{\pi}$ for each genotype before and after the change is displayed in Figure 4.8, in which a genotype with the maximum difference is labelled. If the assumption of common $\boldsymbol{\pi}$ holds, the points should lie approximately on the straight line. When the difference becomes larger, the points move farther away from the line. It tells that the genotypes, for which the values of $\boldsymbol{\pi}$ change most, are among the most commonly observed, and hence the ones, for which the most information is provided. This implies that the assumption is not plausible, the probability of observing genotypes between sources and humans are different. Possible reasons will be further discussed in the next section.

For convergence diagnostics, there is no significant influence over the mixing of parameters and the relationship between sources. Figures 4.9 and 4.10 confirm that the chain still mixes as poorly as the original one, and poultry is still highly related


Figure 4.10: The matrix of scatter plots for the intercept and slope of rurality parameters, given the baseline is other sources after increasing source data $\boldsymbol{X} 100$ times.


Figure 4.11: The current model framework includes the options of variables being included or not in the modelling for the attribution probability.
to ruminants. Therefore, changing the size of source information has an impact on the final attribution, but has no improvement in the mixing of chains and correlation between poultry and ruminants.

### 4.5 Model misspecification

From the previous sensitivity assessment, the prior specification and the choice of source baseline seem to have little influence on posterior attribution. Although the trace plots for each aspect of assessments have showed that some chains do not mix rapidly, neither are they mixing very poorly after the long run of the sampler with 51,000 iterations. In addition, the strong correlation between the dominant sources observed in the scatter plots can be circumvented by changing the baseline from other sources to either poultry or ruminants. In this regard, there is no major concern about convergence for the algorithms, but a critical issue about the models arise from changing the size of source data.

A direct acrylic graph (DAG) in Figure 4.11 illustrates the framework of the developed models, in which letters in upper case represent the data or variables, while Greek letters indicate the parameters used in the modelling. The genotype data from

| Genotype | Human | Poultry | Ruminants | Water | Others |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 5 | 2 | 0 | 0 | 0 | 0 |
| 45 | 149 | 155 | 10 | 21 | 54 |
| 48 | 82 | 100 | 0 | 0 | 0 |
| 50 | 106 | 68 | 72 | 8 | 1 |
| 53 | 103 | 50 | 52 | 2 | 4 |
| 474 | 247 | 60 | 15 | 5 | 9 |
| 2381 | 0 | 0 | 0 | 60 | 3 |

Table 4.1: Of seven genotypes, five are very commonly isolated from humans, which are also frequently found on some sources. ST-5 is rare, while ST-2381 is largely found in water, but not in humans.
source isolates $\boldsymbol{X}$ provide information about the frequency of the typed genotype from each source group. Thus, for each source, the data are modelled using a multinomial distribution with unknown probabilities $\boldsymbol{\pi}_{j}$, to which a Dirichlet prior with a vector of fixed parameters $\boldsymbol{\alpha}^{p}$ is assigned.

Similarly, a multinomial distribution is also used to describe the genotype data from human isolates $\boldsymbol{Y}$. Ideally, there is a random link between $\boldsymbol{Y}$ and $\boldsymbol{\pi}$ under the assumption that genotypes are equally likely observed on source and human isolates, i.e. $\boldsymbol{X}$ and $\boldsymbol{Y}$ are linked through the common $\boldsymbol{\pi}$. Thus, the likelihood for $\boldsymbol{Y}$ not only depends on $\boldsymbol{\pi}$, but also the attribution probabilities $\boldsymbol{F}$. For computational convenience, the multinomial theorem is applied and a latent variable $\boldsymbol{Z}$ is introduced to calculate the likelihood. It follows a multinomial distribution with probabilities $\gamma$, which are determined by parameters $\boldsymbol{\pi}$ and $\boldsymbol{F}$. Further, when no variables are included in the attribution model, $\boldsymbol{F}$ are assumed to be Dirichlet distributed with fixed parameters $\boldsymbol{\alpha}^{F}$. If variables $C$ are considered, a normal prior with a fixed mean and variance is assumed for the regression parameters $\boldsymbol{\beta}$ included in the linear model on the logit scale.

The models look well-structured within a Bayesian paradigm in the DAG, however, the investigation of the increased source data shown in the previous section suggests that the assumption of equal $\boldsymbol{\pi}$ is flawed. Possible reasons can be that there might exist sample errors induced by the models, and that types are not as similar as expected. When data were described in Chapter 2.2 , it showed that only 145 out of 377 STs are found in human cases. This means that the models, in which the types are assumed to be similar, are likely inappropriate. Additionally, each genotype seems not equally likely to infect humans and cause disease severe enough for the subject to seek medical attention. C. jejuni are ubiquitous. They are not only capable of colonising a wide range of hosts, but also can adapt to various hosts (Fitzgerald et al., 2001). It is also likely that some types are better at surviving in different food matrices and some may
be more virulent to humans. Table 4.1 summarises some STs from the data. It shows that genotypes often observed in human cases may be more common on some sources, and some genotypes could be common in certain sources but never identified in humans (e.g. ST-2381). Thus, the current model is mis-specified.

Consequently, the implausible assumption motivates a need for a modified model, in which the probability of typing genotypes from sources and humans are assumed to be different. Campylobacter is constantly evolving, the genetic changes lead to some genotypes being related to others closely or distantly (Fearnhead et al., 2005; Wilson et al., 2009). This highlights the importance of considering the molecularbased information when modelling source attribution. In other words, we will be in a position to use evolutionary models to describe the probability of typing genotypes from sources, and these modified models will be proposed and described in the next chapter.

## Chapter 5

## Approximate Bayesian models

The developed models in the previous chapter were inadequate due to the assumption of equal probability of genotypes observed between human and source isolates. In order for the problem of model mis-specification to be solved, reliance on the flawed assumption should be removed. Here the problem is addressed by introducing an approximate Bayesian model, which allows the probabilities $\boldsymbol{\pi}$ to differ between sources and humans.

To prevent the human data from directly influencing estimation of the probabilities $\boldsymbol{\pi}$ for sources, prior knowledge about the sampling distribution of types observed on sources is introduced. It can express the assumption that the proportion of genotypes typed on source isolates is not directly related to that on humans, but is affected by the underlying genetic evolution in the pathogen. Introducing such a complex genetic model in the model framework opens up the possibility of using a representation of genetic evolution to help model $\boldsymbol{\pi}$ for sources. Nonetheless, it brings a key question, whether more complex genetic models yield superior attribution results or whether a significantly simpler model may suffice, yet few publications in the literature have addressed this point. This becomes more important as model complexity extends to include epidemiological variables. Therefore, it is motivated to develop a simple model to estimate the prior of $\boldsymbol{\pi}$. This allows us to compare it against the genetic model, and the impact of considered evolutionary processes between isolates on the final attribution can then be investigated.

This chapter contains five sections. Section 5.1 defines the new models. It depicts the sampling distribution of genotypes derived from models with or without microbial genetic information in order to find the probability of genotypes arising from sources. Section 5.2 presents the procedure of model fitting with the consideration of the rurality effect, and outlines the steps of applied MCMC algorithms. Then, results are displayed in Section 5.3 including the posterior attribution probability for each source, the investigation between the genetic and simpler models, and the convergence of MCMC chains. Evaluation about model robustness is also demonstrated and presented in Section 5.4,
while discussions about the proposed models and findings are made in Section 5.5.

### 5.1 Model description

The goal of attribution models is to estimate the probability that the observed human cases arise from each putative source. Given the genotyping information, the first step of estimation is the sampling distribution of genotypes for each source and then the appropriate combinations of those genotype distributions that most likely give rise to the set of genotypes observed among human cases. Specifying the sampling distribution of genotypes found on sources is fundamental for the purpose of not only exploring how it affects the source attribution probability, but also investigating the disparity in attribution effect made between models with different types of variables.

### 5.1.1 Model with microbial genetic information

To start with, prior knowledge of the probabilities $\boldsymbol{\pi}$ is approximated by models with or without microbial genetic information. The genetic model used here is the linked evolutionary model (3.10) in the Wilson model introduced in Chapter 3.4. The term 'asymmetric Island model' is designated in order to distinguish it from the Wilson model. Originally, the model was adopted in the source attribution study for human campylobacteriosis (Marshall et al., 2016) using the allelic profile information for each genotype in order to estimate mutation and recombination probabilities within, and migration probabilities between, each source 'island'.

In this chapter, this genetic model also incorporates evolutionary processes between isolates so that the sampling distribution of genotypes among each putative source is built. This may range from using the proportion of each observed type (Hald et al., 2004) on each source through to approximating genetic distances to infer evolutionary processes within and between each source isolate. The model can estimate the likelihood of observing a genotype on a source when it has not been previously observed. Thus, the probabilities $\boldsymbol{\pi}$ are estimated indirectly, by first estimating the evolutionary parameters, and then deriving the sampling distributions.

An R package, islandR, has been already developed according to the asymmetric Island model. The estimation of sampling distributions is thus obtained through the use of this package. Further information is available from the repository on GitHub (Marshall, 2019).

### 5.1.2 Model without microbial genetic information

For the reader's convenience, the notation used here follows that introduced in the previous chapter. For all isolates in the data, $H$ isolates belong to humans, while the
remaining $N$ isolates are categorised in $J$ groups as the major sources attributed to the infection. There are $I$ genotypes representing the total number of unique types detected from all isolates, and the marginal frequency of types $n_{j}$ found in source $j$ is subject to $\sum_{j}^{J} n_{j}=N$, where $j=1, \ldots, J$. Typically, I, the number of detected types is smaller than the sample size of isolates as multiple isolates will be of the same type.

To discover the effect of incorporating genetic information at the allelic profile level as used in the asymmetric Island model, a simple model is developed for the genotype sampling distribution. With the assumption that the observed distribution of genotypes is representative of the true distribution, a multinomial distribution defined in Equation (4.1) is again used to model observed genotypes $\boldsymbol{X}$ arising from source $j$. The prior of the probabilities $\boldsymbol{\pi}_{j}$ is hence modelled using a Dirichlet distribution with parameters $\boldsymbol{\alpha}_{j}^{p}$ due to the conjugate pair for the multinomial model. Thus, similar to the posterior for $\boldsymbol{\pi}_{j}$ in Equation (4.5), but without the introduced latent variable $\boldsymbol{Z}$, it takes the same form which is expressed as,

$$
\begin{equation*}
p\left(\boldsymbol{\pi}_{j} \mid \boldsymbol{x}_{j}\right) \propto \prod_{i=1}^{I} \pi_{i j}^{\alpha_{i j}^{p}+x_{i j}-1}, \quad \alpha_{i j}^{p}>0 \tag{5.1}
\end{equation*}
$$

To express the belief that every isolate is equally likely a priori, $\boldsymbol{\alpha}_{j}^{p}$ are again assumed to be $\mathbf{1}$. Therefore, the sampling distribution of genotypes can be approximated through the simulation of the posterior $\operatorname{Dir}(\boldsymbol{x}+\mathbf{1})$, which is the so-called simpler model (or the Dirichlet model) as it is relatively simple for estimation compared to the asymmetric Island model.

### 5.1.3 Likelihood of observing genotypes on humans

Each type $i, i=1, \ldots, I$, may be found in more than one human case and the rurality variable is also considered in the modelling. The likelihood of observing genotypes in human cases is modelled with respect to individuals using a multinomial distribution as defined in Equation (4.8). That is,

$$
\begin{aligned}
L(\boldsymbol{Y} ; \boldsymbol{\pi}, \boldsymbol{F}) & \propto \prod_{h=1}^{H} \sum_{j=1}^{J} p\left(\mathrm{ST}_{i[h]} \mid \text { source }_{j}\right) p\left(\text { source }_{j} \mid \text { variable }_{h}\right) \\
& =\prod_{h=1}^{H} \sum_{j=1}^{J} \pi_{i[h] j} F_{h j}
\end{aligned}
$$

Given that the sampling distributions $p\left(\mathrm{ST}_{i[h]} \mid\right.$ source $\left._{j}\right)$ are known through the approximation methods described before, each sample of $p\left(\right.$ source $_{j} \mid$ variable $\left._{h}\right)$ may be estimated by optimising the above likelihood, for example, using a Metropolis-Hastings algorithm within a Bayesian context, with suitable priors on $p\left(\right.$ source $_{j} \mid$ variable $\left._{h}\right)$.

This has the effect of integrating over the uncertainty in $F_{h j}$ while estimating it. Thus, the MCMC is run as a sub-chain for each sample from the sampling distribution of genotypes.

### 5.2 Model fitting and MCMC inference

In a change to the models proposed in the previous chapter, the source and human likelihoods are not multiplied together in order to prevent the human data from impacting on the probabilities $\boldsymbol{\pi}$ for sources. Figure 5.1 shows the model structure. In comparison with the models proposed in Chapter 4, the latent variable $\boldsymbol{Z}$ is removed. The probabilities $\boldsymbol{\pi}$ are estimated by the asymmetric Island or Dirichlet model, and are involved in the human likelihood function. Unlike the previous chapter, the posterior attribution probabilities are not sampled based on the joint likelihood for the source and human data, but optimised through the human likelihood. Hence, the models are no longer 'full Bayesian' but 'approximate Bayesian', and so the MCMC algorithm also differs from that applied before.


Figure 5.1: The new model framework uses the asymmetric Island model with consideration of genetic evolution, or the Dirichlet model without consideration of genetic evolution, to estimate the probabilities $\boldsymbol{\pi}$ before the inference about human attribution.

### 5.2.1 Attribution model with a variable

To extend the analysis so as to include the variables at an individual level, it is required to calculate subject-specific attribution conditional probabilities, $p$ (source $j \mid$ variable $_{h}$ ). Similar to the definition in Equation (4.6), given $H=1804$ and $J=4$, the attribution probability $F_{h j}$ for the $h^{\text {th }}$ human case attributed to source $j$ is specified as,

$$
\begin{equation*}
F_{h j}=\frac{\exp \left(f_{h j}\right)}{1+\sum_{l=1}^{3} \exp \left(f_{h l}\right)}, \tag{5.2}
\end{equation*}
$$

with constraints $\sum_{j=1}^{4} F_{h j}=1$ and $0 \leq F_{h j} \leq 1$. The probability is again estimated using a linear combination on the logit scale, where $f_{h 4}=0$ is treated as the source baseline of $f_{h j}$.

Similar to the model (4.9), when taking the rurality variable $c$ into account, the model of $f_{h j}$ becomes,

$$
\begin{equation*}
f_{h j}=\beta_{0 j}+\beta_{1 j} c_{h}, \quad j=1,2,3 \tag{5.3}
\end{equation*}
$$

There are two ways to treat the variable $c$ : one is to treat as numeric, and the other as categorical. If $c$ is numeric, $f_{h j}$ is exactly defined as the above model, in which $c_{h}$ is the numeric rurality level of case $h$ ranged from -3 to 3 . Conversely, when $c$ is categorical with seven levels of rurality scale, each of the degrees is regarded as an indicator with a superscript number $d, d=1, \ldots, 7$, which corresponds with the position of the category. Thus, $f_{h j}$ can be rewritten as,

$$
\begin{equation*}
f_{h j}=\beta_{1 j} c_{1 h}+\beta_{2 j} c_{2 h}+\ldots+\beta_{d j} c_{d h}+\ldots+\beta_{7 j} c_{7 h}, \tag{5.4}
\end{equation*}
$$

where

$$
c_{d h}= \begin{cases}1 & \text { if case } h \text { is in the category } d, \\ 0 & \text { otherwise } .\end{cases}
$$

To differentiate the performance between the two types of variable, 'the linear model' and 'the categorical model' are encoded and linked to these two fitted models separately.

### 5.2.2 The Metropolis-Hastings algorithm

The MCMC method applied in this chapter is an Metropolis-Hastings algorithm with the steps outlined in Algorithm 3.

To begin with, the design matrix $\boldsymbol{C}$ is determined to be $1804 \times 2$ given only one variable (rurality) is considered in the attribution model. Initial values for the regression

```
Algorithm 3 Metropolis-Hastings sampling
    Define the design matrix \(\boldsymbol{C}_{1804 \times 2}\)
    Draw initial values for regression parameters \(\boldsymbol{\beta}^{(0)} \sim \mathrm{N}(0,1)\)
    Calculate \(\boldsymbol{f}^{(0)}=\boldsymbol{C} \boldsymbol{\beta}^{(0)}\) either through the linear model (5.3) or the categorical
    model (5.4)
    Compute \(F_{h j}^{(0)}\) for human case \(h\) and source \(j\) through Equation (5.2) given \(f_{h j}^{(0)}\)
    Simulate \(S\) times the sampling distribution of genotypes \(\boldsymbol{\pi}_{j}\) for source \(j, j=1, \ldots, 4\)
    referring the example of how to use the islandR package \(\triangleright\) If use the asymmetric
    Island model
    or, draw \(S\) samples of \(\boldsymbol{\pi}_{j} \sim \operatorname{Dir}\left(\boldsymbol{X}+\boldsymbol{\alpha}^{p}\right)\) for source \(j\), given \(\alpha_{i}^{p}=1, i=1, \ldots, 377\)
    \(\triangleright\) If use the Dirichlet model
    for simulation \(s=1, \ldots, S\) of \(\boldsymbol{\pi}^{(s)}\) do
        for iteration \(m=0, \ldots, M-1\) do
            Sample \(t\) from the permutation \(P_{T}\) of \(\{1, \ldots, T\}\)
            Propose a vector of parameters \(\boldsymbol{\beta}^{*}\) with an element \(\beta_{(t)}^{*} \sim Q\left(\beta_{(t)}^{*} \mid \beta_{(t)}^{(m)}\right)\)
            Generate \(u \sim U(0,1)\)
            Calculate \(\mathcal{A}\left(\beta_{(t)}^{(m)}, \beta_{(t)}^{*}\right)=\min \{1, \psi\}\), where
                    \(\psi=\frac{L\left(\boldsymbol{Y} ; \boldsymbol{\pi}, F\left(\boldsymbol{\beta}^{*}\right)\right)}{L\left(\boldsymbol{Y} ; \boldsymbol{\pi}, F\left(\boldsymbol{\beta}^{(m)}\right)\right)} \frac{\pi\left(\beta_{(t)}^{*}\right)}{\pi\left(\beta_{(t)}^{(m)}\right)}\)
            if \(u<\mathcal{A}\) then
            \(\beta_{(t)}^{(m)} \leftarrow \beta_{(t)}^{*}\), implying \(\boldsymbol{F}^{(m)} \leftarrow \boldsymbol{F}^{*}\)
            else
            \(\beta_{(t)}^{(m)} \leftarrow \beta_{(t)}^{(m-1)}\), implying \(\boldsymbol{F}^{(m)} \leftarrow \boldsymbol{F}^{(m-1)}\)
            end if
        end for
    end for
```

parameters $\boldsymbol{\beta}^{(0)}$ are then sampled from a standard normal distribution. Note that the dimension of $\boldsymbol{\beta}$ varies upon the type of rurality variable. If it is numeric, $\boldsymbol{\beta}$ is a 2 by 3 matrix comprised of $\left\{\beta_{01}, \beta_{02}, \ldots, \beta_{13}\right\}$. In contrast, it becomes a $7 \times 3$ matrix with values $\left\{\beta_{11}, \beta_{12}, \ldots, \beta_{77}\right\}$ when the variable is categorical. Next, $\boldsymbol{f}^{(0)}$ are calculated, given $\boldsymbol{\beta}^{(0)}$ via Equation (5.3) or Equation (5.4), depending on the type of rurality, and so the associated $\boldsymbol{F}^{(0)}$ are computed through Equation (5.2). After simulating $S=100$ genotype distributions using either the asymmetric Island or Dirichlet model, an MCMC chain is run for each sample of $\boldsymbol{\pi}$, and each chain is generated after running the MCMC sampler $M$ times. An example of using the asymmetric Island model for the simulation of genotype distributions has displayed on the GitHub repository of the islandR package (Marshall, 2019). For the Dirichlet model, the initial sampling distributions are simply simulated through $\operatorname{Dir}(\boldsymbol{X}+\mathbf{1})$ for each source.


Figure 5.2: The percentage of human cases with $80 \%$ credible intervals for poultry, ruminants, water and other sources over the rurality scales. The attribution is generated from both the linear and the categorical models, with the underlying estimated sampling distribution of genotypes with evolutionary information (the asymmetric Island model) or without any genetic information (the Dirichlet model).

In each iteration $m, m=0, \ldots, M-1$, each element of $\boldsymbol{\beta}=\left\{\beta_{(t)}\right\}_{t=1}^{T}$ is updated at a time. An element $\beta_{(t)}^{*}$ is sampled from a proposal distribution $Q$, which is again, a normal density with $\left(\mu_{\beta}, \sigma_{\beta}\right)=\left(\beta_{(t)}, 1\right)$. To decide if the move of $\beta_{(t)}$ (from the current value to the proposed one) is accepted, a random sample $u$ is drawn from $\mathrm{U}(0,1)$ for evaluation. If the acceptance probability $\mathcal{A}\left(\beta_{(t)}^{(m)}, \beta_{(t)}^{*}\right)=\min \{1, \psi\}$ is smaller than $u$, the proposal is accepted and used to the next state of the chain. The value of $\psi$ results from the product of likelihood and prior ratios (the proposal ratio equals to 1 , and so it is cancelled out). Similar to the calculation before, $\psi$ is on the logarithm scale in the programming. Hence, the log-prior ratio is similar to what has been displayed previously, which is of the form,

$$
\log \frac{\pi\left(\beta_{(t)}^{*}\right)}{\pi\left(\beta_{(t)}^{(m)}\right)}=\frac{\beta_{(t)^{(m)}}^{(m)}-\beta_{(t)}^{*}{ }^{2}}{2}
$$

| Fitted models | Genotype models |  |
| :--- | :---: | ---: |
|  | Dirichlet | Island |
| Linear | $13,464.4$ | $14,491.3$ |
| Categorical | $13,471.1$ | $14,499.7$ |

Table 5.1: The DIC values for the linear and categorical model applied to the data from 2005 to 2016, given the sampling distribution of genotypes is derived from either the asymmetric Island or Dirichlet model.
and the log-likelihood ratio turns out to be,

$$
\log \frac{L\left(\boldsymbol{Y} ; \boldsymbol{\pi}, F\left(\boldsymbol{\beta}^{*}\right)\right)}{L\left(\boldsymbol{Y} ; \boldsymbol{\pi}, F\left(\boldsymbol{\beta}^{(m)}\right)\right)}=\sum_{h=1}^{1804}\left(\log \sum_{j=1}^{4} \pi_{i[h] j} F_{h j}^{*}-\log \sum_{j=1}^{4} \pi_{i[h] j} F_{h j}^{(m)}\right)
$$

where $F_{h j}$ is derived from Equation (5.2) given $f_{h j}(\boldsymbol{\beta})$ is defined as a linear model (5.3) or a categorical model (5.4). Finally, the sampler keeps updating each $t$ of the permutation $P_{T}$ until $M$ iterations are reached.

### 5.3 Results

### 5.3.1 Posterior attribution probability

The final attribution of human cases of campylobacteriosis $(\boldsymbol{F})$ with $80 \%$ credible intervals for each source is displayed in Figure 5.2, given the rurality effect is considered. The graphs are categorised by the types of model (asymmetric Island or Dirichlet) estimating the sampling distribution of genotypes on sources and the manner in which the rurality variable is modelled (categorical or linear on the logit scale).

Overall, the attribution pattern is similar to what has been observed in the previous chapter. The results are relatively stable irrespective of the types of model or how rurality is represented in the attribution model. The majority of human cases are attributed to ruminants and poultry, with more cases attributed to ruminants in rural areas and more cases attributed to poultry in urban areas. For the Dirichlet and asymmetric Island models, the linear and categorical models of rurality show broadly the same trend, suggesting that the additional flexibility given by the categorical model is not required, and that the shift in attribution as the level of rurality changes is adequately modelled by a linear trend on the logit scale. The linear model has the advantage of tighter credible intervals as it can share data across the seven levels of rurality, resulting in a clearer separation of ruminant and poultry attribution, particularly in highly rural areas where the data are sparse.


Figure 5.3: Posterior probability for each source for four sequence types from the asymmetric Island and Dirichlet models, assuming that each source is a priori equally likely.

There are some small differences between the genotype models, with the Dirichlet model showing a greater attribution to poultry (ranging from $40 \%$ in highly rural areas to $75 \%$ in main urban centres) than the asymmetric Island model (ranging from $30 \%$ in rural areas to $65 \%$ in urban centres). This also occurs similarly in the categorical model. Interestingly, the asymmetric Island model attributes approximately $7 \%$ of human cases across all rurality levels to sources other than poultry, ruminants and water, and gives a small attribution to water in highly rural areas, whilst the Dirichlet model indicates that both these sources are unimportant.

### 5.3.2 Model selection

For model comparison, the DIC were calculated with the outcome displayed in Table 5.1 after using Equation (3.7) based on the likelihood (4.8), given $\boldsymbol{F}$ are estimated by posterior samples of $\boldsymbol{\beta}$. Overall, there is a clear signal that a linear representation of rurality (on the logit scale) is adequate due to relatively small values compared to the categorical model. Note that the asymmetric Island and Dirichlet models are not directly comparable by the DIC as the likelihoods are on different scales. That is, for each source the Dirichlet model assumes all potential sequence types have been observed


Figure 5.4: The trace plot (left panel) and the density plot (right panel) for the slope of rurality in the linear model, given the sampling distribution of genotypes is estimated by the asymmetric Island model. Each row corresponds to the parameter with the number 1, 2 and 3 representing the source, other, poultry and ruminants respectively.
so that $\sum_{i=1}^{377} \pi_{i j}=1$, whereas the asymmetric Island model allows for unobserved sequence types so that $\sum_{i=1}^{377} \pi_{i j}<1$.

### 5.3.3 Comparison of genotype models

The small differences in attribution observed between the asymmetric Island and Dirichlet models may be due to the additional genetic information available to the first model. To investigate this, it is of interest to know the probability $p\left(\right.$ source $\left._{j} \mid \mathrm{ST}_{i}\right)$ that source $j$ is of type $i$, assuming a priori that each source was equally likely. As described before, $\pi_{j}$ for source $j$ are estimated after simulating the sampling distribution of genotypes using the asymmetric Island or Dirichlet model. This time, $\boldsymbol{\pi}$ are generated 10,000 times. For each iteration, the conditional probability $p\left(\right.$ source $\left._{j} \mid \mathrm{ST}_{i}\right)$ was calculated through $\frac{\pi_{i j}}{\sum_{j=1}^{j} \pi_{i j}}$ such that the summation across sources gives 1 for each type.

The conditional probabilities given a selection of four genotypes are illustrated in Figure 5.3. Genotypes ST-403 and ST-2343 are observed primarily in humans (7 and 6 cases, respectively). Each of them is only observed once either in ruminants or poultry so that the Dirichlet model has little information available to distinguish between


Figure 5.5: The trace plot (left panel) and the density plot (right panel) for the slope of rurality in the linear model, given the genotype distribution is estimated by the Dirichlet model. Each row corresponds to the parameter with the number 1, 2 and 3 representing the source, other, poultry and ruminants, respectively.
sources. The asymmetric Island model, however, can exploit the genetic relationship between genotypes and hence gives narrower probability distributions than the Dirichlet model. As shown in Table 2.1, ST-403 differs at just one locus from ST-2026, which is a type observed frequently in human cases and ruminant isolates. Whereas, ST-2343 differs at two loci from ST-474, observed commonly in human cases and poultry isolates. Thus, the asymmetric Island model can clearly assign ST-403 to ruminants and ST-2343 to poultry, whilst the Dirichlet model cannot distinguish between sources. In contrast, both models provide similar probabilities for ST-2026 and ST-474, which are both observed frequently.

### 5.3.4 Convergence diagnostics

The convergence assessment in this section will only focus on the linear model on the logit scale since it is suggested to be more adequate than the categorical model as pointed out in Table 5.1.

Figure 5.4 shows the trace and density plots for the slope of rurality in the linear model, given the genetic evolution between isolates is considered. It suggests that the


Figure 5.6: The autocorrelation of samples from the first chain for the regression parameters included in the linear model, given the genotype model is the asymmetric Island model. Each graph corresponds to the number 1, 2 and 3 representing the source, other, poultry and ruminants respectively.
sampler explores the parameter space quite efficiently. The variation of moves for each source between two chains (one in black, the other in red) in the trace plot is about constant and centred at the average line. This is also confirmed by the density plot that each posterior distribution is adequately normal distributed. On the other hand, Figure 5.5 presents the trace and density plots based on the model without genotypic information. It has comparable results as the asymmetrc Island model in that the two chains for each source mix well, especially for other sources. The first few samples with higher values in the second chain might require a little more burn-in, however, the variability of moves is approximately constant. It indicates that the sampler may converge faster as the dependence decays in successive iterations.

Further, autocorrelation between samples for these two genotype models are displayed in Figures 5.6, and 5.7. The autocorrelation in these two figures is bound to drop off as the lag increases, suggesting that samples could be considered to be independent in the chain.


Figure 5.7: The autocorrelation of samples from the first chain for the regression parameters considered in the linear model, given the genotype model is the Dirichlet model. Each graph corresponds to the number 1, 2 and 3 specifying the source, other, poultry and ruminants respectively.

### 5.4 Sensitivity analysis

To ensure that the final inference about source attribution is robust to any changed settings, there are three aspects for examination: data with two different time periods, choices of prior distribution for the regression parameters included in the attribution model, and scales of the Dirichlet prior parameters $\boldsymbol{\alpha}^{p}$.

As mentioned in Chapter 2.2, a major public health initiative in 2007 led to a significant reduction in the number of cases of campylobacteriosis in New Zealand. In order to examine the effects of this change on the attribution probabilities, the analysis is repeated by including an interaction, with two time periods, 2005-2007 and 20082016. The general trend in attribution with the effect of rurality for each of the time periods is presented in Figure 5.8, given the linear trend is on the logit scale. There is a clear difference, with a significantly lower attribution to poultry (and correspondingly higher attribution to ruminants) in all but the most rural of areas, being strongest in highly urban areas. Thus, although the intervention did not eliminate infection arising from poultry (Muellner et al., 2011), the reduction highlights a significant improvement


Figure 5.8: Posterior attribution ( $\boldsymbol{F}$ ) of human cases during 2005-2007 and 2008-2016 with $80 \%$ credible intervals for poultry, ruminants, water, and other sources over the rurality scales. The attribution is generated using the linear model, given the genotype distribution is estimated with evolutionary information (the asymmetric Island model) or without any genetic information (the Dirichlet model).
in contribution of poultry to disease, particularly in urban areas where most cases were located.

As with any Bayesian analysis, it is of interest to examine the sensitivity of the results to the choice of prior distributions. Originally, standard normal priors for regression coefficients on the logit scale were used. This time, the variation of normal priors changes from $\sigma^{2}=1$ to $\sigma^{2}=64$; the resulting posterior mean of $\boldsymbol{f}$ and the associated attribution $\boldsymbol{F}$ are displayed in Figure 5.9. It suggests that $\boldsymbol{f}$ and the corresponding attribution probabilities $\boldsymbol{F}$ do not significantly change, even though $\boldsymbol{f}_{\text {other }}$ marginally drifts, with wider credible interval when the variation of normal prior becomes larger. This is largely because the attribution is dominated by poultry and ruminant sources, with the water source in particular being close to zero. Thus, for the asymmetric Island and Dirichlet models, $\boldsymbol{f}_{\text {poultry }}$ and $\boldsymbol{f}_{\text {ruminants }}$ remain positive, while $\boldsymbol{f}_{\text {other }}$ is also positive for the first model, but being negative in the latter model. However, the magnitude of these can increase without making much difference to their corresponding $\boldsymbol{F}$ 's. The prior on $\boldsymbol{f}$ thus tends to restrict this ill-behaviour rather than acting as a


Figure 5.9: The posterior mean of $\boldsymbol{f}$ and the associated attribution $\boldsymbol{F}$ with $80 \%$ credible interval for each source across each level of rurality, given the variation of normal priors of $\boldsymbol{\beta}$ is (a) $\sigma^{2}=1$, or (b) $\sigma^{2}=64$.


Figure 5.10: Posterior probability for each source for four sequence types after changing the scale of prior $\boldsymbol{\alpha}^{p}$ considered in the Dirichlet model from $\mathbf{1}$ to $\mathbf{5 0}$.
strong constraint on the attribution probabilities.
Moreover, the priors $\boldsymbol{\alpha}^{p}$ in the Dirichlet model (5.1) also makes little difference if it keeps small as it most strongly effects genotypes that are rare, which do not contribute significantly to the overall attribution. The prior can be thought of as data augmentation such that $\boldsymbol{\alpha}^{p}=\mathbf{1}$ is equivalent to adding a single observation of each genotype to source $j$. Thus, large values of $\boldsymbol{\alpha}^{p}$ will cause the genotype distributions across sources to look more similar, which is confirmed by Figure 5.10. The sampler has been re-run with $\boldsymbol{\alpha}^{p}=\mathbf{5 0}$, resulting in equal attribution to each source, particularly for those genotypes being rarely observed (ST-403 and ST-2343). For genotypes ST2026 and ST-474 that are commonly found in ruminants and poultry, respectively, the distribution from the Dirichlet model moves slightly towards the asymmetric Island model due to greater observations on such sources.

### 5.5 Discussion

Models that determine the source of human infection, particularly for zoonotic pathogens that originate in animal populations, are of considerable value to public health policy
makers. However, such models may be complex, particularly when utilising evolutionary models. An outstanding question is whether such complexity is required, or whether a simpler model may work as effectively. Here a model with a focus on genotype frequency, which is less complex than evolutionary models, is developed to estimate the attribution probability for each source of Campylobacter infection. This model differs from the asymmetric Island model, in that it does not model evolution, opting instead to infer the sampling distribution of genotypes directly from the observed count data.

The results show that the Dirichlet and the asymmetric Island models give largely similar final attribution probabilities, with both models demonstrating a clear effect of rurality on attribution: cases in rural areas are more likely to have originated from ruminants, while those in main urban centres are more likely to be of poultry origin. As most people ( $>80 \%$, refer Table 2.3) in the Manawatu region live in urban centres, this highlights the importance of poultry as a reservoir for campylobacteriosis, which is well established in the literature (Mullner et al., 2009b, 2010; Levesque et al., 2013; Marshall et al., 2016).

When running models allowing attribution probabilities to differ before and after the intervention in the poultry industry in 2007, a clear difference was observed, with much lower poultry (and higher ruminant) attribution, particularly in main urban centres after the intervention during 2008-2016. Considering that most people in the Manawatu region live in urban areas, and that case rates in urban areas decreased from 2008 onwards, it is clear that this intervention coincided with a dramatic reduction in poultry attributed illness as reported elsewhere (Sears et al., 2011). Given that campylobacteriosis cases in rural areas are mostly attributed to ruminant sources, and that case rates in these areas have been relatively higher than those in urban centres since 2008 (see Figure 2.2), there is a clear need for public health interventions to focus in this area.

While the overall attribution was consistent between the Dirichlet and asymmetric Island models, it would be expected that the conditional probabilities for a given genotype might differ markedly. For those genotypes observed infrequently (or not at all) among the sources, the Dirichlet model has little information, while the asymmetric Island model can exploit information from cases with similar (but not identical) genetic profiles. In the case of MLST data with just 7 loci, the majority of human cases and source isolates come from a relatively small number of sequence types which are observed often. Thus the Dirichlet model performs well, as it has sufficient observations to estimate the genotype distribution well where the bulk of the data lie. It is only those genotypes that are rarely observed where it performs poorly, but as they are rarely observed, they do not contribute significantly to the overall attribution. In other circumstances, such as where we have many more than 7 loci, we would expect to
have many more rare genotypes, so that the Dirichlet model might provide little useful information. At the extreme example of whole genome MLST (wgMLST) where each isolate would typically be unique, it would provide essentially no information at all. In such circumstances, however, the asymmetric Island model would be expected to still perform well, assuming that information could still be transferred between similar genotypes.

The Dirichlet model is less complex than the asymmetric Island model that utilises the prevalence of genotypes in sources to derive the sampling distribution of genotypes. It is similar to the HaldDP model introduced in Chapter 3.4, that jointly models the source and human cases, accounting for uncertainty in the sampling process. However, this model is an extension of the Hald and modified Hald models, which model human cases using a Poisson rather than a multinomial distribution, and instead of estimating the proportion of cases attributed to each source directly, model source effects as well as genotype effects (Miller et al., 2017; Mughini-Gras et al., 2018).

In the models developed so far water is assumed to be a source of human campylobacteriosis infection, but water differs from the other food and environmental sources in that it is not an amplifying reservoir for Campylobacter (Wagenaar et al., 2013). In contrast, genotypes found in water might be expected to originate in the other sources present here, particularly ruminants and wild birds, but also potentially from humans as well via discharge of unprocessed human waste. Hence, water acts as a transmission pathway from sources to humans, being both an end point (reduced water quality from faecal contamination) and a source (human consumption of water, either recreationally or through untreated water supplies). Despite the fact that there is presently little evidence that water is an important source for campylobacteriosis from the current models, it is of importance to expand the role of water in the source attribution models, which will be discussed in the next chapter.

## Chapter 6

## The role of water in the transmission process

The consumption of water, either recreationally or through poor-quality water supplies, has been considered as one of potential sources of Campylobacter infection in humans both sporadic cases and outbreaks (Mcbride, 2012). The pathogen can spread through water, which can be contaminated with faeces, or from streams and rivers near where animals graze. Campylobacter outbreaks caused by water contamination have been consistently reported all over the world, from one in Vermont, the United States in 1978 to a recent one in Havelock North, New Zealand in 2016 (CDC, 1978; DIA, 2017). The first caused $20 \%$ of residents to become ill, while the latter was estimated to impact approximately $40 \%$ of residents and contributed to three deaths. A recent investigation of the latter outbreak reveals that faeces from sheep were the most likely pathway contaminating water supplies and that heavy rainfall is believed to be the environmental factor resulting in the occurrence of the outbreak (Gilpin et al., 2020).

Despite the results in the previous chapters suggesting no more than $5 \%$ of sporadic cases attributable to environmental water, the magnitude of a waterborne outbreak can be enormous. This brings us to a key question: what role does water play in the transmission? Water as a source, being a mixing vessel receiving strains from sources such as wildlife and water birds (e.g. ducks), is not an amplifying reservoir for the pathogen (Mullner et al., 2009a,b; Mughini Gras et al., 2012; Mughini-Gras et al., 2016; Shrestha et al., 2019). It also acts as a proxy for sources other than four source categories used in this research, i.e. poultry, ruminants and other sources such as family pets. In this regard, the inclusion of water in the modelling is advisable, especially if the sampling of the other sources is suboptimal, as it allows for an estimate of the likely contribution of these unknown sources beyond the ones included in the data.

Therefore, the aim of this chapter is to extend the role of water in the modelling. A new method of treating water as a medium will be proposed based on the model


Figure 6.1: The framework is similar to that described in the previous chapters, but it introduces a method of modelling water attribution coloured in red, in which the probability $p$ for water data is related to the probability $\pi$ for source data. After $p$ is estimated, it provides water information together with source information to the probability $\hat{\pi}$ for inference about human attribution.
framework built in the previous chapter. In previous analyses, samples from water birds were originally categorised in the group of other sources in the data. To better understand the role that water birds play in water contamination, and hence human infection, they will be separated from the category of other sources and regarded as an additional source group in the analysis.

In this chapter, the newly developed models will be depicted in Section 6.1. The general idea of modelling here is similar to before. Nonetheless, this time, data for sources other than water will be modelled to attribute the contamination of water. Then, the findings from the water data will be considered together in the modelling for human attribution. Section 6.2 describes how to fit data to estimate water and human attribution along with applied MCMC methods. Results and convergence diagnostics are presented in Sections 6.3 and 6.4, followed by discussions in the last section.

### 6.1 Modelling for water and human attribution

The framework of modelling is illustrated in Figure 6.1. The flow chart on the left side explains the general idea of the framework. It starts from a model assumption about the probability of observing genotypes on samples from sources $\boldsymbol{X}$ (excluding water),
water $\boldsymbol{W}$ and human cases $\boldsymbol{Y}$. As it is a Bayesian approach, prior assumptions are assigned to the parameters used in the models with constant hyperparameters.

To distinguish source attribution from water, data collected from water samples $\boldsymbol{W}$, which is a vector of the ST counts found in water, are separated from the source data. Similar to the models proposed before, a multinomial probability distribution is retained to describe each data set. First, modelling for source data $\boldsymbol{X}$ other than water is unchanged, but the number of source categories reduces to $J-1$. The sampling distribution of genotypes $\boldsymbol{\pi}$ for sources is still estimated by either the asymmetric Island or Dirichlet model (see Chapter 5.1). However, the focus of final attribution is changed from humans to water, i.e. the methods developed from the previous chapter are applied with water data $\boldsymbol{W}$ to replace human ones. Next, $\boldsymbol{W}$ are assumed multinomial distributed with the probability $p_{i}$ of observing sequence type $i$ from water samples, where $i=1, \ldots, I$, given $I$ unique genotypes typed from all isolates. The parameters $\boldsymbol{p}$ are also determined by the probabilities $\boldsymbol{\pi}$ and $\boldsymbol{G}$, where $\boldsymbol{G}=\left\{G_{j}\right\}_{j=1}^{J-1}$ specifies the probability of water observations falling in the source category $j, j=1, \ldots, J-1$, through log-odds $g_{j}$, whose prior is assumed to follow a normal distribution. Lastly, the probability $\hat{\boldsymbol{\pi}}$ of observing genotypes on human isolates is not only estimated by a linear model $\boldsymbol{F}$ on the logit scale as before, but also by integrating the information from sources and water.

To start with, the likelihood of observing water data is equivalent to the one defined for the source data in Equation (4.1) with different notations. Let $w_{i}$ denote the number of genotype $i$ typed from water samples $n_{w}$ and denoted by $p_{i}$, which is the probability that any given water sample is of sequence type $i$. The likelihood for water data is hence of the form,

$$
L(\boldsymbol{W} ; \boldsymbol{p}) \propto \prod_{i=1}^{I} p_{i}^{w_{i}}, \quad w_{i} \in\left\{0,1, \cdots, n_{w}\right\}, \quad 0<p_{i}<1
$$

For convenient notations of the category of sources and water, the last category of $J$ sources is assumed to be water, then the probability $p_{i}$ for water data is determined by,

$$
\begin{equation*}
p_{i}=\sum_{j=1}^{J-1} \pi_{i j} G_{j}, \tag{6.1}
\end{equation*}
$$

where $\pi_{i j}$ is the probability of genotype $i$ typed from source $j$, which has been specified in Chapter 5 estimated by the asymmetric Island or Dirichelt model, and $G_{j}$ is defined as,

$$
\begin{equation*}
G_{j}=\frac{\exp \left(g_{j}\right)}{\sum_{l=1}^{J-1} \exp \left(g_{l}\right)}, \quad j=1, \ldots, J-1, \tag{6.2}
\end{equation*}
$$

in which the log-odds $g_{j}$ represents the probability that a water sample is attributed to source $j$, given the source baseline is the category $J-1$. This means that $g_{J-1}=0$, and $G_{J-1}=1-\sum_{j=1}^{J-2} G_{j}$.

For human data $\boldsymbol{Y}$, they are also assumed to be multinomial distributed with the notations of $y_{i}$ denoting the number of human isolates of type $i$, and $q_{i}$ denoting the corresponding probability that any human isolate is of that type. If there are no variables considered in the attribution model, the likelihood for $\boldsymbol{Y}$ is defined as,

$$
L(\boldsymbol{Y} ; \hat{\boldsymbol{\pi}}) \propto \prod_{i=1}^{I} \hat{\pi}_{i}^{y_{i}}, \quad 0<\hat{\pi}_{i}<1, \quad i=1, \ldots, I
$$

where

$$
\begin{equation*}
\hat{\pi}_{i}=p_{i} F_{J}+\sum_{j=1}^{J-1} \pi_{i j} F_{j} \tag{6.3}
\end{equation*}
$$

and $F_{j}$ has already been specified in Equation (4.6). Otherwise, the likelihood function in the case-specific form (rather than type-specific) can be written as,

$$
L(\boldsymbol{Y} ; \hat{\boldsymbol{\pi}}) \propto \prod_{h=1}^{H} \hat{\pi}_{h}, \quad 0<\hat{\pi}_{h}<1, \quad h=1, \ldots H
$$

where

$$
\begin{equation*}
\hat{\pi}_{h}=p_{i[h]} F_{h J}+\sum_{j=1}^{J-1} \pi_{i[h] j} F_{h j}, \tag{6.4}
\end{equation*}
$$

in which

$$
\begin{equation*}
F_{h j}=\frac{\exp \left(f_{h j}\right)}{\sum_{l=1}^{J} \exp \left(f_{h l}\right)}, \quad j=1, \ldots, J \tag{6.5}
\end{equation*}
$$

given the source category $J$ as the baseline such that $f_{h J}=0$ and $F_{h J}=1-\sum_{j=1}^{J-1} F_{h j}$, and the definition of $\boldsymbol{f}$ has already been specified in Equation (4.9). Therefore, $\hat{\pi}_{h}$ is not only derived from the attribution probability $F_{h j}$, but also affected by the water attribution probability $p_{i[h]}$, with an $h$ index specifying the sequence type $i$ observed in water is also found on the $h^{\text {th }}$ individual.

### 6.2 Model fitting and MCMC simulation

Let the order of four source categories $j$ be fixed as poultry, other, ruminants and water, the following sections demonstrate model fitting for water and human attribution, given whether the rurality variable is considered in the analysis. In spite of the role of water sometimes being different from a source in this chapter, it is still categorised in the source groups for convenient descriptions of model fitting.

### 6.2.1 Estimates for water attribution

When water birds are not considered as an additional source of infection, the probabilities $\boldsymbol{G}$ for the first three sources, given the source baseline is ruminants, are specified as,

$$
\begin{aligned}
G_{1} & =\frac{\exp \left(g_{1}\right)}{1+\exp \left(g_{1}\right)+\exp \left(g_{2}\right)} \\
G_{2} & =\frac{\exp \left(g_{2}\right)}{1+\exp \left(g_{1}\right)+\exp \left(g_{2}\right)} \\
G_{3} & =\frac{1}{1+\exp \left(g_{1}\right)+\exp \left(g_{2}\right)}
\end{aligned}
$$

Then, given the sampling distribution of genotypes $\pi_{i j}, i=1, \ldots, 377, j=1, \ldots, 4$, has been simulated using one of the two types of model demonstrated in Chapter 5.1, the probability of observing genotype $i$ in water is thus estimated through,

$$
p_{i}=\pi_{i 1} G_{1}+\pi_{i 2} G_{2}+\pi_{i 3} G_{3}
$$

### 6.2.2 Estimates for human attribution

Assume the log-odds $\boldsymbol{f}$ for each human case can be expressed as a linear predictor. When there are no variables included in the model, the log-odds are of the form,

$$
f_{j}=\beta_{0 j}, \quad j=1,2,3,4
$$

where $f_{3}=0$. Then, the attribution probabilities on the logit scale for each source are calculated through Equation (4.6). Next, the proportion $\hat{\pi}_{i}$ of genotype $i$ found on humans is expressed as,

$$
\hat{\pi}_{i}=\left(\pi_{i 1} G_{1}+\pi_{i 2} G_{2}+\pi_{i 3} G_{3}\right) F_{4}+\pi_{i 1} F_{1}+\pi_{i 2} F_{2}+\pi_{i 3} F_{3}
$$

By contrast, when the rurality variable $c$ is considered, the model is defined algebraically,

$$
\boldsymbol{f}_{1804 \times 3}=\left[\begin{array}{cc}
1 & c_{1} \\
1 & c_{2} \\
\vdots & \vdots \\
1 & c_{1804}
\end{array}\right]\left[\begin{array}{ccc}
\beta_{01} & \beta_{02} & \beta_{04} \\
\beta_{11} & \beta_{12} & \beta_{14}
\end{array}\right]
$$

For each individual, the attribution probability for each source leads to,

$$
\begin{aligned}
F_{h 1} & =\frac{\exp \left(\beta_{01}+\beta_{h 1} c_{h}\right)}{1+\exp \left(\beta_{01}+\beta_{h 1} c_{h}\right)+\exp \left(\beta_{02}+\beta_{h 2} c_{h}\right)+\exp \left(\beta_{04}+\beta_{h 4} c_{h}\right)} \\
F_{h 2} & =\frac{\exp \left(\beta_{02}+\beta_{h 2} c_{h}\right)}{1+\exp \left(\beta_{01}+\beta_{h 1} c_{h}\right)+\exp \left(\beta_{02}+\beta_{h 2} c_{h}\right)+\exp \left(\beta_{04}+\beta_{h 4} c_{h}\right)} \\
F_{h 3} & =\frac{1}{1+\exp \left(\beta_{01}+\beta_{h 1} c_{h}\right)+\exp \left(\beta_{02}+\beta_{h 2} c_{h}\right)+\exp \left(\beta_{04}+\beta_{h 4} c_{h}\right)} \\
F_{h 4} & =\frac{\exp \left(\beta_{04}+\beta_{h 4} c_{h}\right)}{1+\exp \left(\beta_{01}+\beta_{h 1} c_{h}\right)+\exp \left(\beta_{02}+\beta_{h 2} c_{h}\right)+\exp \left(\beta_{04}+\beta_{h 4} c_{h}\right)}
\end{aligned}
$$

and the probability of observing genotype $i$ on human isolates can be rewritten using an index $i[h]$ to link the probability of observing a genotype both on a source and the $h^{\text {th }}$ human sample. That is,

$$
\hat{\pi}_{h}=p_{i[h]} F_{h 4}+\pi_{i[h] 1} F_{h 1}+\pi_{i[h] 2} F_{h 2}+\pi_{i[h] 3} F_{h 3}
$$

When water birds as an additional source are separated from the category of other sources, the method of model fitting for water and human attribution is fairly similar to the above description. The demonstration can be found in Appendix A.3. Note that the data set used here differs from the original one in that water birds have been filtered out of the category of other sources to be an additional source, and that the time period of sampling has extended from the end of 2016 to 2017, i.e. the sample dates of data now range from February 2005 to December 2017. Therefore, the total number of isolates increases from 4,322 to 4,600 , and the number of unique STs that have been typed from human and source isolates becomes 406. There is little difference in the number of isolates falling in each source category and the amount of human cases living in each class of rurality between the two data sets. The comparison of these features is tabulated in Appendix B. 1 (Tables B. 1 and B.2).

### 6.2.3 MCMC simulation

The MCMC method applied in this chapter is still a Metropolis-Hastings algorithm, which has been run in four different settings, combining the inclusion of the the numeric
rurality variable $c$ and/or of water birds as an additional source of infection.

```
Algorithm 4 Metropolis-Hastings algorithm, given \(J=4\)
    Define the design matrix \(\boldsymbol{C}_{1804 \times P}\), where \(P=1\), or 2
    Draw starting points of \(\boldsymbol{g}^{(0)}=\left\{g_{v}\right\}_{v=1}^{V}\) and \(\boldsymbol{\beta}^{(0)}=\left\{\beta_{t}\right\}_{t=1}^{T}\) from \(\mathrm{N}(0,1)\), where
    \((V, T)=(2,3)\), given \(P=1\), or \((3,6)\), given \(P=2\)
    Calculate \(\boldsymbol{G}^{(0)}\), given \(\boldsymbol{g}^{(0)}\) via Equation (6.2)
    Find \(\boldsymbol{F}^{(0)}\), given \(\boldsymbol{\beta}^{(0)}\) and \(\boldsymbol{C}\) via Equation (4.6) when \(P=1\), or (6.5) when \(P=2\)
    Simulate \(S\) times the sampling distribution of genotypes \(\boldsymbol{\pi}_{j}\) for source \(j, j=1, \ldots, 4\)
    as applied in line 5 or 6 of Algorithm 3 in the previous chapter
    for simulation \(s, s=1, \ldots, S\) of \(\boldsymbol{\pi}^{(s)}\) do
        Compute \(\boldsymbol{p}^{(0)}\) using Equation (6.1)
        Compute \(\hat{\boldsymbol{\pi}}^{(0)}\) using equations (6.3) and (6.4) when \(P=1\) and 2
        for iteration \(m, m=0, \ldots, M-1\) do
            Sample \(v\) from the permutation \(P_{V}\) of \(\{1, \ldots, V\}\) for the parameters \(\boldsymbol{g}\)
            Sample \(t\) from the permutation \(P_{T}\) of \(\{1, \ldots, T\}\) for the parameters \(\boldsymbol{\beta}\)
            Propose \(\boldsymbol{g}^{*}\) with the value of \(g_{v}^{*}\) sampled from \(Q\left(g_{v}^{*} \mid g_{v}^{(m)}\right)\)
            Propose \(\boldsymbol{\beta}^{*}\) with the value of \(\beta_{t}^{*}\) drawn from \(Q\left(\beta_{t}^{*} \mid \beta_{t}^{(m)}\right)\)
            Find \(\boldsymbol{G}^{*}, \boldsymbol{F}^{*}, \boldsymbol{p}^{*}\) and \(\hat{\boldsymbol{\pi}}^{*}\) repeating steps of lines \(3,4,7\) and 8
            Generate \(u \sim U(0,1)\)
            Compute \(\mathcal{A}\left(g_{v}^{(m)}, g_{v}^{*}, \beta_{t}^{(m)}, \beta_{t}^{*}\right)=\min \{1, \psi\}\), where
                \(\psi=\frac{L\left(\boldsymbol{W}, \boldsymbol{Y} ; g_{v}^{*}, \beta_{t}^{*}\right)}{L\left(\boldsymbol{W}, \boldsymbol{Y} ; g_{v}^{(m)}, \beta_{t}^{(m)}\right)} \frac{\pi\left(g_{v}^{*}\right)}{\pi\left(g_{v}^{(m)}\right)} \frac{\pi\left(\beta_{t}^{*}\right)}{\pi\left(\beta_{t}^{(m)}\right)}\)
            if \(u<\mathcal{A}\left(g_{v}^{(m)}, g_{v}^{*}, \beta_{t}^{(m)}, \beta_{t}^{*}\right)\) then
            \(g_{v}^{(m+1)} \leftarrow g_{v}^{(*)}\) and \(\beta_{t}^{(m+1)} \leftarrow \beta_{t}^{(*)}\)
            else
            \(g_{v}^{(m+1)} \leftarrow g_{v}^{(m)}\) and \(\beta_{t}^{(m+1)} \leftarrow \beta_{t}^{(m)}\)
            end if
        end for
    end for
```

The steps of simulation are outlined in Algorithm 4, in which water birds are not considered as a source group, i.e. the number of source categories is $J=4$, containing poultry, ruminants, water and other sources. First, the dimension of the design matrix $\boldsymbol{C}$ is $1804 \times P$, where $P$ is the number of regression parameters included in the attribution model. In our case, $P$ equals to 1 or 2 , indicating the model only contains an intercept, or an intercept and the slope of the rurality variable, respectively. Next, vectors of log-odds $\boldsymbol{g}$ and regression parameters $\boldsymbol{\beta}$ are initialised by sampling from $\mathrm{N}(0,1)$ as stated in line 2. $(V, T)$ indicates the length of elements contained in $\boldsymbol{g}$ and $\boldsymbol{\beta}$, which are determined by $J-2$ and $P \times(J-1)$, respectively. In this case, $(V, T)=(2,3)$ as
$P=1$. After initialising the values of $\boldsymbol{g}$ and $\boldsymbol{\beta}$, the parameters $\boldsymbol{G}$ are de-logited via Equation (6.2), and so are the attribution probabilities $\boldsymbol{F}$ through Equation (4.6) when $P=1$, or Equation (6.5) when $P=2$. Further, similar to that described in Chapter 5, the probability $\pi_{i j}$ that isolates typed from source $j$ are of sequence type $i$ is simulated $S=100$ times using the asymmetric Island or Dirichlet model in order to mix over multiple samples of $\boldsymbol{\pi}$ in the final inference.

For every simulated $\boldsymbol{\pi}^{(s)}, s=1, \ldots, 100$, the starting points of $\boldsymbol{p}$ and $\hat{\boldsymbol{\pi}}$ are calculated, given $\boldsymbol{\pi}^{(s)}, \boldsymbol{G}^{(0)}$ and $\boldsymbol{F}^{(0)}$. Then, the procedure of the Metropolis-Hastings sampler is applied to update the elements of $\boldsymbol{g}$ and $\boldsymbol{\beta}$ at the same time. For each iteration $m$, where $m=0, \ldots, M-1$, permutations $P_{V}=\{1, \ldots, V\}$ and $P_{T}=\{1, \ldots, T\}$ are sampled in order to decide which element is going to be replaced. Given $v$ and $t$, the new elements $g_{v}^{*}$ and $\beta_{t}^{*}$ are proposed using a random walk sampling with normal distributed steps as stated in lines 12 and 13 . The proposed $\boldsymbol{G}^{*}, \boldsymbol{F}^{*}, \boldsymbol{p}^{*}$ and $\hat{\boldsymbol{\pi}}^{*}$ are thus obtained after repeating lines $3,4,7$, and 8 . Lastly, to decide if the move of proposals $\left(g_{v}^{*}, \beta_{t}^{*}\right)$ is accepted in a chain, a random sample $u$ is drawn from $\mathrm{U}(0,1)$ and an acceptance rate $\mathcal{A}=\min \{1, \psi\}$ is computed for evaluation. If $u$ is smaller than $\mathcal{A}$, the proposals are accepted to be the elements in the next state $m+1$. Otherwise, the proposals are rejected and the elements with the current state $m$ are retained to the state of $m+1$.

In fact, the calculation of $\psi$ involves the ratio of joint likelihood for water and human data, proposal densities $Q\left(g_{v}^{*} \mid g_{v}^{(m)}\right)$ and $Q\left(\beta_{t}^{*} \mid \beta_{t}^{(m)}\right)$, and prior densities for $g_{v}$ and $\beta_{t}$. However, the ratio of each proposal density is cancelled out due to the symmetric random walk. As $\psi$ is on a logarithmic scale in the programming, the criterion of acceptance turns out to be $\log u<\min \{0, \log \psi\}$, where each term of $\log \psi$ is thus specified as,

$$
\begin{aligned}
\log \frac{\pi\left(g_{v}^{*}\right)}{\pi\left(g_{v}^{(m)}\right)} & =\frac{g_{v}^{(m)^{2}}-g_{v}^{* 2}}{2} \\
\log \frac{\pi\left(\beta_{v}^{*}\right)}{\pi\left(\beta_{v}^{(m)}\right)} & =\frac{\beta_{t}^{(m)^{2}}-\beta_{t}^{* 2}}{2}
\end{aligned}
$$

and given $J=4$, the joint likelihood on the $\log$ scale when $P=1$ or 2 leads to,

```
Algorithm 5 Metropolis-Hastings algorithm, given \(J=5\)
    Define the design matrix \(\boldsymbol{C}_{1834 \times P}\), where \(P=1\), or 2
    Draw starting points of \(\boldsymbol{g}^{(0)}=\left\{g_{v}\right\}_{v=1}^{V}\) and \(\boldsymbol{\beta}^{(0)}=\left\{\beta_{t}\right\}_{t=1}^{T}\) from \(\mathrm{N}(0,1)\), where
    \((V, T)=(3,4)\), given \(P=1\), or \((3,8)\), given \(P=2\)
    3: Calculate \(\boldsymbol{G}^{(0)}\), given \(\boldsymbol{g}^{(0)}\) via Equation (6.2)
    4: Find \(\boldsymbol{F}^{(0)}\), given \(\boldsymbol{\beta}^{(0)}\) and \(\boldsymbol{C}\) via Equation (4.6) when \(P=1\), or (6.5) when \(P=2\)
    5: Simulate \(S\) times the sampling distribution of genotypes \(\boldsymbol{\pi}_{j}\) for source \(j, j=1, \ldots, 5\)
    as applied in line 5 or 6 of Algorithm 3 in the previous chapter
    6: Same steps as listed in Algorithm 4 from lines 6 to 23
```

$$
\begin{aligned}
\log \frac{L\left(\boldsymbol{W}, \boldsymbol{Y} ; g_{v}^{*}, \beta_{t}^{*}\right)}{L\left(\boldsymbol{W}, \boldsymbol{Y} ; g_{v}^{(m)}, \beta_{t}^{(m)}\right)}= & \sum_{i=1}^{377} w_{i}\left(\log p_{i}^{*}-\log p_{i}^{(m)}\right)+\log \left(p_{i}^{*} F_{J}^{*}+\sum_{j=1}^{J-1} \pi_{i j} F_{j}^{*}\right)- \\
& \log \left(p_{i}^{(m)} F_{J}^{(m)}+\sum_{j=1}^{J-1} \pi_{i j} F_{j}^{(m)}\right)
\end{aligned}
$$

or,

$$
\begin{aligned}
\log \frac{L\left(\boldsymbol{W}, \boldsymbol{Y} ; g_{v}^{*}, \beta_{t}^{*}\right)}{L\left(\boldsymbol{W}, \boldsymbol{Y} ; g_{v}^{(m)}, \beta_{t}^{(m)}\right)}= & \sum_{h=1}^{1804} w_{i[h]}\left(\log p_{i[h]}^{*}-\log p_{i[h]}^{(m)}\right)+\log \left(p_{i[h]}^{*} F_{J h}^{*}+\sum_{j=1}^{J-1} \pi_{i[h] j} F_{j h}^{*}\right)- \\
& \log \left(p_{i[h]}^{(m)} F_{J h}^{(m)}+\sum_{j=1}^{J-1} \pi_{i[h] j} F_{j h}^{(m)}\right) .
\end{aligned}
$$

On the other hand, if water birds are treated as an additional source of infection, then the MCMC steps are as listed in Algorithm 5. The procedure is a little different from the previous algorithm in that the length of elements for $\boldsymbol{\beta}$ changes from 3 to 4 if $P=1$, or from 6 to 8 if $P=2$, and that the number of source categories becomes $J=5$. The remaining steps are exactly the same and the way to calculate the acceptance rate $\mathcal{A}$ is unchanged.

### 6.3 Results

### 6.3.1 Posterior water attribution

After simulating the sampling distribution of genotypes multiple times using the asymmetric Island and Dirichlet models, posterior distributions of water contamination attributed to four source categories are illustrated in the upper panel of Figure 6.2, given the fitted attribution model only has an intercept. It shows that most water contamination is due to other sources, accounting for more than $75 \%$ of samples, followed by


Figure 6.2: The percentage of water isolates attributable to each source with (lower panel) or without (upper panel) the source of water birds after mixing over 100 simulated sampling distributions of genotypes $\boldsymbol{\pi}$, estimated by the asymmetric Island model against the Dirichlet model in the analysis. The median for each category is marked in red. The inference is based on the fitted model when $c=0$ and ruminants are treated as the source baseline.
ruminants and poultry whatever the type of model and sampling distribution. However, the Dirichlet model tends to have a larger variation in the attribution than the asymmetric Island model.

When water birds are regarded as a source and filtered from the category of other sources, the lower panel of Figure 6.2 shows that water birds indeed play an important role when $\boldsymbol{\pi}$ are estimated by the asymmetric Island model. On average, approximately $70 \%$ of water samples are contaminated by this source. The median marked in red is about $20 \%$ higher than that suggested by the Dirichlet model. The latter model shows that water birds have a higher median than other sources, although these two categorised sources have relatively higher uncertainty than poultry and ruminants observed from the flat shape of distribution. As a result of the small number of water and other source isolates, the latter model can not specifically distinguish the contamination caused by these two sources, while the first model provides more precise information to specify the effect of water birds due to the estimation of genetic distances between isolates.

In the source data, samples from other sources account for $15 \%$ of all samples, of which nearly half of samples $(45 \%)$ are from water birds. From the lower panel of the figure, it is found that the suggested $75 \%$ of contribution from other sources from the upper panel of the figure may be overestimated if the effect of water birds is ignored. On the other hand, it is expected that there is no impact on water attribution whether epidemiological variables are included in the attribution model $\boldsymbol{F}$. Results of $c \neq 0$ are indeed very similar to that of $c=0$, which are evident in Figure C. 14 of Appendix C.2.

### 6.3.2 Posterior human attribution

Posterior attribution for human campylobacteriosis with and without the source of water birds considered in the application is displayed in Figure 6.3, given $c=0$ is considered in the fitted model. The results before and after including water birds are comparable in that poultry and ruminants are still the key sources of infection (accounting for more than $90 \%$ of cases) and that human illness caused by water birds seems rather uncommon. Outliers are also observed for each source category, which may be because of sampling variation of $\boldsymbol{\pi}$.

When the rurality effect is considered in the linear model on the logit scale, the final attribution between two types of model and the associated $80 \%$ credible intervals with and without considering the source of water birds are presented in Figure 6.4. Again, including the source of water birds has no impact on the final inference. Poultry and ruminants are still the major causes of human infection. Both types of model have similar results, with a little more variation spread in the credible intervals in rural areas due to far fewer rural cases than urban cases.


Figure 6.3: Posterior human attribution for the analysis including (lower panel) or not including (upper panel) the source of water birds, given no variables are considered in the modelling with ruminants as the source baseline and the sampling distribution of genotypes $\boldsymbol{\pi}$ are simulated 100 times by the asymmetric Island model against the Dirichlet model.


Figure 6.4: Posterior human attribution and $80 \%$ credible intervals for sources excluding water birds (upper panel), and for sources including water birds (lower panel), given the rurality variable is considered in the modelling with ruminants as the source baseline, and $\boldsymbol{\pi}$ are estimated 100 times by the asymmetric Island model against the Dirichlet model.


Figure 6.5: Trace plots for the water parameters $\boldsymbol{g}$ when the attribution model only includes the intercept in the analysis, in which the source of water birds is not included (upper panel) or included (lower panel), given the source baseline is ruminants and three simulations of $\boldsymbol{\pi}$ estimated by the asymmetric Island model against the Dirichlet model.

### 6.4 Diagnostics

### 6.4.1 Convergence for parameters

The MCMC sampler has been run for four different settings with different perspectives about variables and soure groups. Each time, the algorithm has produced 10,000 samples after discarding the first 3,000 samples and selecting every $100^{\text {th }}$ simulation in a chain, given one simulated $\boldsymbol{\pi}$. This means that the total number of posterior samples is $1,000,000$ for 100 simulated $\boldsymbol{\pi}$. To visualise better the trace plot of parameters for convergence diagnostics, chains are displayed only for a few simulated $\boldsymbol{\pi}$, which are randomly picked from 100 simulations.

The trace plots for the water parameters $\boldsymbol{g}$ when the rurality effect is not included in the modelling is presented in Figure 6.5, given three randomly selected simulations of $\boldsymbol{\pi}$. The upper panel of the figure shows the results based on the analysis without the source of water birds. The chains for each of three simulations of genotype sampling distribution mix well and fast. They overlap for the most part, but as expected differ a little for differing samples of $\boldsymbol{\pi}$. For the analysis with water birds as a source, the trace plots presented in the lower panel of the figure are very similar to that without the source of water birds. Good mixing and well converged chains are also observed. This is same as to the chains for the intercept regression parameter for each source, which are displayed in Figure 6.6.

It is also observed that the chains have good mixing and convergence for water and regression parameters when the attribution model considers the rurality variable. However, an increase of the burn-in period may be required as the starting points of some chains are far away from where most of sequences centre (see Figures from C. 15 to C. 17 in Appendix C.2).

Regardless of whether the source of water birds is considered and whether the rurality variable is included in the attribution model, it does not affect the convergence of chains resulting from both types of model simulating the sampling distribution of genotypes.

### 6.4.2 Uncertainty of the sampling distribution of genotypes $\pi$

The sampling distribution of genotypes $\boldsymbol{\pi}$ was originally simulated $S=100$ times by the two types of model. This may lead more uncertainty when inferring the final attribution for water contamination and human infection. Thus, in order for the effect of integrating over all $\boldsymbol{\pi}$ to be explored, results concerning water and human attribution are compared by three different combinations of the number of iterations $m$ and simulations $s$.

A comparison of uncertainty contains three final inferences based on three combinations of $(s, m):(1,1),(1,100)$, and $(100,100)$. Given one simulated $\boldsymbol{\pi}$ and one iteration,


Figure 6.6: Trace plots for parameters $\boldsymbol{f}$ (or equivalently the intercept parameters) when the rurality variable is not considered in the attribution model for the analysis without (upper panel) or with (lower panel) the source of water birds, given the source baseline is ruminants and three simulations of $\boldsymbol{\pi}$ estimated by the asymmetric Island model against the Dirichlet model.


Figure 6.7: The percentage of water isolates attributable to each source before (upper panel) and after (lower panel) considering water birds in the analysis, given $\pi$ are estimated by the two types of model, the source baseline is ruminants, and no variables are included in the attribution model. Each panel contains three outcome resulted from different combinations of the number of simulations $s$ for $\boldsymbol{\pi}$ and the number of iteration $m$. The associated median for each source is marked in red, besides the left side of each panel, which is the point estimate for each source.
the result is a point estimate for each source contributing to water contamination or human infection. Then, the number of iterations $m$ increases from 1 to 100, given the same simulated $\boldsymbol{\pi}(s=1)$. This can illustrate how the final attribution changes after updating the water parameters and the regression parameters. Lastly, the number of simulations $s$ increases from 1 to 100 , while $m$ retains 100 . This shows the variation of the results from the simulations of $\pi$.

When there is no variable considered in the attribution model, the posterior water attribution before and after including the source of water birds in the analysis are displayed in the upper and lower panels of Figure 6.7, given $\boldsymbol{\pi}$ are estimated by two types of model and the source baseline is ruminants. Each panel shows the results from three combinations of $(s, m)$. Regardless of which type of model is used for estimating $\pi$, both panels show an increase of uncertainty from the parameters when the iteration $m$ increases from 1 to 100 , given $s=1$. After mixing over 100 simulations of $\boldsymbol{\pi}$, both panels display different variation for the two types of model. The right side of the upper panel shows that without water birds as a source, the Dirichlet model tends to have relatively larger uncertainty than the asymmetric Island model when inferring the sources of water contamination, while the latter model also has a slightly wider range for each source, compared to $(s=1, m=100)$. After including water birds in the analysis, the asymmetric Island model in the right side of the lower panel is similar as before. It points out the importance of including water birds as a separate category, with a little more uncertainty for each source. However, the Dirichlet model struggles to identify the contribution from water birds and other sources as their uncertainty becomes much larger. The uncertainty for ruminants is also increased, compared to ( $s=1, m=100$ ).

Meanwhile, the comparison of human attribution is also presented in Figure 6.8, with or without water birds considered in the analysis. Overall, both panels have similar variation for each type of model. Nonetheless, the Dirichlet model might have more uncertainty after integrating over all $\boldsymbol{\pi}$ when water birds are included in the analysis. This is evident in the right side of the lower panel, with more smaller and/or larger outliers observed for ruminants and water.

Further, when the attribution model takes the rurality effect into account, the comparison of water and human attributions with three combinations of $(s, m)$ are displayed in Figures 6.9 and 6.10. For water attribution, it is similar to the findings without considering the rurality effect. The right side of both panels confirms again that the asymmetric Island model tends to have smaller uncertainty than the Dirichlet model. However, the point estimates for water birds and other sources from the Dirichlet model in the lower panel of Figure 6.9 are not similar to that of $(s=100, m=100)$


Figure 6.8: Posterior human attribution before (upper panel) and after (lower panel) considering water birds in the analysis, given $\boldsymbol{\pi}$ are estimated by the two types of model, the source baseline is ruminants, and no variables are included in the attribution model. Each panel contains three outcome resulted from different combinations of $(s, m)$. The posterior means and the associated $80 \%$ credible intervals are illustrated, except for the left side of each panel, which is just the point estimate for each source.


Figure 6.9: The percentage of water isolates attributable to each source with (upper panel) and without (lower panel) separating water birds from the 'other' sources in the analysis, given $\boldsymbol{\pi}$ are estimated by the two types of model, the source baseline is ruminants, and the rurality effect is included in the attribution model. Each panel contains three outcome resulted from different combinations of $(s, m)$. The associated median for each source is marked in red, besides the left side of each panel, which is the point estimate for each source.


Figure 6.10: Posterior human attribution before (upper panel) and after (lower panel) considering water birds in the analysis, given $\boldsymbol{\pi}$ are estimated by the two types of model, the source baseline is ruminants, and the rurality effect is included in the attribution model. Each panel contains three outcome resulted from different combinations of $(s, m)$. Posterior samples are graphically described by box plots, except for the left side of each panel, which is a line chart connecting the point estimate for each source across the rurality levels.
due to more variation incorporated from the simulations of $\boldsymbol{\pi}$. Regarding human attribution, both types of model do not show significant differences in uncertainty between $s=1$ and $s=100$, given 100 iterations. Although a little wider range is observed for the Dirichlet model with ( $s=1, m=100$ ), when the source of water birds is not included in the analysis.

### 6.5 Conclusions

In this chapter, the models determining the source attribution of human campylobacteriosis follow a similar framework to what has been proposed in the previous chapter. However, the previous models have not yet treated water as a medium in the transmission pathway. Human infection may be caused directly or indirectly by water through, for example, drinking contaminated water or recreational exposure through activities such as swimming in surface water (Kapperud et al., 1993; Pearson et al., 1993; Waage et al., 1999). As the pathogen would not grow in water, but amplify in animal hosts, the role of water here is regarded as a vector (instead of as a reservoir), carrying the isolates and sequence types from faeces coming from these hosts including birds. To gain more insight into the role of water in the transmission process, the current approach expands it using the previous models in order for the probability of each source contaminating water to be estimated. Then, such inference about water is combined with the modelling to attribute sources of human infection.

As the current approach is associated with the models developed before, the inferences about water contamination and human illness are made from four perspectives: i) whether the sampling distribution of genotypes $\boldsymbol{\pi}$ are simulated by the asymmetric Island or the Dirichlet model; ii) whether water birds are an important source of Campylobacter in relation to water contamination; and iii) whether the source of water birds and the rurality effect have impacts on human infection.

When attributing hosts as sources of contamination of water (whether or not the rurality effect is considered), the asymmetric Island model suggests that water birds become the predominant source, with at least $60 \%$ of samples being attributed to this source, regardless of the number of simulations $s$ for $\boldsymbol{\pi}$. Whereas, the Dirichlet model may work ineffectively as it is not able to differentiate between water birds and other sources, but with larger spread of attribution for these two sources after mixing over all $\boldsymbol{\pi}$.

For human attribution (whether or not the rurality effect is considered), the results for both types of model are very similar. Poultry and ruminants are always the dominant sources of infection, while the other sources only contribute less than $5 \%$ of illness for whether or not water birds are being considered as a source. Thus, including water birds in the attribution does not affect the final inference between both types of model
as only about $2 \%$ of human infections are attributed to this source. In addition, the uncertainty from simulations of $\boldsymbol{\pi}$ looks similar between both types of model, despite of fact that the Dirichlet model might attribute sources with a littler wider range due to sampling variation.

In conclusion, the uncertainty in $\boldsymbol{\pi}$ would be expected to be potentially smaller in the asymmetric Island model compared to the Dirichlet model due to the use of information from the allelic profiles. However, the variation appears to be very small in comparison to the latter model, which might indicate that the uncertainty from the asymmetric Island model is underestimated. On the other hand, the Dirichlet model does not infer the attribution as precisely as the asymmetric Island model owing to inefficient identification of sources attributed to water contamination. Even though it estimates attribution of water contamination with more uncertainty, it still provides similar human case attributions as what the asymmetric Island model suggests. Thus, this approach provides almost the same human attribution as illustrated in previous chapters.

In addition, water birds are revealed to be an important source of contamination of surface water. This deepens our understanding of the role of water birds compared to other animals as a source of contamination of surface water and as a source of human infection. Some recent studies also suggested that many types isolated from water samples are related to wild birds, followed with a few types attributable to poultry and ruminants (Mughini-Gras et al., 2016; Shrestha et al., 2019). The authors of these studies used the Wilson model (introduced in Chapter 3.2) to attribute types found in water samples to putative sources of origin. This model estimates the attribution probabilities $\boldsymbol{F}$ with an assumption that the observations are multinomial distributed, whereas the asymmetric Island model transforms $\boldsymbol{F}$ to be on a logit scale with normal priors on the regression coefficients. Despite the different way to estimate $\boldsymbol{F}$, the evolutionary parameterisation of these two models is identical. This means that the final inference about source attribution from the asymmetric Island model will be the same as the Wilson model.

## Chapter 7

## Towards a new approach for source attribution

The models developed in Chapter 4 use multinomial distributions to depict source and human data in the principles of Bayesian inference, and are under the assumption that the probability of observing a genotype on human cases arising from a source is same as the probability of isolating the type from the source. In other words, the probability $\pi_{i j}$ is commonly used in the likelihood (4.1) for sources and the likelihood (4.8) for humans, which brings an advantage of computational convenience. However, such an assumption is unlikely to be true in reality, as it is believed that the chance of typing a genotype from source or human isolates may be unequal.

Like all bacteria, Campylobacter evolves and adapts to different environments, including different hosts, leading to different degrees of prevalence of genotypes isolated from animals and humans (Dearlove et al., 2016). This implies that the probability of observing genotypes from human cases defined in Equation (4.3) is not valid. This problem was circumvented in Chapter 5 by using an approximate Bayesian method, cutting the probability linked between source and human data. However, to retain a formal Bayesian framework, this chapter aims to generalise the models from Chapter 4, developing an approach to describe the relationship of genotype prevalence between the two types of isolates.

This chapter contains five sections. Section 7.1 depicts how the models are generalised, and how $\pi_{i j}$ is distinguished using a newly developed Bayesian method to account for the difference between sources and humans. Section 7.2 illustrates these models using the rurality effect as the only variable and outlines the applied MCMC algorithms. Then, the final inference about human attribution and the investigation of $\pi_{i j}$ for sources and humans are presented in Section 7.3. Lastly, convergence diagnostics and conclusions are included in Sections 7.4 and 7.5.

### 7.1 Model structure

### 7.1.1 Likelihoods for data

The method of modelling source and human data is the same as what has been demonstrated in Chapters 4-6. Both sorts of data that are comprised of the frequency of each genotype found on each category are assumed to arise from a multinomial distribution, but the probability of observing genotypes on source isolates $p\left(\mathrm{ST}_{i} \mid\right.$ source $\left._{j}\right)$ may differ from that for humans. In order for the two probabilities to be distinguished, $\pi_{i j}$ is replaced by $\pi_{i j}^{\mathbb{S}}$ and $\pi_{i j}^{\mathbb{H}}$ for the data $\boldsymbol{X}$ and $\boldsymbol{Y}$.

The new version of the likelihood for sources based on the likelihood (4.1) becomes,

$$
L\left(\boldsymbol{X} ; \boldsymbol{\pi}^{\mathbb{S}}\right) \propto \prod_{i=1}^{I} \prod_{j=1}^{J} \pi_{i j}^{\mathbb{S}^{x_{i j}}}, \quad x_{i j} \in\left\{0,1, \cdots, n_{j}\right\}, \quad 0<\pi_{i j}^{\mathbb{S}}<1
$$

The prior of the original $\pi_{i j}$ for data $\boldsymbol{X}$ is retained here, which follows a Dirichlet distribution with the parameter $\alpha_{i j}^{p}$. As a Dirichlet distribution is related to a gamma distribution (see the derivation in Appendix A.1), $\pi_{i j}^{\mathbb{S}}$ is equivalent to the form,

$$
\begin{equation*}
\pi_{i j}^{\mathbb{S}}=\frac{\eta_{i j}^{\mathbb{S}}}{\sum_{k=1}^{I} \eta_{k j}^{\mathbb{S}}}, \quad 0<\eta_{i j}^{\mathbb{S}}<\infty \tag{7.1}
\end{equation*}
$$

where $\eta_{i j}^{\mathbb{S}}$ is gamma distributed with the pdf specified as,

$$
f\left(\boldsymbol{\eta}^{\mathbb{S}}\right) \propto \prod_{i=1}^{I} \prod_{j=1}^{J} \eta_{i j}^{\mathbb{S}}\left(\alpha_{i j}^{g}-1\right) \exp \left(-\eta_{i j}^{\mathbb{S}}\right), \quad \alpha_{i j}^{g}>0
$$

Thus, the likelihood for sources can be rewritten as,

$$
L\left(\boldsymbol{X} ; \boldsymbol{\eta}^{\mathbb{S}}\right) \propto \prod_{i=1}^{I} \prod_{j=1}^{J}\left(\frac{\eta_{i j}^{\mathbb{S}}}{\sum_{k=1}^{I} \eta_{k j}^{\mathbb{S}}}\right)^{x_{i j}}
$$

The likelihood for humans (4.2) is also altered as $p\left(\mathrm{ST}_{i} \mid\right.$ source $\left._{j}\right)$ in the definition of $\hat{\boldsymbol{\pi}}$ (4.3) is no longer valid. Instead, the probability that human cases are of a genotype arising from a source is assumed to be different to the type observed from the source, namely, $p^{\mathbb{H}}\left(\mathrm{ST}_{i} \mid\right.$ source $\left._{j}\right) \neq p^{\mathbb{S}}\left(\mathrm{ST}_{i} \mid\right.$ source $\left._{j}\right)$, and thus it leads to,

$$
p\left(\mathrm{ST}_{i} \text { typed from human cases }\right)=\sum_{j=1}^{J} p^{\mathbb{H}}\left(\mathrm{ST}_{i} \mid \text { source }_{j}\right) p\left(\text { source }_{j}\right)
$$

such that the likelihood for humans turns out to be,

$$
\begin{equation*}
L\left(\boldsymbol{Y} ; \boldsymbol{\pi}^{\mathbb{H}}, \boldsymbol{F}\right) \propto \prod_{i=1}^{I}\left(\sum_{j=1}^{J} \pi_{i j}^{\mathbb{H}} F_{j}\right)^{y_{i}}, \quad y_{i} \in\{0,1, \ldots\}, \quad 0<\pi_{i j}^{\mathbb{H}}<1 . \tag{7.2}
\end{equation*}
$$

In the same way as $\pi_{i j}^{\mathbb{S}}$ is defined, it is useful to reparameterise $\pi_{i j}^{\mathbb{H}}$ in terms of a positive variable $\eta_{i j}^{\underline{H I H}}: \pi_{i j}^{\mathrm{Hi}}=\frac{\eta_{i j}^{\mathrm{H}}}{\sum \eta_{k j}^{\underline{H}}}$, which is a function of $\eta_{i j}^{\mathbb{S}}$ defining the relationship between cases and sources (see Chapter 7.1.2 for further details). In addition, epidemiological variables can also be incorporated in the modelling for $\boldsymbol{F}$ as has been done before. The likelihood from the perspective of individuals is hence expressed as,

$$
L\left(\boldsymbol{Y} ; \boldsymbol{\pi}^{\mathbb{H}}, \boldsymbol{F}\right) \propto \prod_{h=1}^{H} \sum_{j=1}^{J} \pi_{i[h] j}^{\mathbb{H}} F_{h j},
$$

where the index $i[h] j$ refers to a genotype $i$ from the $h^{\text {th }}$ case corresponding to source $j$.

### 7.1.2 The relationship of genotyping between sources and humans

As addressed before, some types are found more (or less) in human cases than the frequencies found in sources. An obvious example is ST-474 and ST-2381. The former is observed more often in humans than in any sources, while the latter is only found in water and wild birds. However, it is expected that $\boldsymbol{\pi}^{\mathbb{S}}$ are similar to $\boldsymbol{\pi}^{\mathbb{H}}$ for most of types that are rarely observed in sources and humans, with just a small number of them potentially being different. Thus, in order for different degrees of genotype prevalence between humans and sources to be described, a discrepancy variable $O$ that follows a Cauchy distribution with parameters $\left(\mu_{0}, \gamma_{0}\right)$ is introduced, representing the link between $\boldsymbol{\eta}^{\mathbb{S}}$ and $\boldsymbol{\eta}^{\mathbb{H}}$.

The realisation $o_{i j}$ expresses the link of typing a genotype $i$ from isolates between source $j$ and human cases. A convenient way of computation involving this variable is to use an exponential scale. Hence, the relationship is defined as $\eta_{i j}^{\mathbb{H}}=\eta_{i j}^{\mathbb{S}} \times e^{o_{i j}}$, where the pdf for $O$ is of the form,

$$
L\left(O ; \gamma_{0}\right)=\prod_{i=1}^{I} \prod_{j=1}^{J} \frac{1}{\pi \gamma_{0}\left\{1+\left(\frac{o_{i j}}{\gamma_{0}}\right)^{2}\right\}}, \quad \gamma_{0}>0, \quad-\infty<o_{i j}<\infty,
$$

given the scale parameter $\gamma_{0}$ specified as half of the IQR of the distribution. Note that the distribution typically takes values very close to 0 (as the location parameter $\mu_{0}=0$ ) when the value of $\gamma_{0}$ is small, which is a property of the Cauchy distribution due to its very heavy tails. In this case, it indicates that types where $\boldsymbol{\eta}^{\mathbb{H}}$ and $\boldsymbol{\eta}^{\mathbb{S}}$ are
almost identical, but at the same time it also accommodates 'outlying' types where there is a big difference. In the results that follow, the value of IQR will set to be 0.01 as a starting point in order for the shape of the distribution for types to be highly concentrated at 0 , allowing for only a few types to have large values of $O$.

Therefore, given the defined relationship between $\eta_{i j}^{\mathbb{H}}$ and $\eta_{i j}^{\mathbb{S}}$, the probability $\pi_{i j}^{\mathbb{H}}$ that a type $i$ found on human isolates arises from source $j$ used in the likelihood (7.2) can also be specified as,

$$
\begin{align*}
\pi_{i j}^{\mathbb{H}} & =\frac{\eta_{i j}^{\mathbb{H}}}{\sum_{k=1}^{I} \eta_{k j}^{\mathbb{H}}} \\
& =\frac{\eta_{i j}^{\mathbb{S}} \exp \left(o_{i j}\right)}{\sum_{k=1}^{I} \eta_{k j}^{\mathbb{S}} \exp \left(o_{k j}\right)} . \tag{7.3}
\end{align*}
$$

This model will become the model with a common $\pi_{i j}$ in Chapter 4 when $\boldsymbol{\pi}^{\mathbb{H}}=\boldsymbol{\pi}^{\mathbb{S}}$. It means that there is no difference between sources and human cases in relation to genotyping, i.e. $\boldsymbol{o}=\mathbf{0}$, and so $\boldsymbol{\eta}^{\mathbb{H}}=\boldsymbol{\eta}^{\mathbb{S}}$.

### 7.1.3 Model fitting with the rurality effect

In this chapter, the rurality effect will be considered as the only variable for convenience of demonstration. Given four source categories are of concern in the analysis, and the rurality variable $c$ is numeric, the attribution model is of the form,

$$
\begin{equation*}
F_{h j}=\frac{\exp \left(f_{h j}\right)}{1+\sum_{l=1}^{3} \exp \left(f_{h l}\right)}, \tag{7.4}
\end{equation*}
$$

where

$$
f_{h j}=\beta_{0 j}+\beta_{1 j} c_{h}, \quad j=1,2,3
$$

and $f_{h 4}=0$, given $j=4$ is the source of ruminants and is treated as the source baseline.
As the model fitting for variables has been demonstrated in the previous chapters, for more details about estimation of $F_{h j}$ using a numeric variable, see Chapters 4.2.2 and 5.2.

### 7.2 MCMC algorithms

The algorithms applied in this chapter are again the Metropoilis-Hastings sampler. The procedure of MCMC simulation is almost identical whether or not the link variable $O$ is considered in the modelling. When the link effect $O$ is random, i.e. $\boldsymbol{\pi}^{\mathbb{S}} \neq \boldsymbol{\pi}^{\mathbb{H}}$, the variable has to be updated in the algorithm. By contrast, the model is similar to the
one developed in Chapter 4 when $O=0$, meaning that the equal probability of typing genotypes is assumed between source and human isolates.

The steps of running a MCMC chain are outlined in Algorithm 6. At first, the parameters required to update are initialised as below:

1. The starting points of $\eta_{i j}^{\mathbb{S}}$ are sampled from a gamma distribution, given $\left(\alpha^{g}, \beta^{g}\right)=$ $(1,1)$, where $i=1, \ldots, 377, j=1, \ldots, 4$.
2. The starting points of $\beta_{p}$ are sampled from a standard normal distribution, where $p=1, \ldots, P$, and $P$ denotes the total number of regression parameters $\boldsymbol{\beta}$ required in the model of $\boldsymbol{F}$. In this case, $P=6$ as the rurality variable $c$ is considered, given $J=4$.
3. When the link effect $O$ is considered to be random, the starting points of $o_{i j}$ are drawn from a Cauchy distribution, given $\left(\mu_{0}, \gamma_{0}\right)=\left(0, \frac{\mathrm{IQR}}{2}\right)$, where $\mathrm{IQR}=0.01$.

Then, the corresponding $\boldsymbol{F}^{(0)}, \pi_{i j}^{\mathbb{S}}{ }^{(0)}$ and $\pi_{i j}^{\mathbb{H}(0)}$ are obtained using equations (7.4), (7.1) and (7.3).

Let the chain iterate $M$ times starting from line 5 of Algorithm 6 . To update the parameters with two dimensions $(I \times J)$ one at a time, a random order of permutations $P_{I}$ of $\{1, \ldots, 377\}$ and $P_{J}$ of $\{1,2,3,4\}$ is sampled. When the link effect $O$ is random, $o_{i j}$ and $\eta_{i j}^{\mathbb{S}}$ are first updated at the same time as they are likely to be quite correlated. For each source $j$, values of $\eta_{i j}^{\mathbb{S}}$ are newly proposed from a log-normal distribution centred on the current value of $\eta_{i j}^{\mathbb{S}}$ with the standard deviation 1 , and $o_{i j}^{*}$ is updated using $\mathrm{N}\left(o_{i j}, 0.05\right)$. The corresponding proposals of $\pi_{i j}^{\mathbb{S}}{ }^{*}$ and $\pi_{i j}^{\mathbb{H}^{*}}$ are again obtained using equations (7.1) and (7.3). Then, a random sample $u_{1}$ is drawn from $\mathrm{U}(0,1)$ as a threshold to see if the proposals are accepted after evaluating the acceptance probability $\mathcal{A}_{1}$ in line 14. Last, the values of $\boldsymbol{\eta}^{\mathbb{S}^{*}}, \boldsymbol{\pi}^{\mathbb{S}^{*}}, \boldsymbol{o}^{*}$ and $\boldsymbol{\pi}^{\mathbb{H}^{*}}$ are accepted and regarded as the next state $m+1$ if $u_{1}<\mathcal{A}_{1}$; otherwise, the current state $m$ of these parameters are copied to be the new one.

The acceptance probability $\mathcal{A}_{1}$ is comprised of five terms: i) the likelihood ratio for source data $\boldsymbol{X}$; ii) the likelihood ratio for human data $\boldsymbol{Y}$; iii) the proposal ratio for $\boldsymbol{\eta}$; iv) the prior ratio for $\boldsymbol{\eta}$; and $v$ ) the prior ratio for $\boldsymbol{o}$. In the programming, a logarithm

```
Algorithm 6 Metropolis-Hastings algorithm with or without the link effect \(O\)
    Draw initial \(\eta_{i j}^{\mathbb{S}^{(0)}}\) from \(\mathrm{G}(1,1), i=1, \ldots, 377, j=1,2,3,4\)
    Draw initial \(\beta_{p}{ }^{(0)}\) from \(\mathrm{N}(0,1), p=1, \ldots, 6\)
    Draw initial \(o_{i j}^{(0)}\) from \(\operatorname{Cauchy}\left(0, \gamma_{0}=\frac{0.01}{2}\right) \quad \triangleright\) If \(O\) is random
    Find \(\pi_{i j}^{\mathbb{S}}{ }^{(0)}, \pi_{i j}^{\mathbb{H}^{(0)}}\) and \(\boldsymbol{F}^{(0)}\) through Equation (7.1), (7.3) and (7.4)
    for \(m=0, \ldots, M-1\) do
        Sample a random order of permutations \(P_{I}\) of \(\{1, \ldots, 377\}\) and \(P_{J}\) of \(\{1,2,3,4\}\)
        for \(j \in P_{J}\) do
                for \(i \in P_{I}\) do
                    Propose \(\eta_{i j}^{\mathbb{S}}{ }^{*}\) sampling from lognormal \(\left(\eta_{i j}^{\mathbb{S}}{ }^{(m)}, 1\right)\)
                    Propose \(o_{i j}^{*}\) sampling from \(\mathrm{N}\left(o_{i j}^{(m)}, 0.05\right) \quad \triangleright\) If \(O\) is random
                    Compute \(\pi_{i j}^{\mathbb{S}}{ }^{*}\) and \(\pi_{i j}^{\mathbb{H} *}\) through Equation (7.1) and (7.3)
                    Generate \(u_{1} \sim U(0,1)\)
                    Calculate \(\mathcal{A}_{1}\left(\boldsymbol{\eta}^{\mathbb{S}^{(m)}}, \boldsymbol{\eta}^{\mathbb{S}^{*}}\right)=\min \left\{1, \psi_{1}\right\}\), where
                \(\psi_{1}=\frac{L\left(\boldsymbol{X} ; \boldsymbol{\pi}^{\mathbb{S}^{*}}\right)}{L\left(\boldsymbol{X} ; \boldsymbol{\pi}^{\mathbb{S}}(m)\right.} \frac{L\left(\boldsymbol{Y} ; \boldsymbol{\pi}^{\mathbb{H}^{*}}, \boldsymbol{\beta}\right)}{L\left(\boldsymbol{Y} ; \boldsymbol{\pi}^{\mathbb{H}^{(m)}}, \boldsymbol{\beta}\right)} \frac{Q_{\eta}\left(\boldsymbol{\eta}^{\mathbb{S}^{(m)}} \mid \boldsymbol{\eta}^{\mathbb{S}^{*}}\right)}{Q_{\eta}\left(\boldsymbol{\eta}^{\mathbb{S}^{*}} \mid \boldsymbol{\eta}^{\mathbb{S}^{(m)}}\right)} \frac{\pi_{\eta}\left(\boldsymbol{\eta}^{\mathbb{S}^{*}}\right)}{\pi_{\eta}\left(\boldsymbol{\eta}^{\mathbb{S}^{(m)}}\right)}\)
\(14:\)
            or, \(\mathcal{A}_{1}\left(\boldsymbol{\eta}^{\mathbb{S}(m)}, \boldsymbol{\eta}^{\mathbb{S}^{*}}, \boldsymbol{o}^{(m)}, \boldsymbol{o}^{*}\right)=\min \left\{1, \psi_{1}\right\}\), where \(\quad \triangleright\) If \(O\) is random
                        \(\psi_{1}=\frac{L\left(\boldsymbol{X} ; \boldsymbol{\pi}^{\mathbb{S}^{*}}\right)}{L\left(\boldsymbol{X} ; \boldsymbol{\pi}^{\mathbb{S}(m)}\right)} \frac{L\left(\boldsymbol{Y} ; \boldsymbol{\pi}^{\mathbb{H}^{*}}, \boldsymbol{\beta}\right)}{L\left(\boldsymbol{Y} ; \boldsymbol{\pi}^{\mathbb{H}(m)}, \boldsymbol{\beta}\right)} \frac{Q_{\eta}\left(\boldsymbol{\eta}^{\mathbb{S}^{(m)}} \mid \boldsymbol{\eta}^{\mathbb{S}}\right)}{Q_{\eta}\left(\boldsymbol{\eta}^{\mathbb{S}^{*}} \mid \boldsymbol{\eta}^{\left.\mathbb{S}^{(m)}\right)}\right)} \frac{\pi_{\eta}\left(\boldsymbol{\eta}^{\mathbb{S}^{*}}\right)}{\pi_{\eta}\left(\boldsymbol{\eta}^{\left.\mathbb{S}^{(m)}\right)}\right)} \frac{\pi_{c}\left(\boldsymbol{o}^{*}\right)}{\pi_{c}\left(\boldsymbol{o}^{(m)}\right)}\)
            if \(u_{1}<\mathcal{A}_{1}\) then
                \(\boldsymbol{\eta}^{\mathbb{S}^{(m+1)}} \leftarrow \boldsymbol{\eta}^{\mathbb{S}^{*}}\)
                \(\boldsymbol{\pi}^{\mathbb{S}^{(m+1)}} \leftarrow \boldsymbol{\pi}^{\mathbb{S}^{*}}\)
                \(\boldsymbol{o}^{(m+1)} \leftarrow \boldsymbol{o}^{*} \quad \triangleright\) If \(O\) is random
            else
                \(\eta^{\mathbb{S}^{(m+1)}} \leftarrow \boldsymbol{\eta}^{\mathbb{S}^{(m)}}\)
                \(\boldsymbol{\pi}^{\mathbb{S}^{(m+1)}} \leftarrow \boldsymbol{\pi}^{\mathbb{S}^{(m)}}\)
                \(\boldsymbol{o}^{(m+1)} \leftarrow \boldsymbol{o}^{(m)} \quad \triangleright\) If \(O\) is random
                \(\boldsymbol{\pi}^{\mathbb{H}(m+1)} \leftarrow \boldsymbol{\pi}^{\mathbb{H}(m)}\)
            end if
        end for
    end for
```

28: Draw a random sample of permutation $P_{P}$ of $\{1, \ldots, 6\} \quad \triangleright$ If $c$ is considered 29: $\quad$ for $p \in P_{P}$ do

Sample a proposal of $\boldsymbol{\beta}^{*}$ with $\beta_{p}^{*} \sim N\left(\beta_{p}^{(m)}, 1\right)$
Find the corresponding $\boldsymbol{F}^{*}$ using Equation (7.4)
Generate $u_{2} \sim U(0,1)$
Calculate $\mathcal{A}_{2}\left(\beta_{p}^{(m)}, \beta_{p}^{*}\right)=\min \left\{1, \psi_{2}\right\}$, where

$$
\psi_{2}=\frac{L\left(\boldsymbol{Y} ; \boldsymbol{\pi}^{\mathbb{H}}, \beta_{p}^{*}\right)}{L\left(\boldsymbol{Y} ; \boldsymbol{\pi}^{\mathbb{H}}, \beta_{p}^{(m)}\right)} \frac{\pi_{\beta}\left(\beta_{p}^{*}\right)}{\pi_{\beta}\left(\beta_{p}^{(m)}\right)}
$$

$$
\begin{aligned}
& \qquad \text { if } u_{2}<\mathcal{A}_{2}\left(\beta_{p}^{(m)}, \beta_{p}^{*}\right) \text { then } \\
& \quad \beta_{p}^{(m+1)} \leftarrow \beta_{p}^{*} \\
& \text { else } \beta_{p}^{(m+1)} \leftarrow \beta_{p}^{(m)} \\
& \text { end if } \\
& \text { end for } \\
& \text { end for }
\end{aligned}
$$

scale was used in order to simplify the calculation for these terms. Hence, they become,

$$
\begin{aligned}
& \log \frac{L\left(\boldsymbol{X} ; \boldsymbol{\pi}^{\mathbb{S}^{*}}\right)}{L\left(\boldsymbol{X} ; \boldsymbol{\pi}^{\mathbb{S}^{(m)}}\right)}=\sum_{i=1}^{377} x_{i j}\left(\log \pi_{i j}^{\mathbb{S}^{*}}-\log \pi_{i j}^{\mathbb{S}(m)}\right) \\
& \log \frac{L\left(\boldsymbol{Y} ; \boldsymbol{\pi}^{\mathbb{H}^{*}}, \boldsymbol{\beta}\right)}{L\left(\boldsymbol{Y} ; \boldsymbol{\pi}^{\mathbb{H}(m)}, \boldsymbol{\beta}\right)}=\sum_{h=1}^{1804}\left(\log \sum_{j=1}^{4} F_{h j} \pi_{i[h] j}^{\mathbb{H}}{ }^{*}-\log \sum_{j=1}^{4} F_{h j} \pi_{i[h] j}^{\mathbb{H}[(m)}\right) \\
& \log \frac{Q_{\eta}\left(\boldsymbol{\eta}^{\mathbb{S}}(m) \mid \boldsymbol{\eta}^{\mathbb{S}^{*}}\right)}{Q_{\eta}\left(\boldsymbol{\eta}^{\mathbb{S}^{*}} \mid \boldsymbol{\eta}^{\mathbb{S}(m)}\right)}=\sum_{i=1}^{377} \sum_{j=1}^{4}\left(\log \eta_{i j}^{\mathbb{S}^{*}}-\log \eta_{i j}^{\mathbb{S}(m)}\right) \\
& \log \frac{\pi_{\eta}\left(\boldsymbol{\eta}^{\mathbb{S}^{*}}\right)}{\pi_{\eta}\left(\boldsymbol{\eta}^{\mathbb{S}^{(m)}}\right)}=\sum_{i=1}^{377} \sum_{j=1}^{4}\left(\alpha_{i j}^{g}-1\right)\left(\eta_{i j}^{\mathbb{S}(m)}-\eta_{i j}^{\mathbb{S}}{ }^{*}\right) \\
& \log \frac{\pi_{o}\left(\boldsymbol{o}^{*}\right)}{\pi_{o}\left(\boldsymbol{o}^{(m)}\right)}=\sum_{i=1}^{377} \sum_{j=1}^{4} \log \left[1+\left(\frac{o_{i j}^{(m)}}{0.005}\right)^{2}\right]-\log \left[1+\left(\frac{o_{i j}^{*}}{0.005}\right)^{2}\right],
\end{aligned}
$$

where $F_{h j}$ in the second term is derived from Equation (7.4), given $\boldsymbol{\beta}=\left\{\beta_{01}, \ldots, \beta_{13}\right\}$.
Once these parameters are updated, the sampler continues updating the regression parameters $\beta_{p}, p=1, \ldots, 6$, starting from line 28 . These steps are similar as before. A random order from permutation $P_{P}$ of $\{1, \ldots, 6\}$ is sampled in order for the elements of $\boldsymbol{\beta}$ to be proposed one at a time, and a random walk is also used to propose a move
of $\beta_{p}$. Next, a random sample $u_{2}$ is drawn from $\mathrm{U}(0,1)$ to see if it is smaller than the acceptance rate $\mathcal{A}_{2}$ in order to decide the values of the next state. This time, $\mathcal{A}_{2}$ only consists of the likelihood ratio for human data and the prior for $\boldsymbol{\beta}$. These terms in the logarithmic version are,

$$
\begin{aligned}
& \log \frac{L\left(\boldsymbol{Y} ; \boldsymbol{\pi}^{\mathbb{H}}, \beta_{p}^{*}\right)}{L\left(\boldsymbol{Y} ; \boldsymbol{\pi}^{\mathbb{H}}, \beta_{p}^{(m)}\right)}=\sum_{h=1}^{1804}\left(\log \sum_{j=1}^{4} F_{h j}^{*} \pi_{i[h] j}^{\mathbb{H}}-\log \sum_{j=1}^{4} F_{h j}^{(m)} \pi_{i[h] j}^{\mathbb{H}}\right) \\
& \log \frac{\pi_{\beta}\left(\beta_{p}^{*}\right)}{\pi_{\beta}\left(\beta_{p}^{(m)}\right)}=\frac{\beta_{p}^{(m)^{2}}-\beta_{p}^{* 2}}{2}
\end{aligned}
$$

Lastly, the algorithm yields a chain of $M=5,000$ samples for each parameter, after disregarding the first 2,000 samples, and thinning by retaining only every $10^{\text {th }}$ sampled value.

When $O=0$, there is no need to update $O$ and hence lines $3,10,18$ and 23 of the algorithm are ignored. The acceptance rate $\mathcal{A}_{2}$ is changed and specified in line 13 as the term of prior ratio for $O$ is removed.

### 7.3 Results

This section will focus on the final inference about human attribution, given the rurality variable is included in the attribution model. The posterior percentage of human cases attributed to sources, given $\boldsymbol{\pi}^{\mathbb{H}}=\boldsymbol{\pi}^{\mathbb{S}}$, will be compared to not only that of $\boldsymbol{\pi}^{\mathbb{H}} \neq \boldsymbol{\pi}^{\mathbb{S}}$, but also that from Chapter 4 . In addition, the relationship between $\boldsymbol{\pi}^{\mathbb{H}}$ and $\boldsymbol{\pi}^{\mathbb{S}}$ is also illustrated here along with the STs that have the most different effect linked between humans and sources.

### 7.3.1 Posterior proportion of cases attributable to sources of infection

When $O=0$, the final attribution is expected to be identical to the Chapter 4 results. This is because, the common probability $\pi_{i j}$ used in Chapter 4 has the same prior as the approach proposed here, with a gamma formulation adopted for $\eta_{i j}^{\mathbb{S}}$. Figure 7.1 confirms that the result on the left panel from Chapter 4 and the one on the right from Chapter 7 are almost the same, with a slightly difference due to sampling variation in the algorithm. However, as discussed before, results from Chapter 4 may not be valid due to model misspecification, leading to different final inference after increasing the amount of source data. This means that the approach in Chapter 4 is incorrect such that $O$ should not be 0 .

When the link variable $O$ is random, Figure 7.2 presents a comparison of the final


Figure 7.1: The percentage of human cases attributable to sources from rural to urban areas, with $80 \%$ credible intervals. Given 5,000 iterations have been obtained after the burin-in period of 2,000 and selecting every $10^{\text {th }}$ sample, the left panel is resulted from the models developed in Chapter 4, while the right one is based on the current approach with $\boldsymbol{\pi}^{\mathbb{S}}=\boldsymbol{\pi}^{\mathbb{H}}$.


Figure 7.2: The percentage of human cases attributable to sources from rural to urban areas, with $80 \%$ credible intervals, using the current approach. The result on the left is based on $\boldsymbol{\pi}^{\mathbb{S}}=\boldsymbol{\pi}^{\mathbb{H}}(O=0)$, while the one on the right results from $\boldsymbol{\pi}^{\mathbb{S}} \neq \boldsymbol{\pi}^{\mathbb{H}}(O$ is random).
inference between $O=0$ and $O \neq 0$. After considering the random link effect to the probability between humans and sources, the result becomes unexpected and differs from the one on the left. It suggests that: i) when the cases live in highly remote areas, ruminants are responsible for more than $75 \%$ of cases, leading to much lower contribution from poultry ( $<25 \%$ ); ii) the less rural areas the cases live, the more likely it is that their illnesses are equally attributed to poultry and ruminants; and iii) the location where the cases live is irrelevant to the infection caused by water and other sources (these two sources have a little impact on the disease as observed before). These findings except for iii) do not correspond with the results suggested from Chapters 5 and 6 . This reflects a need on further investigations about posterior parameters $\boldsymbol{\pi}^{\mathbb{S}}$, $\boldsymbol{\pi}^{\mathbb{H}}$ and $\boldsymbol{o}$ to figure out reasons why they are so different from that of $\boldsymbol{o}=\mathbf{0}$.

### 7.3.2 Posterior probability of typing genotypes

Under the assumption that the prevalence of genotypes isolated from samples differs between humans and sources, Figure 7.3 displays the posterior probabilities $\boldsymbol{\pi}^{\mathbb{S}}$ and $\pi^{\mathbb{H}}$ for STs that have the average probability larger than 0.02 . The upper panel of the figure shows that only a few STs whose probability is on average higher than the threshold in each category, implying that these STs found on sources are potentially more prevalent than others. However, for human cases, the prevalent STs suggested from the lower panel of the figure are not exactly the same as the upper panel. This tells that the prevalence of genotypes between humans and sources is different. For example, the most frequent type isolated from poultry is ST-45. However, for humans, ST-474 arising from poultry is the most likely observed type, followed by ST-45.

The mean squared difference in the prevalence for each type between humans and sources is calculated. Figure 7.4 confirms that the prevalence of some genotypes differs between humans and sources. This graph illustrates the comparison of posterior mean of $\boldsymbol{\pi}$ for each type between humans and each of four sources, in which the top 3 types with the highest mean squared difference are labelled. When $\boldsymbol{\pi}^{\mathbb{S}}$ and $\boldsymbol{\pi}^{\mathbb{H}}$ are very close to each other, the points would sit on the diagonal. This means that the chance of observing a genotype from the source is similar to that from human cases who are of the type. This could link the infection may be simply due to the same source of population. From Figure 7.4, it is also observed that only a few STs may have different prevalence between humans and sources. For the types associated with poultry such as ST-474 labelled in the top panel, it accounts for about $35 \%$ of human cases, whilst it only accounts for fewer than $5 \%$ of poultry isolates. The panel for ruminants also gives three types, however, the difference is small. Approximately $10 \%$ of human cases are associated with ST-53, which may only account for $6 \%$ of ruminant isolates, for example. The prevalence of genotypes related to water and other samples seems to be


Figure 7.3: Posterior $\boldsymbol{\pi}^{\mathbb{S}}$ (upper panel) and $\boldsymbol{\pi}^{\mathbb{H}}$ (lower panel) for STs that have $\mu_{\boldsymbol{\pi}^{\mathbb{S}}}>$ 0.02 and $\mu_{\pi^{\mathbb{H}}}>0.02$ for each source.


Figure 7.4: A comparison of the posterior expected probability of typing genotypes from isolates between human cases and each of the four sources. The labels in each category represent the STs with the top 3 highest mean squared difference between $\boldsymbol{\pi}^{\mathbb{S}}$ and $\boldsymbol{\pi}^{\mathbb{H}}$.
fairly similar to that for humans except for ST-1256, which is responsible for $20 \%$ of human cases associated with other sources, but only for $<1.25 \%$ of other isolates.

To assess how the link effect $O$ works behind the relationship of genotype prevalence between humans and sources, the posterior median of $O$ is evaluated for each ST across the four sources. In general, the posterior median of $O$ for most of types is centred around 0 and ranged between ( $-0.1,0.1$ ). However, there are some STs (from poultry and ruminants) that have a relatively larger median than other STs. This is evident in the upper panel of Figure 7.5 that displays the density of posterior medians, disregarding the absolute value of median larger than 0.4. The lower panel of Figure 7.5 further displays the median and the associated $80 \%$ HPD intervals for those types that have $\mid$ median $\mid \geq 0.4$. It is noted that some types have a significant link effect such as ST-474 and ST-677 for poultry, and ST-1115 for ruminants. The types for poultry in general have a small interval, meaning that it is $80 \%$ sure that the population median is very close to the estimated one. Similarly, small uncertainty about median for some ruminant-associated types is also observed, but not for ST-1115.

These types with a significant link effect for poultry and ruminants do not match up with those in Figure 7.4 having the most distinguishable prevalence. The difference in prevalence for humans and sources may be induced by a multiplicative effect on the gamma scale, this can be seen in Equation (7.3). While the link effect of ST-45 associated with poultry (with the median of 1.807 and a smaller interval) might not be as large in magnitude, it might just be because it is already highly prevalent in poultry and hence it does not need much of a multiplicative effect from $e^{1.807}$ to scale up to the prevalence in humans. In addition, types for water and other sources all seem to have small effects with $\mid$ median $\mid<0.4$. This might be because not only a small number of samples are observed among all source isolates, but also the contribution from these two sources to human infection is small such that there is a small impact on human cases in terms of genotype prevalence.

### 7.4 Diagnostics

### 7.4.1 Convergence for regression parameters

The trace plot for the regression parameters $\boldsymbol{\beta}$ considered in the fitted model is displayed in Figure 7.6 for three chains, given ruminants are the source baseline. The samples of the intercept and the slope of rurality for three sources are compared in a different manner of the link effect, i.e. $O=0$ and $O \neq 0$.

When $\boldsymbol{\pi}^{\mathbb{H}}$ and $\boldsymbol{\pi}^{\mathbb{S}}$ are the same, the chains on the upper panel of Figure 7.6 for each parameter and each source are mixing fairly well and converging to the same values. Sequences for poultry tend to be centred around $(0,0.5)$ for the intercept and the slope,
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Figure 7.5: Posterior median of $O$ for all types across four sources. The upper panel is the density plot for $\mid$ medians $\mid<0.4$. The lower panel shows the STs that have $\mid$ median $\mid \geq 0.4$ with the associated $80 \%$ HPD interval.
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(a) $\boldsymbol{o}=\mathbf{0}$
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(b) $\boldsymbol{o} \neq \mathbf{0}$

Figure 7.6: The trace plot with three chains for regression parameters $\boldsymbol{\beta}$ considered in the attribution model $\boldsymbol{F}$, given the baseline source is ruminants and the link variable $O$ is (a) not considered, or (b) considered to be random.


Figure 7.7: Posterior median of $O$ and the associated $80 \%$ HPD interval for types that have $\mid$ median $\mid \geq 0.4$ from two different initial conditions of seed setting to the starting points of $O$.
while water and other sources have relatively larger values ranged between $(-6,-3)$ for the intercept and $(-1,0.5)$ for the slope. When the link effect is introduced and the components $\boldsymbol{o}$ are updated by a random walk of $N(0,0.05)$, the chains on the bottom of Figure 7.6 show that they are not converged well for poultry and other sources for both parameters. This is evident by looking at the last 2,000 iterations of the three chains, of which they are not centred around the same range of values. This suggests that the sampler does not mix and converge well.

### 7.4.2 Robustness for the link effect

To assess if the link variable provides consistent information, the MCMC algorithm given the link and rurality effects are considered has been re-run using two different initial conditions of seed setting for the components $\boldsymbol{O}$.

In general, most of types have a posterior median of $O$ ranged between ( $-0.1,0.1$ ) as observed before. However, there are still some types with $\mid$ median $\mid \geq 0.4$. The posterior median of $O$ for these types after setting two different seeds (set.seed(123) and set.seed(321)) to initialise the starting points of $O$ are presented in Figures 7.7. It
is expected that the sampler with different initial conditions should not give different results about the random link effect. However, types suggested from the first seed setting are not exactly same as the second one. This implies that the performance of the random link effect may not be robust as the sampler does not converge well.

### 7.5 Conclusions

In this chapter, a novel approach of Bayesian source attribution model is developed. This model differs from those proposed in Chapter 4 in that it covers the modelling for the difference in the degree of genotype prevalence in sources and human cases. The probability of typing genotypes from isolates between these two types of samples was assumed to be equal before. Here it is assumed to be different as it is believed that some genotypes are more frequently observed on some sources than humans or vice versa. The new approach hence introduces a Cauchy variable $O$, describing the discrepancy effect on genotype prevalence.

Results about human attribution across the rurality levels show that the assumption about no relationship of genotype prevalence between sources and humans ( $O=0$ ) yields almost identical findings as what has obtained from Chapter 4 due to the same prior assumption with different forms of pdf, i.e. Dirichlet and gamma. When a random link effect $O$ is introduced in the prevalence of genotypes, the final inference is not comparable with that of $O=0$. It suggests that the chance of being infected due to ruminants or poultry is equal when cases live in main city centres. However, this outcome is not in concordance with other studies that have identified higher poultryassociated infection in urban areas (Mullner et al., 2010; Levesque et al., 2013; Marshall et al., 2016).

The relationship between $\boldsymbol{\pi}^{\mathbb{H}}$ and $\boldsymbol{\pi}^{\mathbb{S}}$ for each type in each source category is then investigated. It is found that only a few STs have distinguishable prevalence differing between sources and humans, particularly for types associated with poultry and ruminants. This may be because of the small number of observations of water and other sources. The assessment of posterior median of $O$ further reveals that a highly prevalent type does not need to scale up its importance to human cases through the multiplicative effect defined for the relationship between $\boldsymbol{\pi}^{\mathbb{S}}$ and $\boldsymbol{\pi}^{\mathbb{H}}$. From the diagnostics, a noticeable problem of this model is that the sampler does not always explore the posterior very well. This is evident in the MCMC chains that are not well converged, and the dissimilar results of posterior median of $O$ after changing the initial conditions.

Causes of the ineffective sampler could be many. Using a Cauchy variable to depict different degrees of genotype prevalence is presumably appropriate. The tails of the distribution represent only a few STs that are markedly different in prevalence between humans and sources as extreme values, while the majority of STs are centred at 0 as
their prevalence contributions do not change much. However, the model with Cauchy differences might be too complex to fit reliably. It seems that high dimensional data $(I \times J)$ do not help to clarify how the genotype prevalence in sources relates to humans through the inference about the link effect $O$. In addition, it is possible that there may be strong correlation between regression parameters and the link effect, which would not help chain convergence.

To sum up, this chapter attempts to develop a source attribution model including statistical inference about different genotype prevalence between humans and sources. Although this approach does not succeed in capturing the disparity in prevalence for some types between the two types of samples, it highlights a need for genetic information to be considered in the modelling. A better understanding of which types are likely to have a very different prevalence may be required to enhance this approach, for example, expert opinions or use of some genetic models. This could be a possible direction for future research.

## Chapter 8

## Research findings and models: A discussion

### 8.1 Epidemiology of human campylobacteriosis

Human campylobacteriosis in New Zealand shows a spatial pattern in the estimated proportion of cases attributed to sources of infection, with urban cases being highly likely to be of poultry origin and rural cases more associated with ruminants. Food and water consumption is a reason to cause the different epidemiology of the disease between urban and rural areas. In comparison with urban cases who usually acquire their infection from undercooked chicken, rural residents tend to consume more ruminant products such as beef and raw milk than poultry, drink (especially untreated) water from their own private water supplies and swim in lakes and rivers (Spencer et al., 2012). When the age of cases is considered, rural children aged $<5$ years are more likely to be infected by ruminants than their urban counterparts. Besides the direct contact with farm animals, preschool children tend to be exposed to a variety of strains in the environment, such as exposure in playgrounds in parks with the faeces of wild birds (which are identified as carriers of Campylobacter), while having frequent hand-mouth contact (French et al., 2008).

While similar findings have been reported in other studies (Strachan et al., 2009; Müllner et al., 2010; Mughini Gras et al., 2012; Marshall et al., 2016), to what extent can our inferences from the New Zealand campylobacteriosis data be applied more widely? The issues around such a generalisation are not always straightforward. The difference in urban and rural areas is not true for the adult population, but only for young children in countries like the Netherlands and Scotland (Strachan et al., 2013). Trips to adjacent countries, particularly in summer (the peak season for campylobacteriosis), might result in a similar pattern of source attribution in adults living in urban and rural areas. Another explanation is that not each infected case has the same level of
illness owing to different immune-responses (Havelaar et al., 2009). Thus, it is possible that a person with mild symptoms does not seek medical service and hence is excluded from the surveillance system. Further, the finding of young children being at higher risk of infection could be a reflection of a possible diagnostic bias as they are subject to closer medical scrutiny and are characterised by higher healthcare system consumption. In other words, the chance that they seek healthcare service is higher than other age groups of people.

Regarding the model development, this research raises questions for the use of more complex models for source attribution. For conventional MLST data, the Dirichelt option, being a model dealing with the frequency of genotypes observed in isolates, provides considerable attribution inference. It is only inferior to the asymmetric Island model for rare genotypes isolated in samples. The increasing use of genetic data is likely to make complex models superior to the Dirichlet option. This solution may not be applicable to high-resolution genomic data such as wgMLST, whereas the asymmetric Island model may still work to associate infections with sources even if the genetic profile of each isolate is not matched perfectly due to a high level of detail in genetic information. However, is it always necessary to use complex models, even high-resolution genomic data, for source attribution per se? Indeed, it is certainly important to use models with more complexity for source attribution in relation to evolution, phylogenetics, outbreaks etc, but it might not be necessary to itself given the attributions based on conventional MLST and wgMLST are actually similar.

### 8.2 Wider applications of the models

This research is primarily about the development of new models that can be used for source attribution. The methods developed here integrate statistical epidemiology into genomics (genetic data in the form of MLST) in the flexible Bayesian frameworks. This work also has the potential for extension to whole genome methods. The use of the asymmetric Island model in the approaches would allow one to attribute sources to the infection even for wgMLST, for example.

While these models have been applied to examine the origins of Campylobacter infection in New Zealand, they can in principle be applied to a host of other zoonoses elsewhere, perhaps with appropriate tailoring to the application at hand. For example, the methods could be applied to salmonellosis, another kind of food poisoning caused by the bacteria Salmonella. This is because salmonellosis data may be equivalent to the data used here as they could contain subtypes (sub-classifications of strains) isolated from both human cases and the reservoirs. Therefore, the models developed in this thesis are able to apply to similar kinds of data sets, e.g. campylobacteriosis and
salmonellosis data collected in the Netherlands (Mughini Gras et al., 2012; MughiniGras et al., 2014).

In addition, there are only two traditional epidemiological covariates considered in this thesis (rurality and age), since these are the variables available in the Manawatu dataset. Nevertheless, the modelling frameworks developed are sufficiently broad to admit any relevant spatial or temporal covariates, either numeric or categorical. In other words, this thesis has been successful in the 'proof of concept' for this modelling approach. This encourages researchers to adopt the methods and apply them to data for comparable diseases from other countries.

## Chapter 9

## Conclusions and future work

### 9.1 Conclusions

This thesis has developed novel approaches to model source attribution, and they have been applied to the study of human campylobacteriosis. These models allow genetic and epidemiological data to be combined in the analysis, and hence they have the potential for widespread application. Their application to surveillance data from a sentinel site in the Manawatu region of New Zealand has certainly shed new light on the epidemiology of Campylobacter infection in this country.

A full Bayesian model is proposed to estimate the contribution of putative sources of infection in Chapter 4. Without considering any demographic variables, it is observed that poultry and ruminants are predominant sources for the infection. After adjusting the model with the rurality effect, cases are suggested to be more associated with poultry when living in urban areas, whilst they are more ruminant-associated when residing in rural areas. However, this model is mis-specified as the final attribution differs after artificially increasing the amount of source data. The relative amount of data from source and human data should not greatly affect the posterior attribution if the assumption of equal prevalence of genotypes isolated from samples between humans and sources is true. This means that this faulty assumption should be removed from the modelling.

As the assumption of a common $\boldsymbol{\pi}$ between sources and humans is not true, Chapter 5 demonstrates newly developed Bayesian models, introducing prior knowledge about the sampling distribution of genotypes observed on sources. This model framework differs from the previous one, in that the simulation of posterior attribution probability is not based on the joint likelihood for sources and human cases. Estimation of the attribution probability may be found by optimising the human likelihood, using a Metropolis-Hastings algorithm with suitable priors on the attribution probability. Given the rurality variable is considered in the model, the final inference is the
same as what has been suggested before: rural cases are more likely to be of ruminant origin, whilst urban cases are more likely to have originated from poultry. In addition, before the inference about human attribution, the sampling distribution of genotypes is estimated by two different types of model: the asymmetric Island and Dirichlet models. When data provide sufficient information (i.e. genotypes that are frequently observed), it shows that the Dirichlet model gives comparable final attribution with that of the asymmetric Island model. Nonetheless, the latter model outperforms the former for genotypes that are infrequently observed due to the estimation of genetic evolution between isolates.

The convergence and robustness of models developed in Chapter 5 are also confirmed. When the time of intervention in the poultry industry is included in the analysis, a dramatic reduction in poultry attributed to urban cases is observed, which is consistent with the literature (Sears et al., 2011). Meanwhile, the higher number of ruminant-associated cases in rural areas highlights a need for public health interventions.

From the above two chapters (Chapters 4 and 5), it is confirmed that poultry and ruminants are by far the most attributable sources for Campylobacter infection, while only a small contribution comes from water and other sources. These approaches treat water as a source of infection. However, the role that water plays in a transmission pathway can be more than as an origin. Water differs from animal reservoirs in that it is not an amplification vessel, but a vehicle for transmitting the pathogen. This means that water could be not only an end point, but also a medium contaminated by human waste or faeces from animals colonised by the bacteria, via a discharge of unprocessed water, runoff from farm fields, or water birds. This presents risks of exposure to recreational and drinking water when they are contaminated. Thus, to expand the role of water in a transmission route, it is motivated to propose other models in this regard.

Therefore, Chapter 6 utilises the models from Chapter 5 to estimate the probability of sources contaminating water. The results are then included in a novel approach to infer the final attribution for human cases. Originally, four source categories (i.e. poultry, ruminants, water and others) are of concern in the analysis. However, an additional source - water birds - is also included in the modelling here, considering they may be an intermediate host, spreading the pathogen to animals some distance away through water (Mullner et al., 2009a,b; Mughini Gras et al., 2012; Mughini-Gras et al., 2016). The inference about water attribution that resulted from the asymmetric Island model shows that water birds may be the major cause of the contamination, while the Dirichlet model suggests that both water birds and other sources are equally important. However, introducing the source of water birds in the modelling has no
impact on the final human attribution. Similar to the lesser contribution of water and other sources to the infection, the effect of water birds is uncommon. Further, the uncertainty in the simulation of $\boldsymbol{\pi}$ for the asymmetric Island model is smaller than for the Dirichlet model. The first model may be underestimating the variation of mixing over all $\boldsymbol{\pi}$ in the algorithm due to the use of information from the allelic profiles.

As addressed before, the full Bayesian model proposed in Chapter 4 has found to be mis-specified due to the inappropriate assumption about the prevalence of genotypes. One way to improve this model was to use an approximate Bayesian approach, which is not in a full Bayesian context, as demonstrated in Chapter 5. In order for the full Bayesian framework to be retained, Chapter 7 generalised the model from Chapter 4, in which the relationship of observing genotypes differing between human cases and sources is considered, using a Cauchy distribution to describe the different degrees of genotype prevalence.

In comparison to the results from Chapter 4, this generalisation yields identical final inference when there is no association between genotype prevalence and the type of samples (humans and sources). This is because these two approaches use the same prior assumption with different forms of pdf (Dirichlet and gamma). However, when the association is assumed, i.e. $O \neq 0$, the result from the generalised approach is unexpected: not only are urban cases highly poultry-associated, but also highly ruminant-associated. This is in disagreement with other studies that observe that infection in urban areas tends to be poultry rather than ruminant associated (Mullner et al., 2010; Levesque et al., 2013; Marshall et al., 2016). After investigating the relationship of genotype prevalence between humans and sources and the Cauchy link effect, it is noted that the model defining the relationship with Cauchy differences might be too heavily parameterised to fit reliably. Types with distinguishable prevalence differing between sources and humans are not consistently identified through the magnitude of the link effect. In addition, the sampler is found to be ineffective as it does not explore the posterior well and hence the MCMC chains are not converged well.

In conclusion, new approaches have been proposed in this thesis with a focus on Bayesian principles, and have been applied to data combining the demographic variables with the molecular information from both individuals and sources. It is observed that the models from Chapters 5 and 6 perform very well. They can identify not only the major sources attributed to human cases, but also the origins of water contamination, despite the fact that they are not in a full Bayesian framework, avoiding the flawed assumption that the probability of observing gentoypes in sources equals to that in humans via simulation of the sampling distribution of genotypes. It also shows that the genetic-free model (the Dirichlet model) is at least as effective as the genetic model (the asymmetric Island model) for final inference. Thus, genetic models may not be
always required for modelling source attribution; genetic-free models are an alternative as long as data provide enough information for inference.

There are some potential benefits of using the genetic-free models. They are less complex and use fewer parameters compared to genetic models. Hence, they are more convenient and easy to implement. Further, they can be applied to both phenotyping and genotyping data in principle; for example, serotyping or phage typing as used in the original Hald model (Hald et al., 2004). However, one limitation is that they may not be applicable to large-scale data such as wgMLST, but genetic models may still work adequately due to the specification of the genetic distance between isolates.

### 9.2 Future work

There are some areas arising from this thesis that may be of interest for future work. One is an improvement for the model proposed in Chapter 7, the other is an in-depth analysis on water contamination in relation to Campylobacter infection.

Although the effort of model generalisation for Chapter 4 is demonstrated in Chapter 7, the inference is unsuccessful after introducing a Cauchy random effect to link the relationship of observing genotypes between cases and sources. As investigated before, the posterior median of $O$ for many of them is centred around 0 , indicating that the prevalence of many types from sources may be close to that from humans. A possible way to improve the modelling is to divide types with the link effect $O$ into three groups: $O=0$ and whether the absolute value of $O$ is in the range of $(0,0.04)$. This might be helpful to identify the relationship of genotype prevalence between humans and sources. Another possibility for model improvement is to use expert opinions as prior knowledge of genotype prevalence. It is believed that most of the genotypes have a property of generalist lifestyle with highly diverse genetic lineages (e.g. a common type of ST-45), such that humans and broad host ranges are flexibly colonised (Gripp et al., 2011; Levesque et al., 2013; Dearlove et al., 2016; Mughini-Gras et al., 2016). Host-specific types are also noticed, such as ST-2381, which is only found largely in water and water birds. Therefore, it could be helpful to understand the relationship by containing knowledge of generalist and specialist types as a part of modelling.

On the other hand, the approach in Chapter 6 potentially opens a discussion about transmission of Campylobacter through waterways. Faecal matter may be the primary cause of water contamination via rainfall or runoff coming from farmland and pasture (Wagenaar et al., 2013). This highlights the importance of water quality. It is observed that climate change has presented risks to affect water quality due to extreme events such as higher temperatures (Bates et al., 2008).

In recent decades, rainfall and temperature have been extensively studied in the literature, addressing the association between climate change and zoonotic diseases
(Sari Kovats et al., 2005b; Lake et al., 2009; Rind and Pearce, 2010; Spencer et al., 2012; Lal et al., 2013; Djennad et al., 2019). This means that studying the impact of water quality on the disease requires a broad view of climate change. For example, changes in rainfall patterns and temperature may project to affect land use and hence influence water quality (Lal et al., 2013). In addition, this thesis reveals that water birds may be the most likely contributor to water contamination. It is also possible that ruminant strains can be found in freshwater and may be related to the infection via recreational water (Shrestha et al., 2019). Therefore, in order for the epidemiology of waterborne campylobacteriosis to be understood well, modelling pathway attribution with the use of higher resolution typing data such as core genome and wgMLST may be a possible research direction, considering factors ranging from land use, flood and droughts to wild bird activities.

## Appendix A

## Supporting materials

## A. 1 Derivation of a Dirichlet distribution from a gamma distribution

As we assumed that the transformation between $\boldsymbol{Z}$ and $\boldsymbol{\theta}$ is one-to-one, we can inverse the above random variable to,

$$
\begin{aligned}
& z_{j}=\theta_{j} d_{I}, \quad j=1, \ldots, I-1 \\
& z_{I}=\theta_{I} d_{I}=\left(1-\theta_{1}--\theta_{I-1}\right) d_{I}, \quad d_{I}=\sum_{i=1}^{I} z_{i}
\end{aligned}
$$

When $I>2$, the transformation of random variables in the probability distribution involves the Jacobian matrix, which is defined below,

$$
f_{\Theta_{1}, \ldots, \Theta_{I-1}, D_{I}}\left(\theta_{1}, \ldots, \theta_{I-1}, D_{I}\right)=f_{Z_{1}, \ldots, Z_{I}}\left(z_{1}, \ldots, z_{I}\right) \cdot|J|
$$

where the Jacobian transformation $J$ can be calculated via the matrix below,

$$
\begin{aligned}
J & =\left[\begin{array}{ccccc}
\frac{\partial z_{1}}{\partial \theta_{1}} & \frac{\partial z_{1}}{\partial \theta_{2}} & \ldots & \frac{\partial z_{1}}{\partial \theta_{I-1}} & \frac{\partial z_{1}}{\partial d_{I}} \\
\frac{\partial z_{2}}{\partial \theta_{1}} & \frac{\partial z_{2}}{\partial \theta_{2}} & \ldots & \frac{\partial z_{2}}{\partial \theta_{I-1}} & \frac{\partial z_{2}}{\partial d_{I}} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{\partial z_{I-1}}{\partial \theta_{1}} & \frac{\partial z_{I-1}}{\partial \theta_{2}} & \ldots & \frac{\partial z_{I-1}}{\partial \theta_{I-1}} & \frac{\partial z_{I-1}}{\partial d_{I}} \\
\frac{\partial z_{I}}{\partial \theta_{1}} & \frac{\partial z_{I}}{\partial \theta_{2}} & \ldots & \frac{\partial z_{I}}{\partial \theta_{I-1}} & \frac{\partial z_{I}}{\partial d_{I}}
\end{array}\right] \\
& =\left[\begin{array}{ccccc}
d_{I} & 0 & \ldots & 0 & \theta_{1} \\
0 & d_{I} & \ldots & 0 & \theta_{2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & d_{I} & \theta_{I-1} \\
-d_{I} & -d_{I} & \ldots & -d_{I} & \left(1-\theta_{1}-\ldots-\theta_{I-1}\right)
\end{array}\right]=d_{I}^{I-1} .
\end{aligned}
$$

Therefore, the context of the joint pdf of $\left(\Theta_{1}, \ldots, \Theta_{I-1}, D_{I}\right)$ is,

$$
\begin{aligned}
& f_{\Theta_{1}, \ldots, \Theta_{I-1}, D_{I}}\left(\theta_{1}, \ldots, \theta_{I-1}, d_{I}\right) \\
& =\frac{1}{\Gamma\left(\alpha_{1}\right) \cdots \Gamma\left(\alpha_{I}\right)} \theta_{1}^{\alpha_{1}-1} \cdots \theta_{I-1}^{\alpha_{I-1}-1}\left(1-\theta_{1}-\ldots-\theta_{I-1}\right)^{\alpha_{I}-1} d_{I}^{\sum_{i=1}^{I} \alpha_{i}-1} \exp \left(-d_{I}\right) ;
\end{aligned}
$$

then, it is found that the joint pdf of $\left(\Theta_{1}, \ldots, \Theta_{I-1}\right)$ is exactly the Dirichlet distribution with parameters $\boldsymbol{\alpha}$ in equation (3.5) after integrating $d_{I}$ out,

$$
\begin{aligned}
f\left(\theta_{1}, \ldots, \theta_{I-1}\right)= & \int_{0}^{\infty} f\left(\theta_{1}, \ldots, \theta_{I-1}, d_{I}\right) d d_{I} \\
= & \frac{1}{\Gamma\left(\alpha_{1}\right) \cdots \Gamma\left(\alpha_{I}\right)} \theta_{1}^{\alpha_{1}-1} \cdots \theta_{I-1}^{\alpha_{I-1}-1}\left(1-\theta_{1}-\ldots-\theta_{I-1}\right)^{\alpha_{I}-1} \\
& \int_{0}^{\infty} d_{I}^{\sum_{i=1}^{I} \alpha_{i}-1} \exp \left(-d_{I}\right) d d_{I} \\
= & \frac{\Gamma\left(\alpha_{1}+\ldots+\alpha_{I}\right)}{\Gamma\left(\alpha_{1}\right) \cdots \Gamma\left(\alpha_{I}\right)} \theta_{1}^{\alpha_{1}-1} \cdots \theta_{I-1}^{\alpha_{I-1}-1}\left(1-\theta_{1}-\ldots-\theta_{I-1}\right)^{\alpha_{I}-1} .
\end{aligned}
$$

## A. 2 The Multinomial theorem

The multinomial theorem is the generalisation of binomial theorem that allows expanding a power of many real numbers into a sum of power. The binomial theorem consists of two terms $\left(a_{1}, a_{2}\right)$ with binomial coefficients, $\binom{n}{k}=\frac{n!}{k!(n-k)!}, n=1, \ldots, k$, and can be written as,

$$
\begin{aligned}
\left(a_{1}+a_{2}\right)^{n} & =\sum_{k=0}^{n}\binom{n}{k} a^{n-k} b^{k} \\
& =\binom{n}{0} a_{1}^{n} a_{2}^{0}+\binom{n}{1} a_{1}^{n-1} a_{2}^{1}+\cdots+\binom{n}{n} a_{1}^{0} a_{2}^{n}, \quad n \in \mathbb{N} .
\end{aligned}
$$

If the real numbers are more than two terms $(m>2)$, the binomial theorem extends to the multinomial theorem in a form of,

$$
\left(a_{1}+a_{2}+\ldots+a_{m}\right)^{n}=\sum_{n_{1}+n_{2}+\ldots+n_{m}=n}\binom{n}{n_{1}, n_{2}, \ldots, n_{m}} \prod_{m=1}^{n} a_{m}^{n_{m}}
$$

with multinomial coefficients below to express the number of possible combinations of different things out of $n$ for each term,

$$
\binom{n}{n_{1}, n_{2}, \ldots, n_{m}}=\frac{n!}{n_{1}!n_{2}!\ldots n_{m}!}
$$

The above theorem will be used when a genotype typed from human cases is assumed to be associated with one of target sources of origin. Therefore, the notation $n$ can be regarded as the frequency of the genotype typed from human cases; $n_{1}, \ldots, n_{m}$ indicate the total number of the genotype typed from humans must be from one of $m$ source categories with an appropriate probability $a_{m}^{n_{m}}$.

## A. 3 Model fitting with water birds as an additional source

The model fitting demonstrated here is for the circumstance when water birds are also considered in the source groups with the underlying framework developed in Chapter 5. The total number of source categories hence changes from 4 to 5 , which are ordered as poultry, other, water birds, ruminants and water.

## A.3.1 Estimates for water attribution

After simulating $\pi_{i j}, i=1, \ldots, 406, j=1, \ldots, 5$, using the asymmetric Island or Dirichlet model, the probabilities $\boldsymbol{p}$ and $\boldsymbol{G}$ given the source baseline is ruminants $(j=4)$ turn out to be,

$$
p_{i}=\pi_{i 1} G_{1}+\pi_{i 2} G_{2}+\pi_{i 3} G_{3}+\pi_{i 4} G_{4}
$$

where,

$$
\begin{aligned}
G_{1} & =\frac{\exp \left(g_{1}\right)}{1+\exp \left(g_{1}\right)+\exp \left(g_{2}\right)+\exp \left(g_{3}\right)} \\
G_{2} & =\frac{\exp \left(g_{2}\right)}{1+\exp \left(g_{1}\right)+\exp \left(g_{2}\right)+\exp \left(g_{3}\right)} \\
G_{3} & =\frac{\exp \left(g_{3}\right)}{1+\exp \left(g_{1}\right)+\exp \left(g_{2}\right)+\exp \left(g_{3}\right)}
\end{aligned}
$$

$$
G_{4}=\frac{1}{1+\exp \left(g_{1}\right)+\exp \left(g_{2}\right)+\exp \left(g_{3}\right)} .
$$

## A.3.2 Estimates for human attribution

When no variables are included in the attribution model, the log-odds $f_{j}$ are defined as,

$$
f_{j}=\beta_{0 j}, \quad j=1,2,3,5,
$$

and $f_{4}=0$, given the source baseline is ruminants. Then, the attribution probabilities on the logit scale are expressed as,

$$
\begin{aligned}
& F_{1}=\frac{\exp \left(\beta_{01}\right)}{1+\exp \left(\beta_{01}\right)+\exp \left(\beta_{02}\right)+\exp \left(\beta_{03}\right)+\exp \left(\beta_{05}\right)} \\
& F_{2}=\frac{\exp \left(\beta_{02}\right)}{1+\exp \left(\beta_{01}\right)+\exp \left(\beta_{02}\right)+\exp \left(\beta_{03}\right)+\exp \left(\beta_{05}\right)} \\
& F_{3}=\frac{\exp \left(\beta_{03}\right)}{1+\exp \left(\beta_{01}\right)+\exp \left(\beta_{02}\right)+\exp \left(\beta_{03}\right)+\exp \left(\beta_{05}\right)} \\
& F_{4}=\frac{1}{1+\exp \left(\beta_{01}\right)+\exp \left(\beta_{02}\right)+\exp \left(\beta_{03}\right)+\exp \left(\beta_{05}\right)} \\
& F_{5}=\frac{\exp \left(\beta_{05}\right)}{1+\exp \left(\beta_{01}\right)+\exp \left(\beta_{02}\right)+\exp \left(\beta_{03}\right)+\exp \left(\beta_{05}\right)} .
\end{aligned}
$$

Hence, the proportion $\hat{\pi}_{i}$ of genotype $i$ found on humans becomes,

$$
\hat{\pi}_{i}=\left(\pi_{i 1} G_{1}+\pi_{i 2} G_{2}+\pi_{i 3} G_{3}+\pi_{i 4} G_{4}\right) F_{5}+\pi_{i 1} F_{1}+\pi_{i 2} F_{2}+\pi_{i 3} F_{3}+\pi_{i 4} F_{4}
$$

When the rurality variable $c$ is considered in the attribution model, the algebraic form of $f_{j}$ changes to,

$$
\boldsymbol{f}_{1804 \times 4}=\left[\begin{array}{cc}
1 & c_{1} \\
1 & c_{2} \\
\vdots & \vdots \\
1 & c_{1804}
\end{array}\right]\left[\begin{array}{cccc}
\beta_{01} & \beta_{02} & \beta_{03} & \beta_{05} \\
\beta_{11} & \beta_{12} & \beta_{13} & \beta_{15}
\end{array}\right] .
$$

Thus, the attribution probabilities for five sources from the perspective of individuals lead to,

$$
\begin{aligned}
& F_{h 1}=\frac{\exp \left(\beta_{01}+\beta_{h 1} c_{h}\right)}{1+\exp \left(\beta_{01}+\beta_{h 1} c_{h}\right)+\exp \left(\beta_{02}+\beta_{h 2} c_{h}\right)+\exp \left(\beta_{03}+\beta_{h 3} c_{h}\right)+\exp \left(\beta_{05}+\beta_{h 5} c_{h}\right)} \\
& F_{h 2}=\frac{\exp \left(\beta_{02}+\beta_{h 2} c_{h}\right)}{1+\exp \left(\beta_{01}+\beta_{h 1} c_{h}\right)+\exp \left(\beta_{02}+\beta_{h 2} c_{h}\right)+\exp \left(\beta_{03}+\beta_{h 3} c_{h}\right)+\exp \left(\beta_{05}+\beta_{h 5} c_{h}\right)} \\
& F_{h 3}=\frac{\exp \left(\beta_{03}+\beta_{h 3} c_{h}\right)}{1+\exp \left(\beta_{01}+\beta_{h 1} c_{h}\right)+\exp \left(\beta_{02}+\beta_{h 2} c_{h}\right)+\exp \left(\beta_{03}+\beta_{h 3} c_{h}\right)+\exp \left(\beta_{05}+\beta_{h 5} c_{h}\right)} \\
& F_{h 4}=\frac{1}{1+\exp \left(\beta_{01}+\beta_{h 1} c_{h}\right)+\exp \left(\beta_{02}+\beta_{h 2} c_{h}\right)+\exp \left(\beta_{03}+\beta_{h 3} c_{h}\right)+\exp \left(\beta_{05}+\beta_{h 5} c_{h}\right)} \\
& F_{h 5}=\frac{\exp \left(\beta_{05}+\beta_{h 5} c_{h}\right)}{1+\exp \left(\beta_{01}+\beta_{h 1} c_{h}\right)+\exp \left(\beta_{02}+\beta_{h 2} c_{h}\right)+\exp \left(\beta_{03}+\beta_{h 3} c_{h}\right)+\exp \left(\beta_{05}+\beta_{h 5} c_{h}\right)},
\end{aligned}
$$

and the probability of observing genotype $i$ on human isolates is expressed as,

$$
\hat{\pi}_{h}=p_{i[h]} F_{h 5}+\pi_{i[h] 1} F_{h 1}+\pi_{i[h] 2} F_{h 2}+\pi_{i[h] 3} F_{h 3}+\pi_{i[h] 4} F_{h 4} .
$$

## Appendix B

## Supporting tables

## B. 1 Chapter 6

| Data period | Human | Poultry | Ruminants | Water | Other | Water Birds |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $2005-2017$ | 1834 | 1163 | 856 | 341 | 223 | 183 |
| $2005-2016$ | 1804 | 1047 | 773 | 303 | 395 | NA |

Table B.1: Data sets collected during 2005-2016 and 2005-2017 show the difference in the number of isolates sampled from each category.

| Data period | -3 | -2 | -1 | 0 | 1 | 2 | 3 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $2005-2017$ | 20 | 134 | 168 | 103 | 302 | 236 | 707 |
| $2005-2016$ | 20 | 133 | 165 | 101 | 295 | 231 | 696 |

Table B.2: The number of human cases dwelling in each rurality class (ranged from -3 to 3) from data collected during 2005-2016 and 2005-2017.

## Appendix C

## Supporting figures
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Figure C.1: The trace plot for posterior attribution probability after re-running the Gibbs sampler, given the attribution probability is modelled with $\operatorname{Dir}(1)$ prior.


Figure C.2: The matrix of scatter plots for the parameters: intercept (top), and slope of rurality (bottom). Each matrix visualizes: i) the density plot for the parameter for each source on the diagonal; ii) the correlation coefficient of the parameter between sources in the upper panel; and iii) the scatter plot for the parameter between sources in the lower panel.


Figure C.3: The matrix of scatter plots for the fitted parameters: intercept (top), slope of rurality (bottom), given the baseline is other sources.


Figure C.4: The matrix of scatter plots for the fitted parameters: slope of age (top) and the interaction between rurality and age (bottom), given the baseline is other sources.


Figure C.5: The posterior attribution after setting a seed to starting values of $\boldsymbol{\pi}$ in the chain, given the rurality variable is considered in the model with other sources as the baseline.


Figure C.6: The trace plots for parameters considered in the model after a seed is set to starting values of $\boldsymbol{\pi}$ in the chain, given other sources are the baseline.


Figure C.7: The scatter plot of two parameters, given the baseline is other sources in the model.


Figure C.8: The posterior mean of $\boldsymbol{f}$ for each source, given the baseline is other sources and the variance of normal prior for regression parameters $\boldsymbol{\theta}$ changes from 1 to 0.025 (top), or from 1 to 4 (bottom).


Figure C.9: The percentage of human cases attributable to each source, given the variance of normal prior for regression parameters in the algorithm changes from 1 to 0.025 (top), or from 1 to 4 (bottom).


Figure C.10: The trace plot for considered regression parameters when the variance of normal prior for parameters (a) decreased from 1 to 0.025 (top), or (b) increased from 1 to 4 (bottom), given the baseline is other sources.


Figure C.11: The percentage of human cases attributable to each source, given the baseline changed from other sources to ruminants.


Figure C.12: The trace plot for regression parameters considered in the model after changing the baseline from other sources to ruminants.


Figure C.13: The matrix of scatter plots for the fitted intercept and slope of rurality parameters, given the baseline changed from other sources to ruminants.

## C. 2 Chapter 6



Figure C.14: Percentage of water isolates attributable to each source when water birds are included (lower panel) or not included (upper panel) in the analysis, after mixing over 100 simulated $\boldsymbol{\pi}$, estimated by the asymmetric Island model against the Dirichlet model. The inference is based on the fitted model with the rurality variable $c$, given ruminants are the source baseline.


Figure C.15: Trace plots for the water parameters $\boldsymbol{g}$ when the rurality variable is included in the attribution model for the analysis without (upper panel) or with (lower panel) the source of water birds, given the source baseline is ruminants and three simulations of $\boldsymbol{\pi}$ estimated by the asymmetric Island model against the Dirichlet model.


Figure C.16: Trace plots for the intercept regression parameters when the rurality variable is included in the attribution model for the analysis without (upper panel) or with (lower panel) the source of water birds, given ruminants are the source baseline and three simulations of $\boldsymbol{\pi}$ estimated by the asymmetric Island model against the Dirichlet model.


Figure C.17: Trace plots for the slope of rurality parameters when the rurality variable is included in the attribution model for the analysis without (upper panel) or with (lower panel) the source of water birds, given ruminants are the source baseline and three simulations of $\boldsymbol{\pi}$ estimated by the asymmetric Island model against the Dirichlet model.

## Appendix D

## Glossary

Allele A specific variation of a gene or locus, which may lead to different observable traits within a species.

Amplification An increase in the amount of target DNA by using a Polymerase Chain Reaction (PCR).

Attribution probability A probability of a random human case being caused by a source of infection.

Base pair A pair of chemical bases or nucleotides bonded together, forming the building blocks of the DNA structure.

Core genome The genes present in all/most strains of a species, including the housekeeping genes.

Food matrices A term to express complex structures of foods from their nutrient components to molecular relationships to each other.

Gene A sequence of nucleotides at some position of DNA, providing code to determine the characteristics transferred from a parent to offspring.

Generalist A property, describing a genotype that can be frequently found in a wide range of host animals.

Genome All the genetic information of an organism.
Genotype A term referring to isolates that have the same unique combination of alleles.

Gibbs sampler One of MCMC algorithms, also a special case of Metropolis-Hasting algorithm with a probability of acceptance of one, obtaining approximated samples from a specified probability distribution when direct sampling from a target distribution is difficult.

Guillain-Barre syndrome A rare disorder of the human nerve system, leading to paralysis in the limbs and compromised respiration.

Highest posterior density An interval within which a parameter of interest falls with a certain probability.

Housekeeping gene A gene responsible for the existence of a cell, maintaining the basic and essential cellular functions.

Interquartile range A statistical measure that points out where the middle $50 \%$ of data locates.

Irritable bowel syndrome An intestinal disorder causing cramping, bloating, diarrhoea and constipation.

Isolate A single colony representing a bacterial clone isolated from agar plates when microorganisms are cultured.

Likelihood function A function to express the likeliness of different values of a parameter given observed data.

Locus A part of a gene that may be used for typing.
Markov chain Monte Carlo A sampling method, being comprised of a class of algorithms, allows us to find the posterior distribution of parameters of interest through accepting simulated samples at a certain probability.

Metropolis-Hastings algorithm One of MCMC algorithms, obtaining samples from a proposal distribution using an acceptance-rejection step when direct sampling from a target distribution is difficult.

Multilocus sequence typing A molecular technique for the typing of several loci (usually seven), providing an allelic profile of an isolate.

Nucleotide A chemical base that forms the building block of a strand of DNA (or RNA).

Pathogen A microorganism that can cause diseases such as bacteria and viruses.
Posterior probability A probability describing how likely it is that an event will happen after considering observations and prior beliefs.

Prior probability A probability expressing the chance an event will happen prior to actual observations.

Sequence type A designated genetic term, referring to a unique allelic profile.

Squared difference A method to measure the variation between actual and estimated data through squaring the difference between the observed and estimated values.

Whole genome multilocus sequence typing A molecular typing technique with higher resolution than MLST due to the inclusion of all available genes, rather than the 7 used in conventional MLST.
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