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Abstract 13 

This paper investigates the optimal power generation control for a two-stage horizontal-axis tidal turbine 14 

system based on backstepping disturbance rejection control (BDRC), which is a new control framework for 15 

high-order nonlinear systems. The tidal turbine system is designed with the main structure being described. 16 

The dynamics of the tidal turbine system is then formulated based on the integration of the dynamics of its 17 

constitute components. The tidal turbine experiences large uncertainties and unknown dynamics from non-18 

uniform operating thrust and fatigue forces, variations and turbulence in tidal flow velocities induced by 19 

waves and wind. The proposed BDRC is a unique control concept which has superior performance in dealing 20 

with these large uncertainties without requiring much information about the turbine dynamics. Consequently, 21 

the BDRC system is synthesized in two control loops for the control of the turbine dynamics (outer loop) and 22 

the q-axis current dynamics (inner loop) respectively to track the optimal tidal turbine speed and hence 23 

maintain the optimal power generations. Both the stability and convergence of the two closed control loops 24 

are subsequently analyzed and proved. The simulations are conducted in MATLAB/Simulink to compare the 25 
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performance of the developed BDRC system with a sliding mode control method used in the literature. In 26 

addition, the proposed BDRC algorithm is extended to a general nonlinear strict-feedback system with high 27 

uncertainties and external/internal disturbances. The proposed BDRC has significantly extended the 28 

traditional ADRC and does not need any differential operations, thereby totally eliminating the inherent 29 

problems of “explosion of complexity” and repeated differentiations of virtual control variables in traditional 30 

backstepping control. 31 

 32 

Keywords: 33 

Tidal turbine; Dynamic characteristics; Optimal power generation; Backstepping disturbance rejection 34 

control. 35 

 36 
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I. INTRODUCTION 37 

Tidal turbines extract and convert kinetic energy from tidal streams (in open waters or channel-type areas) 38 

into electrical power in a similar way as wind turbines [1]. However, as the density of seawater is 1025 kg/m3, 39 

about 837 times denser than air under standard atmospheric conditions, tidal turbines experience larger 40 

operating thrust and fatigue forces than wind turbines with the same dimension. Also, there are significant 41 

variations and turbulence in tidal flow velocities induced by waves and wind, and therefore the tidal loads 42 

across the rotor disc are not uniform and have large fluctuations. In addition, the submerged tidal turbine 43 

structures experience incredible levels of blade surface contamination and marine growth build-up for long 44 

periods of time [2]. All these differences pose serious challenges in controlling the rotor speed in a tidal 45 

turbine than in a wind turbine [3]. Moreover, the efficiency and power quality of the tidal turbines are still 46 

very low, which also require more effective control systems. Although advanced control methods have been 47 

widely used in wind turbine control [4], not much control effort has been conducted in the tidal energy field. 48 

Therefore, there is an need to introduce more advanced control algorithms to tidal turbine systems to improve 49 

their performances e.g., achieving higher efficiency and power quality, better regulation performances and 50 

greater robustness against the uncertainties and disturbances due to the turbines themselves and the tidal 51 

streams including swell effects and high turbulence. 52 

In the literature, there are some research works on the control of tidal turbines. The sliding mode control 53 

design was proposed in [5, 6] for the optimal power generations and power regulations of a tidal turbine 54 

system with variable speed doubly-fed induction generator. Experimental verifications were conducted in a 55 

7.5 kW real-time simulator that accounts for the resource and turbine models. However, this control system 56 

suffered from chattering effects caused by high-frequency control switching [6]. In [7], the optimal power 57 

control of a tidal turbine system (with a variable speed doubly fed induction generator) was designed with 58 

and without tidal current speed sensor. This control strategy relied highly on the resource and the tidal turbine 59 

models, whose sensitivity regarding swell effects needs to be analyzed. In [8], a maximum power point 60 
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tracking control strategy for a tidal turbine system was presented for only low marine current speed, which 61 

was verified by simulation on a 10-kW generating system with a low-speed doubly salient permanent magnet 62 

generator of 50 rpm in MATLAB Simulink. In [9], the power control of a 1.5 MW tidal turbine was designed 63 

by considering the tuning chain as a part of the system’s energetic macroscopic representation. The control 64 

of the machine side converter utilized optimal torque control for the maximum power point tracking and the 65 

minimization of generator power loss under the rated marine current speed. In [10], a fuzzy logic tuning 66 

based direct power control approach was proposed to achieve the optimal tidal power generation by using 67 

cascaded control loops. In [11], two model free reinforcement learning (RL) algorithms – Q-learning and 68 

Neural Fitted Q-iteration were proposed for the maximum power point tracking (MPPT) control of a tidal 69 

turbine. In [12], the ADV preview based nonlinear predictive control approach was proposed for a tidal 70 

turbine with continuously variable speed hydrostatic transmission to enhance the maximum tidal power 71 

generation. In [13], a sensor-less double integral sliding mode controller was designed for a hydrostatic tidal 72 

turbine to achieve the maximum power extraction in the presence of large parametric uncertainties and 73 

nonlinearities. 74 

In general, to some extent, the aforementioned control methods may suffer from the disadvantages of 75 

relatively low reliability and low robustness particularly in the presence of large uncertain tidal current inputs. 76 

Other control techniques of tidal turbine systems [14] more or less relied on simple descriptions of a specific 77 

tidal system and were not extendable or difficult to apply in realistic and complex test field. 78 

This paper considers the optimal power generation control of a two-stage horizontal-axis tidal turbine 79 

system. The optimal power control is based on backstepping disturbance rejection control (BDRC) algorithm 80 

which is an improved approach to traditional active disturbance rejection control (ADRC) [15]. The ADRC 81 

is a unique control concept and has superior performance in dealing with large uncertainties. The ADRC does 82 

not require much information about the plant dynamics, which is very easy to tune and thus very suitable for 83 

engineering implementation [16]. The energy savings and transient response features of the ADRC are also 84 

useful for the tidal energy generation. The ADRC has preliminarily been applied in a wide range of industrial 85 
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applications, such as the hydraulic servo systems [17], the H-bridge DC-DC power converter [18], the 86 

permanent magnet synchronous motor [19], the flywheel energy storage system [20], the quadrotor trajectory 87 

tracking [21], the swift industrial implementations [22] and the open-cathode proton exchange membrane 88 

fuel cell [23]. 89 

Therefore, by utilizing the good disturbance rejection capability of the ADRC, this paper designs the BDRC 90 

by combining the feedforward arrangement and the ADRC to exploit the unique disturbance estimation and 91 

rejection capability of the ADRC in tidal turbine control. In the paper, the main characteristics of this tidal 92 

turbine system are analyzed by integrating all the dynamic equations of the constitute components. For 93 

tracking the optimal tidal turbine speed to maintain the optimum hydrodynamic efficiency, the BDRC is 94 

synthesized in two control loops including an outer turbine dynamics control loop and an inner q-axis current 95 

dynamics control loop. An extended state observer (ESO) and a nonlinear feedback controller are designed 96 

in each control loop. Both the stability and convergence of the two closed control loops and ESO are then 97 

analyzed accordingly. The proposed BDRC is also extended to general nonlinear strict-feedback system with 98 

high uncertainties and external/internal disturbances. Simulations are conducted based on the developed 160 99 

kW tidal turbine system in MATLAB/Simulink to assess the performance of the developed BDRC algorithm 100 

by comparing it with the sliding mode control method. 101 

The proposed BDRC does not need accurate model information and features inherent robustness and high 102 

accuracy against various disturbances and internal/external uncertainties. Each step BDRC of the nonlinear 103 

strict feedback system is highly self-independent, self-convergent and self-stabilized, which together form 104 

the stability of the closed loop system. The proposed BDRC design does not need any differentials and hence 105 

does not suffer from the risks of explosion of complexity and high computational burden either. Actually, 106 

each step BDRC has fixed control structure and is easy to implement since only some control coefficients 107 

are needed to be re-tuned between different steps for general strict feedback systems. 108 

The main novelty and contributions of the work are listed as follows: 109 

1) Designing the BDRC in two control loops including an outer turbine dynamics control loop and an inner 110 
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q-axis current dynamics control loop. 111 

2) The proposed BDRC is also extended to general nonlinear strict-feedback system with high uncertainties 112 

and external/internal disturbances. 113 

3) The performance of the developed BDRC algorithm is verified based on a 160 kW tidal turbine system 114 

by comparing it with the sliding mode control method. 115 

Following the introduction section, the section II describes the two-stage tidal turbine system. The section 116 

III presents the dynamic characteristics and optimal power generation of the tidal turbine. The section IV 117 

details the BDRC design. The section V presents the verifications and discussions of the proposed BDRC in 118 

tidal turbine control, and the section VI provides the conclusions of the work. 119 

II. THE TWO-STAGE TIDAL TURBINE SYSTEM 120 

The horizontal-axis type tidal turbine system is considered as one of the most promising options for 121 

improving tidal power extraction and efficiency [24]. A model 160 kW two-stage tidal turbine system is 122 

developed in this section. As illustrated in Fig. 1, the designed tidal turbine system mainly consists of a 123 

variable-speed tidal stream turbine, a compact drive train, a permanent magnet synchronous generator 124 

(PMSG), a power converter and electric load. The drive train consists of a low-speed shaft, a small-sized gear 125 

train and a high-speed shaft that connected to the PMSG. Its first stage refers to the tidal turbine, low-speed 126 

shaft and gear train, whereas the second stage consists of the high-speed shaft and PMSG. 127 

Tidal turbine blades are driven by incoming tidal streams which have slowly time-varying velocities by 128 

nature. The captured mechanical energy from the tidal turbine is transferred to the PMSG for electrical power 129 

generation via the small-sized gear train. The stator windings of the PMSG are connected to the power 130 

converter which is then cascaded by an electric load or grid side power converter. The generator-side power 131 

converter is actually a control actuator for power transformations between AC and DC, and therefore is a 132 

main element for implementing control actions for power maximizations of the tidal turbine system. 133 

The electricity generation from the PMSG typically requires relatively steady and fast drive-train rotations 134 
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whereas the tidal stream and turbine speeds are usually slow and intermittent. Thus, the small-sized gear train 135 

and PMSG are employed here to significantly accelerate the turbine rotations and efficiently generate 136 

electrical energy at relatively low cost. The gear train also has a relatively small transmission ratio and the 137 

PMSG has high power density, which makes the system highly compact and efficient. 138 

This two-stage configuration not only significantly reduces the size and weight of a conventional PMSG 139 

tidal turbine system which is configured with a low-speed direct drive, but also can considerably increase the 140 

efficiency of the PMSG since this will always enable the PMSG work in its relatively high-speed ranges and 141 

high-efficiency characteristic areas. 142 

In practice, all the components of this two-stage tidal turbine system except for the turbine blades and 143 

power converter will be encased in a seawater proof housing and then deeply submerged underwater for 144 

capturing high-speed tidal streams. The power converter and the associated control elements will be naturally 145 

located onshore for power regulations and central control. 146 

 147 

Fig. 1 Schematic of the two-stage tidal turbine system 148 

III. DYNAMIC CHARACTERISTICS AND OPTIMAL POWER GENERATION 149 

The dynamic characteristics of the 160-kW tidal turbine system described in Section II is modeled in this 150 

section, by integrating all the dynamic equations of its constitute components. 151 

A. Tidal Streams 152 

Even though the tidal stream velocity is highly predictable and relatively slowly time-varying, short-term 153 

tidal stream velocity is still stochastic and fluctuating due to interactions among tidal currents, water depth, 154 

ocean terrain, waves and winds. One of the most influencing factor is the wave field and hence the realistic 155 
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tidal stream speed v  can be well simulated by the sum of a uniform term 
tv  and a wave induced non-uniform 156 

term 
wv  [25]. Thus, 157 

1 7
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 (1) 158 

where z is the depth of the tidal system from seawater surface, h is the total the water depth (m), maxtv  is the 159 

maximum tidal stream velocity (m/s). 160 

The non-uniform term 
wv  due to the existence of a surface wave is given by 161 

 
 

 
 

cosh
, cos

sinh
w

k z h
v y t t

kh




    (2) 162 

where t is the elapsed time,   is the wave height (m),   is the wave frequency (rad/s), and k is the wave 163 

number. 164 

The wave frequency    in (2) can be reasonably designed to represent swell effects or tidal speed 165 

oscillations in actual tidal streams. To this end, several frequency components should be added together to 166 

simulate a realistic swell effect based on a specified swell spectrum. 167 

In practice, the inflow profile of actual tidal stream speed can be measured upstream of the tidal turbine 168 

rotor by using Acoustic Doppler Velocimetry (ADV) due to its great operational flexibility and lower cost 169 

[26]. 170 

B. Tidal Turbine Dynamics 171 

The tidal stream speeds are used for calculating the hydrodynamic torque 
tT  and power of a tidal turbine 172 

tP . 173 
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where ρ is the seawater density (1025 kg/m3), R is the turbine blade radius (m),   is an unit-less tip speed 175 

ratio which is a characteristic factor for the tidal turbine. pC  is the tidal power conversion coefficient. It is 176 

the ratio of the mechanical power of the tidal turbine to the power conveyed by the tidal streams through the 177 

swept area of the turbine rotor and thus expresses the ability of the tidal turbine to extract kinetic energy from 178 

the moving seawater. For a fixed pitch tidal turbine (like the one considered in this paper), pC  can be derived 179 

based on fitting function of the tip speed ratio as follows 180 

20
116

0.555 5

1

1 0.035

pC e 






 
 
 

  
   

  

 
 

 (4) 181 

where   is an intermediate constant. 182 

The tip speed ratio   is typically expressed as the ratio of the blade tip speed to the free stream speed 183 

t R

v


   (5) 184 

where 
t  denotes the rotating speed of the tidal turbine. 185 

C. Two-stage Drive Train 186 

The dynamics of this two-stage drive train are described by a two-mass model (see Fig. 2):  187 

t t t t t L

g g h g g g

J T k T

J T T k

 

 

  


  
 (6) 188 

where tJ  and gJ  are the inertias of the tidal turbine and generator, respectively, 
LT  and 

hT  are the torques at 189 

the gearbox ends of the low-speed and high-speed shafts, respectively, gT  and g  are the electromagnetic 190 

torque and rotating speed of the PMSG, respectively, and 
tk  and gk  are the friction damping coefficients of 191 

the low-speed and high-speed shafts, respectively. 192 

The torque at the gearbox end of the low-speed shaft is represented as 193 
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   L ls t ls ls t lsT k b        (7) 194 

where 
lsk   and 

lsb   the low-speed shaft stiffness and damping coefficient, respectively, 
t   and 

t   are 195 

respectively the rotor side angular deviation and shaft speed, 
ls  and 

ls  are respectively the gearbox side 196 

angular deviation and shaft speed. 197 

 198 

Fig. 2 Two mass model of the two-stage drive train 199 

The variables between the low-speed and high-speed sides are related as 200 

L ls h g

L
g

h

T T

T
i

T

 






 (8) 201 

where gi  is the transmission ratio of the gear train. 202 

For the scale of the tidal turbine considered here (i.e., 160 kW), the low-speed shaft can be assumed to be 203 

a rigid body. i.e.,
t ls  . Then its drive train model can be derived by combining the above equations (6)-204 

(8): 205 

   2 2

t g g t t g g t g g tJ J i T T i k k i       (9) 206 

D. PMSG Dynamics 207 

The PMSG dynamic equations are always expressed in the d–q coordinate frame rotating synchronously 208 

with the magnet flux. The electromagnetic torque gT  in the PMSG can be formulated as 209 

tT t
tJ

tk

lsk

lsb

LT
hT

gk

gTgJg

gi

ls

t
ls
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3

2
g sqT p i  (10) 210 

where p is the number of pole pairs,   is the magnet flux, sqi is the stator q-axis current component. 211 

As shown in (10), the stator q-axis current component is used to develop generator torque since both p and 212 

  are constant at steady state. Hence, the control of the tidal turbine speed 
t  can be reasonably achieved 213 

by implementing adequate actions for sqi  as indicated in (9) and (10). 214 

The Park model of the electrical dynamics of the PMSG in terms of q-axis voltage and current is  215 

d

d

sq g sqs
sq t g sd

s s s

i pi uR
i p i

t L L L


       (11) 216 

where 
sR   and 

sL   are the resistance and inductance of the stator winding, respectively, squ   is the q-217 

component of instant stator voltage, sdi  is the d-component of instant stator current. 218 

The equation (11) shows that the q-axis stator current can be tuned to its desired values by regulating the 219 

q-component of the instant stator voltage. Meanwhile, the direct-axis current component can be tuned to zero 220 

to minimize demagnetization for a given torque, and therefore, reduce stator flux and minimize resistive and 221 

core losses [27]. Since this paper focuses on the optimal generator power through torque control, only the q-222 

axis control variables will be considered. 223 

E. Optimal Power Generation 224 

The optimal power generation control of the 160-kW tidal turbine system aims to extract the maximum 225 

available tidal power by keeping the turbine power coefficient at the maximum values below the rated tidal 226 

flow speed of 2 m/s. To this end, the tidal turbine should be operated in variable-speed mode to track the 227 

optimal tidal turbine speed corresponding to the maximum power coefficient so that the optimum 228 

hydrodynamic efficiency is maintained. 229 

The optimal tidal turbine speed optf  can be designed as 230 
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1

1

opt

optf

v

s R








 (12) 231 

where opt = 8 denotes the optimal tip speed ratio in accordance with the maximum power coefficient, s is 232 

the Laplace operator,  =0.02 s denotes the filter constant and the filter in (12) is used to eliminate any swell 233 

effect, the tidal stream speed v  can be acquired by using ADV measurements in advance. 234 

At the optimal power generation point, the optimal generator power optP  is 235 

3

opt opt optfP k   (13) 236 

where 237 

 
5

3

1

2
opt p opt

opt

R
k C

 



  (14) 238 

IV. THE BDRC DESIGN 239 

The BDRC system of the developed 160 kW tidal turbine system works in a backstepping manner and 240 

involves two cascaded control loops: the first control loop for the turbine dynamics (9), and the second control 241 

loop for the q-axis PMSG dynamics (11). The former aims to track the optimal tidal turbine speed by 242 

generating reference electromagnetic torque or equivalently the reference q-axis current as indicated in (10), 243 

while the latter ensures that the reference q-axis current is reached in finite time. Each control loop will be 244 

designed based on an extended state observer (ESO) and a nonlinear feedback controller. The stability and 245 

convergence of both (closed) control loops and ESO will be analyzed accordingly. 246 

A. BDRC Design of the Tidal Turbine 247 

The tidal turbine dynamics in (9) can be re-formulated as 248 

 
 

2

2 2

3

2

t t g g t g

t sq

t g g t g g

T k k i p i
i

J J i J J i

 


 
 

 
 (15) 249 

The above dynamics (15) can be re-structured into a two-degree-of freedom configuration. Thus, 250 
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 
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21 1

;

, .
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t

x x b i
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 

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 (16) 251 

where 252 

 
 
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2

21 1 12

;

, .

t

t t g g t

t

t g g

x
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
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

 
   
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 (17) 253 

 1 , tf v   denotes the combination of the unknown dynamics and disturbances, which arise from the non-254 

uniform operating thrust and fatigue forces, variations and turbulence in tidal flow velocities induced by 255 

waves and wind, and additional loads from blade surface contamination and marine growth build-up. 1  256 

denotes modelling differences between the tidal turbine model and the actual tidal turbine dynamics, 01b  is 257 

the normal value of 
 2

3

2

g

t g g

p i

J J i





. 258 

1) ESO Design 259 

The ESO is essential for observing unknown states and disturbances in real time for the BDRC design. 260 

Define the state estimation errors as 261 

11 11 11

21 21 21

ˆ ;

ˆ .

x x

x x





 


 
 (18) 262 

where 
11   and 

21   denote the state estimation errors by the observer, and 
11x̂   and 

21x̂   denote the state 263 

estimates. 264 

Design the ESO as 265 

 

 

11 21 01 11 11 11 11

21 21 11 11 11

ˆ ˆ , , ;

ˆ , , .

sqx x b i fal

x fal

   

   

   


 

 (19) 266 

where 
11  and 

21  are the observer gains,  fal   is a nonlinear core function used in the BDRC, for example, 267 

the function  11 11 11, ,fal     can be defined as 268 
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 
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11

1

11 11 11 11

11 11 11

11 11 11 11

,           
, ,

sigm ,  
fal





   
  

   

 
 



 (20) 269 

where 11 11,   are two tunable control coefficients with 110 1  . The function  11sigm   is defined as 270 

 
 

 
11

11

11

1 exp
sigm

1 exp






 


 
 (21) 271 

where   is a positive gain, when   , the sigm(•) function will eventually converge to the well-known 272 

sign(•) function in finite time. 273 

The observer error dynamics by subtracting (16) from (19) are 274 

 

   

11 21 11 11 11 11

21 1 21 11 11 11

, , ;

, , , .t

fal

f v fal

     

     

  


  

 (22) 275 

Proof of convergence: In order to verify the convergence of the ESO, define two boundary functions 276 

 11 11g   and  21 11 21,g    as follows: 277 

     

     

11 11 11 11 11 11 11

21 11 21 21 21 21 21

sigm ;

, sigm .

g g

g g

    

    

 


  

 (23) 278 

Define a Lyapunov function  279 

  2 2

11 11 21 11 21

1 1
,

2 2
V       (24) 280 

By combining (22), (23) and (24), the time derivative of (24) is given by 281 

 

     

     

   

   

       

11 11 21 11 11 21 21

11 11 11 11 11 11 11

21 21 11 21 21 21 21

11 11 11 11 11

21 21 21 21

11 11 11 11 21 21 21

,

sigm

, sigm

1 sigm

1 sigm

1 1

V

g g

g g

g

g

g g

     

    

    

   

  

    

 

   

    

   

     

   

 (25) 282 

By selecting 
11 1   and 

21 1  , the function  11 11 21,V    is negative semidefinite. Since  11 11 21,V    is 283 
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positive definite, there exists    11 11 21 110 , 0,0V V   . Thus,  11 11 21,V    is bounded. Hence, all the state 284 

estimates in (19) and the estimation errors in (18) are globally uniformly bounded. Based on Barbalat’s 285 

lemma [28], it’s easy to conclude that estimation errors in (18) converge to zero in finite time. 286 

2) Nonlinear Feedback Controller Design 287 

To accurately track the optimal tidal turbine speed 
optf , the nonlinear feedback controller is designed 288 

based on the ESO with  control variable being the reference q-axis stator current 
_sq refi . 289 

Define the speed tracking errors as 290 

1 11 1 11

1 11

ˆ ;

.

optf

optf

e x s

s x

 



   


 

 (26) 291 

Based on the tracking errors in (26), the controller is 292 

 _ 1 1 1 1 21 01
ˆ, ,sq refi fal e x b     (27) 293 

where 1 , 1  and 1  are tunable control coefficients used to shape the nonlinear core function and achieve 294 

the desired control actions. 295 

Define the tracking error for the reference q-axis current in (27) as 296 

2 _sq ref sqs i i   (28) 297 

Substituting (27) and (28) into (16) yields 298 

 11 01 1 1 1 1 01 2 21, ,x b fal e b s       (29) 299 

Hence, the time derivative of 1s  is formulated as 300 

 

1 11

01 1 1 1 1 01 2 21, ,

optf

optf

s x

b fal e b s



    

 

   
 (30) 301 

Proof of stability: To prove the stability of the controller in (27), the following Lyapunov function  21 1V e  is 302 

defined as 303 

   
22

21 1 1 1 11

1 1
=

2 2
V e e s    (31) 304 
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By considering (22), the time derivative of (31) is  305 

    

 
 

  

 
 

 

    

 

21 1 1 11 1 11

01 1 1 1 1 01 2 21

1 11

21 11 11 11 11

01 1 1 1 1

1 11

01 2 11 11 11 11

01 1 1 11 1 11 1 1

1 11 01 2

=

, ,

, ,

, ,

, ,

, ,

optf

optf

optf

V e s s

b fal e b s
s

fal

b fal e
s

b s fal

b s fal s

s b s

 

    


    

   


   

    

 

 

   
   

   

 
   

   

   

    11 11 11 11, ,fal     

 (32) 306 

Since  1 1 1, ,fal e     is an odd and monotonically increasing function, the first term 307 

    1 11 1 11 1 1, , 0s fal s        in (32). In practice, the other terms 1e  , optf   and 2s   are ultimately 308 

bounded when considering the actual control system. 309 

Hence, (32) is re-written as 310 

      21 1 01 1 1 11 1 11 1 1, ,V e b s fal s B          (33) 311 

where B  is a boundary and can be defined as 312 

   1 11 01 2 11 11 11 11, ,optfB s b s fal          
. (34) 313 

As indicated in (33), by appropriately selecting relatively large value for the control parameter 1 , there 314 

exists  21 1 0V e  , and hence the nonlinear closed control loop is stable and all the tracking errors converge to 315 

zero eventually. 316 

B. BDRC Design of the Current Control Loop 317 

The BDRC design of the q-axis current control loop follows the same procedures as that for the tidal turbine 318 

dynamics. 319 

The two-degree-of freedom state space representation of the q-axis current dynamics (11) is defined as 320 

 
12 22 02

22 2

;

, , .

sq

sq sd t

x x b u

x f i i 

 




 (35) 321 

where 322 
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 

12

22 2 2

;

, , .

sq

gs
sq sd t sq t g sd

s s

x i

piR
x f i i i p i

L L


  





      


 (36) 323 

 2 , ,sq sd tf i i   denotes the lumped uncertainties of the unknown current dynamics and disturbances including 324 

d-axis current loop dynamics, 2  denotes the lumped modelling errors in the current control loop, 02b  is the 325 

known and normal value of 
1

sL
. 326 

The ESO for the q-axis current loop is designed as follows. 327 

Define the state estimation errors as 328 

12 12 12

22 22 22

ˆ ;

ˆ .

x x

x x





 


 
 (37) 329 

where 12  and 22  denote the state estimation errors by the observer, 12x̂  and 22x̂  denote the state estimates. 330 

Design the ESO as 331 

 

 

12 22 02 12 12 12 12

22 22 12 12 12

ˆ ˆ , , ;

ˆ , , .

sqx x b ui fal

x fal

   

   

   


 

 (38) 332 

where 12   and 22   are observer gains,  12 12 12, ,fal      is a nonlinear core function used in the BDRC, 333 

12 12 12, ,    are tunable control coefficients with 120 1  . 334 

The nonlinear feedback controller can also be synthesized as follows. 335 

Define the q-axis current tracking errors as 336 

2 _ 12 2 12
ˆ

sq refe i x s      (39) 337 

Based on the tracking errors in (28) and (39), the nonlinear current controller is designed as 338 

 2 2 2 2 22 02
ˆ, ,squ fal e x b     (40) 339 

where 2 , 2  and 2  are tunable control coefficients used to achieve the desired reference q-axis current. 340 
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C. Extended BDRC Control Framework 341 

The proposed BDRC system can also be well extended to general nonlinear strict-feedback system with 342 

high uncertainties and external/internal disturbances. The n-th order strict-feedback nonlinear system can be 343 

represented in the following form: 344 

   

   

   

   

1 1 1 1 1 2

2 2 1 2 2 1 2 3

1 2 1 1 2 1 1

1 2 1 1 2 1

1

, ,

...

, ,.., , ,..,

...

, ,.., , ,..,

.

i i i i i i

n n n n n

x f x g x x

x f x x g x x x

x f x x x g x x x x

x f x x x g x x x u

y x

  

 

 


 



 


  




 (41) 345 

where x  , y   and u   denote system state, output and control input, respectively,  1 2 1, ,..,i if x x x    denotes 346 

unknown smooth function representing lumped system uncertainties and disturbances,  1 2 1, ,..,i ig x x x   347 

denotes smooth control-gain function. 348 

For the BDRC design, the typical i-th subsystem in this nonlinear system can be rearranged into a two-349 

degree of freedom system as follows 350 

 
1 2 0 1

2 1 2 1

;

, ,.., .

i i i i

i ai i

x x b x

x f x x x





 



 (42) 351 

where  352 

   
1

2 1 2 1

;

, ,.., .

i i

i ai i i i

x x

x f f x x x 




    
 (43) 353 

 aif   denotes the lumped combination of unknown uncertainties, disturbances and un-modelled dynamics, 354 

i   denotes modelling errors, 01b   is the nominal, steady state or boundary value of the gain function 355 

 1 2 1, ,..,i ig x x x  . 356 

For designing an ESO for the system (42), define the following state estimation errors 357 
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1 1 1

2 2 2

ˆ ;

ˆ .

i i i

i i i

x x

x x





 


 
 (44) 358 

where 1i  and 2i  denote the state estimation errors by the observer, 1̂ix  and 2
ˆ

ix  denote the state estimates. 359 

Design the ESO as 360 

 

 

1 2 0 1 1 1 1 1

2 2 1 1 1

ˆ ˆ , , ;

ˆ , , .

i i i i i i i i

i i i i i

x x b x fal

x fal

   

   


   


 

 (45) 361 

where 1i  and 2i  are ESO gains, 1 1 1, ,i i i   , i  and i  are tunable control coefficients with 10 1i  . 362 

For the nonlinear feedback control design of the system (42), define the i-th subsystem tracking errors as 363 

_ 1 1

_ 1

ˆ ;

.

i i ref i i i

i i ref i

e x x s

s x x

   


 
 (46) 364 

where _i refx   denotes the reference value for the i-th subsystem, which can be derived from the (i-1)-th 365 

subsystem based on the BDRC. 366 

Based on the tracking errors in (46), the nonlinear feedback controller is designed as 367 

 1_ 2 0
ˆ, ,i ref i i i i i ix fal e x b      (47) 368 

where i  , i   and i   are tunable control coefficients for tracking the desired reference inputs, 1_i refx   369 

denotes the control input for the i-th subsystem or the reference input for the (i+1)-th subsystem. 370 

The BDRC design for each subsystem is totally independent and the BDRC for other subsystems in (41) 371 

follow the same way as that in (42)-(47). Additionally, the proofs of stability and convergence of the nonlinear 372 

feedback controller and ESO also follow the similar ways as that in section IV-A. 373 

The tuning of the BDRC control parameters should make the core function  fal   hold the characteristics 374 

of “small error, big gain; big error, small gain” so that tracking or estimation errors can be mitigated in real 375 

time. The control gains i , 1i  and 2i  should be chosen relatively large to achieve fast response, whereas 376 

12 12 12, ,   , i  and i  should be tuned relatively small to achieve the desired accuracy. The selection of the 377 
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control parameters should also ensure that the function    11 11 21 21 1, 0 0V V e   ，  . In addition, many 378 

intelligent optimization approach can also be used to obtain the optimal control and observer parameters such 379 

as the chaotic grey wolf optimization (CGWO) algorithm [21]. 380 

The BDRC does not need any differential operations so that the tracking differentiator and simultaneous 381 

tracking of each state in traditional ADRC [29] are not required in BDRC. The BDRC differs significantly 382 

from the traditional backstepping control and does not have the inherent problems of “explosion of 383 

complexity” and repeated differentiations of virtual control variables [30]. The proposed BDRC approach is 384 

also different from the recently proposed backstepping technique based ADRC approach in which the 385 

derivative of the virtual control variable needs to be approximated and the activations of the ESOs are delayed 386 

successively [31]. 387 

V. VERIFICATIONS AND DISCUSSIONS 388 

The simulations were conducted based on the developed 160 kW tidal turbine system in MATLAB/Simulink 389 

to comparatively evaluate the effectiveness of the BDRC with the sliding mode control method developed in 390 

[5]. The data for the tidal stream speed was obtained from the East China Sea and coincides well with the 391 

model in (1) and (2). The rated tidal current speed is 2 m/s and the rated tidal turbine speed is 3.5 rad/s. The 392 

main design parameters for the tidal turbine system and BDRC are: 4 21 10tJ kg m    , 
210gJ kg m   , 393 

30gi  , 0.3t gk k  ， 5R m ， 1 22167   , 2 =400 , 1 2,  , 1  and 2  can be chosen between 1×10-2 394 

and 1×10-8, respectively. In order to ensure the fair comparison, the performances of the two controllers are 395 

tuned to their best and then they are compared under the same operating conditions. 396 

As illustrated in Fig. 3, the tidal stream speed increases from 0.1 m/s to around 1.8 m/s and then remains 397 

relatively steady between 1.6 m/s and 2 m/s. The speed variations represent a realistic tidal stream profile 398 

and include surface wave effects. 399 
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 400 

Fig. 3 Tidal stream speed variations 401 

As shown in Fig. 4, the tidal turbine speed can be well regulated at the optimal speed by the BDRC, whereas 402 

it exhibits some variations and cannot track the optimal values well when using the sliding mode control. 403 

This indicates that the BDRC can be used to more accurately track the optimal tidal turbine speeds. 404 

 405 

Fig. 4 Tidal turbine speed variations 406 
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 407 

Fig. 5 Power coefficient comparisons 408 

As illustrated in Fig. 5, the power coefficient can be well maintained around the maximum value of 0.5 by 409 

using BDRC, whereas the power coefficient sometimes deviates from the desired value when using the 410 

sliding mode control. Thus, the tidal power efficiency can be more effectively maintained by using the BDRC. 411 

As described in Fig. 6, the power generation of the tidal turbine system tracks the optimal power profile 412 

more accurately by using BDRC than using sliding mode control. The large and high-frequency power 413 

fluctuations (due to control switch) in the case of sliding mode control may excite un-modeled high frequency 414 

modes, cause undesirable power consumptions and potential performance degradations of the system. In 415 

addition, the sliding mode control method employed needs very accurate turbine torque estimates, which is 416 

difficult to achieve in practice. 417 
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 418 

Fig. 6 Generator power variations 419 

By observing the above results, it is clear that the proposed BDRC can be used to more accurately track the 420 

optimal tidal turbine speed and therefore maintain the relatively higher tidal power efficiency than the sliding 421 

mode control method. The variations of the tidal turbine speed and generator power when using the BDRC 422 

are smoother than the case when the sliding mode control method is employed. This is due to the fact that 423 

the proposed BDRC does not need accurate model information and features inherent robustness and high 424 

accuracy against various disturbances and internal/external uncertainties while the sliding mode control 425 

method needs very accurate turbine torque estimates. The proposed BDRC design does not need any 426 

differentials or suffer from the risks of explosion of complexity and high computational burden either. 427 

VI. CONCLUSION 428 

This paper designed a 160 kW two-stage tidal turbine system, analyzed its main characteristics, and 429 

developed an optimal tidal power generation control systems based on BDRC. The BDRC was synthesized 430 

in two control loops including an outer turbine dynamics control loop and an inner q-axis current dynamics 431 

control loop. An ESO and a nonlinear feedback controller were designed in each control loop. Both the 432 

stability and convergence of the two closed control loops and ESO were then analyzed. The effectiveness of 433 
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the proposed BDRC in tracking the optimal tidal turbine speed and hence the optimal power generations have 434 

been verified based on simulations in Matlab Simulink. In addition, the proposed BDRC has been extended 435 

to general nonlinear strict-feedback systems with high uncertainties and external/internal disturbances and 436 

an entirely new control framework was then provided and analyzed, which indicates the proposed BDRC is 437 

a generic control approach and can be applicable to the control of a large range of nonlinear feedback systems. 438 

In the future, the proposed new control framework and its disturbance rejection ability will be validated 439 

through experimental work of large scale nonlinear feedback control systems, such as the tidal turbine control 440 

system. 441 
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