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## Abstract

Reaction-diffusion systems continue to attract increasing attention from the scientific community, with investigators seeking insights into the patterns that occur in living organisms, in ecological systems, in geochemistry, and in physiochemical systems. Cross-diffusion is a special case of reaction-diffusion system and refers to the phenomenon in which a gradient in the concentration of one species induces a flux of another species.

Pattern formation is a sub-area of complexity science, where non-linear spatial process dynamics are studied. Reaction-diffusion systems are at the core of the mathematical analysis of pattern formation and appear as relevant models for such processes.

A travelling wave is a solution of a partial differential equation with a constant profile (shape) and a constant propagation speed. A key precursor of a developmental process seems to be the appearance of a travelling wave front of chemical concentration in many phenomena in biology.

The aim of this thesis is to better understand how cross-diffusion influences the formation and characteristics of patterns and fronts in reaction-diffusion systems. In particular, we are interested in the mechanism of pattern formations and wave fronts in cross-diffusion systems. We do this by taking an approach that combines mathematical modelling, analysis, and numerical simulations. First, we discuss the derivation
of a cross-diffusion system; in particular, we investigate whether all cross-diffusion systems of two interacting species can be derived from the microscopic master equation. Next, we consider the impact of cross-diffusion on the stability of a spatially uniform equilibrium. Then, we derive a new non-linear cross-diffusion system based on mathematical modelling for tightly packed biomass, and we study the travelling wave solution for this model. Using mathematical modelling, analysis, and numerical simulations, we conclude that cross-diffusion plays a key role in forming spatial patterns for competitive model, and we show that the cross-diffusion model gives rise to the travelling wave solution. The cross-diffusion can generate patterns and can change the sign of travelling fronts speed comparing to standard diffusion.

## Chapter 1

## Introduction

In this chapter, we begin with a brief mathematical background of topics relating to the project to motivate the work undertaken. We then present an outline of the thesis.

### 1.1 Cross-Diffusion Models

The reaction-diffusion equation is the mathematical model representation that demonstrates the dispersion of substance concentration under the influence of local reactions and diffusion processes. Diffusion is the movement of particles from a region of higher concentration to a region of lower concentration until equilibrium is reached [3]. There are also number of other physical factors which influence the movement of particles other than diffusion process such as advection, chemotaxis and haptotaxis for more details see [9, 12, 16, 20, 22, 22, 56, 61, 64, 73, 78, 87, 90, 91, 95]. In local reactions, the interaction of substances with each other takes place while in diffusion process, substances disperse in space.

Cross-diffusion, the phenomenon in which a gradient in the concentration of one species
induces a flux of another chemical species [95]. Cross-diffusion can arise in genuinely practical models. For examples see [43, 65, 75]. In general, the cross-diffusion coefficient can be positive, negative, or zero. The positive means that the movement of the species in the direction of lower concentration of another species, and the negative means that one species tends to diffuse in the direction of higher concentration of another species.

The general macroscopic model consisting of two partial differential equations with cross-diffusion has been derived in [39, 72]. They derived macroscopic models for ecological or biological systems in which two interacting species occupy the same spatial environment. They start with micro-level assumptions about the probability of individuals moving from one discrete site into another one, depending on the current population densities of both species in both sites.

These days the investigation of pattern formation is very interested topic in chemistry, physics, and biology. Patterns occur in population dynamics, and are usually investigated through reaction-diffusion models, which consider the diffusion of each species depends only on the gradients of the concentration of the species itself [5, 6, 11, 19 , 36, 52]. On the contrary, when a gradient in the concentration of one species induces a flux of another species, one must take into account also the cross-diffusion terms. Cross-diffusion plays an important role in patterns formation of reaction-diffusion systems, and large attention has recently been given to studying the stability behaviour of a system of interacting populations, taking into account the effects of self and crossdiffusion [31, 55]. We will present some existing models for which pattern formation has been shown.

The principal ingredients of reaction-diffusion models are equation of the form

$$
\begin{equation*}
\mathbf{u}_{t}=\nabla \cdot(D(\mathbf{u}) \nabla \mathbf{u})+\mathbf{f}(\mathbf{u}), \tag{1.1.1}
\end{equation*}
$$

where $f$ can be associated with the representation of death and/or birth process, while $u$ can be associated with representation of population density. $D(\mathbf{u})$ in equation (1.1.1) denotes the matrix of diffusion coefficients (a diagonal matrix if no cross-diffusion). Since, $\nabla \mathbf{u}$ in equation $(1.1 .1)$ is a tensor, therefore, $\nabla \cdot D(\mathbf{u}) \nabla \mathbf{u}$ will be a vector, see [59]. In the case $D$ is space-dependent are more often observed within the biomedical modelling domain such as organisms diffusion within heterogeneous environments and growth of brain tumors; more details in [84, 85, 86].

In special case, we can have diffusion matrix as a diagonal matrix. For instance, in the case of a two-species model, self-diffusion matrix takes the form

$$
\left(\begin{array}{cc}
D_{11} & 0  \tag{1.1.2}\\
0 & D_{22}
\end{array}\right)
$$

We note that cross-diffusion will be discussed in much more depth later, which refers to the fact that the flux of one species is triggered by the concentration gradient of another species. The cross-diffusion coefficients are the diffusion matrix elements that are not diagonal, meaning that a minimum of one non-diagonal diffusion matrix element in a cross-diffusion setting is different from zero [95]. We can have a diffusion matrix as a full constant matrix. For instance, in special case of a two-species model, cross-diffusion matrix takes the form

$$
\left(\begin{array}{ll}
D_{11} & D_{12}  \tag{1.1.3}\\
D_{21} & D_{22}
\end{array}\right)
$$

### 1.2 Derivation of Reaction-Diffusion Equations / Conservation of Mass

Towards the derivation of the reaction-diffusion equation following [22, 64], let us account for diffusion in three-dimension space with an arbitrary surface $(S)$ with volume $(V)$. As per the definition of conservation equation, the overall rate of change of material within volume $V$ will be the same as the rate of flow of material across the surface $S$ plus any new material created within the volume $V$. Mathematically, this can be expressed as presented in equation 1.2.1.

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{V} u(\mathbf{x}, t) d V=-\int_{S} \mathbf{J} \cdot \mathbf{d} \mathbf{S}+\int_{V} f d V, \tag{1.2.1}
\end{equation*}
$$

where $\mathbf{J}$ denotes the material flux and $f$ denotes the source of material, which may be a function of $u, \mathbf{x}$ and $t$. Considering that $u(\mathbf{x}, t)$ is continuous and implementing divergence theorem to the surface integral, equation (1.2.1) will transform into

$$
\begin{equation*}
\int_{V}\left[\frac{\partial u}{\partial t}+\nabla \cdot \mathbf{J}-f(u, \mathbf{x}, t)\right] d V=0 \tag{1.2.2}
\end{equation*}
$$

As it is known that volume $V$ is arbitrary, therefore, the integrand must result in zero. As a result, conservation equation for $u$ can be expressed as the following

$$
\begin{equation*}
u_{t}=-\nabla \cdot \mathbf{J}+f(u, \mathbf{x}, t) . \tag{1.2.3}
\end{equation*}
$$

Equation (1.2.3) is valid for any general value of $\mathbf{J}$. For instance, in case of classical transport process, $\mathbf{J}$ is

$$
\begin{equation*}
\mathbf{J}=-D \nabla u \tag{1.2.4}
\end{equation*}
$$

which called Fickian diffusion.

Hence, equation (1.2.3) with (1.2.4) will become

$$
\begin{equation*}
u_{t}=\nabla \cdot(D \nabla u)+f(u, \mathbf{x}, t), \tag{1.2.5}
\end{equation*}
$$

where $D$ might be a function of $\mathbf{x}$ and $u$ or $t$.

Let us now generalize the equation (1.2.5) for multiple interacting substances. In that case, $u_{i}(\mathbf{x}, t), i=1, \ldots, m$ will represent the concentration of the interacting substances and $D_{i}$ will represent the diffusion coefficient of each substance. Equation (1.2.5) will now transform into equation (1.2.6) for the multiple interacting substances.

$$
\begin{equation*}
\mathbf{u}_{t}=\nabla \cdot(D(\mathbf{u}) \nabla \mathbf{u})+\mathbf{f}(\mathbf{u}), \tag{1.2.6}
\end{equation*}
$$

### 1.3 Derivation of Cross-Diffustion from Random Walk

In this section, we show an alternative method of derivation of PDEs particularly crossdiffusion models. We derive PDEs from a random walk. This derivation can lead to the same equation we derive in section 1.2. Our goal is to derive a cross-diffusion system based on a continuous in time, discrete in space master equation that has done before in [39, 72]. We re-derive it because we use this derivation as start point of our work in Chapter 2. We will investigate whether all cross-diffusion systems of two interacting species can be a special case of this derivation. Khassehkhan in [72] showed that some examples of cross-diffusion systems are special case of this derivation, however we
will continue this investigation by considering other examples. Before that, we show the derivation of a continuous in time, discrete in space master equation.

We will only consider the spatial case 1-D in space for simplicity, although we could use this method for the case n-D. To start the derivation, we first derive a scalar PDEs, where the jump probabilities are simple. Let the variable $p(x, t)$ be defined as the probability of a randomly chosen individual being found on the interval $(x, x+\Delta x)$ at the time $t$ [46], where $\Delta x$ is a small space interval, Thus, for a population size N with population density $u(x, t)$,

$$
\begin{equation*}
p(x, t)=\frac{1}{N} \int_{x}^{x+\Delta x} u(\xi, t) d \xi \longrightarrow \frac{\Delta x u(x, t)}{N} \text { as } \Delta x \longrightarrow 0 . \tag{1.3.1}
\end{equation*}
$$

During time interval $\Delta t$ an individual may move $\Delta x$ to the right with probability $q^{+}(x, t)$, $\Delta x$ to the left with probability $q^{-}(x, t)$, and may remain stationary with probability $1-q^{+}(x, t)-q^{-}(x, t)$. If there are no births and deaths then then $p(x, t+\Delta t)$ satisfies

$$
\begin{align*}
p(x, t+\Delta t)= & p(x, t)+q^{+}(x-\Delta x, t) p(x-\Delta x, t)  \tag{1.3.2}\\
& +q^{-}(x+\Delta x, t) p(x+\Delta x, t)-\left(q^{+}(x, t)+q^{-}(x, t)\right) p(x, t) .
\end{align*}
$$

Expanding L.H.S in (1.3.2) only in time $t$ yields

$$
\begin{aligned}
p(x, t)+\frac{\partial}{\partial t} p(x, t) \Delta t+H . O . T= & p(x, t)+q^{+}(x-\Delta x, t) p(x-\Delta x, t) \\
& +q^{-}(x+\Delta x, t) p(x+\Delta x, t)-\left(q^{+}(x, t)+q^{-}(x, t)\right) p(x, t) .
\end{aligned}
$$

Cancelling $p(x, t)$ from both sides, we have

$$
\frac{\partial}{\partial t} p(x, t) \Delta t=q_{k-1}^{+} p(x-\Delta x, t)+q_{k+1}^{-} p(x+\Delta x, t)-\left(q_{k}^{+}+q_{k}^{-}\right) p(x, t)
$$

where $q_{k}^{ \pm}=q^{ \pm}(x, t)$ and $q_{k \mp 1}^{ \pm}=q^{ \pm}(x \mp \Delta x, t)$.
Taking the appropriate limit as $\Delta t$ converge to zero $\left(\Delta t \longrightarrow 0\right.$ so that $\frac{q_{k}^{ \pm}}{\Delta t} \longrightarrow \tau_{k}^{ \pm}$), and using (1.3.1) gives the continuous in time, discrete in space master equation which defined over an infinite domain grid in the unbounded domain is

$$
\begin{equation*}
\frac{d u_{k}}{d t}=\tau_{k-1}^{+} u_{k-1}+\tau_{k+1}^{-} u_{k+1}-\left(\tau_{k}^{+}+\tau_{k}^{-}\right) u_{k} \tag{1.3.3}
\end{equation*}
$$



Figure 1.1: Schematic of movement of biomass between neighbouring lattice cells. The probability for biomass to move from cell $x_{k}$ into cell $x_{k \pm 1}$ is denoted by $\tau_{k}^{ \pm}$etc.

Note that $x_{k-1}=x_{k}-\Delta x$ and $x_{k+1}=x_{k}+\Delta x$.
$u_{k}, u_{k-1}$ and $u_{k+1}$ are the biomass density of species $u$, at the locations $x_{k}, x_{k-1}$ and $x_{k+1}$ respectively. Here a biomass of $u$ in the location $k_{k}$ can move to the left or to the right to exit, with the transfer rate $\tau_{k}^{-}$or $\tau_{k}^{+}$, respectively. The biomass in a neighbouring location $\left(x_{k-1}\right.$ or $\left.x_{k+1}\right)$ can move into location $x_{k}$ either from the left with transfer rate $\tau_{k-1}^{+}$or from the right with $\tau_{k+1}^{-}$. Note that $\tau_{k}^{ \pm}=\lim _{\Delta t \rightarrow 0} \frac{q_{k}^{ \pm}}{\Delta t}$, and $q_{k}^{ \pm}$represents the probability of a jump from location $x_{k}$ to location $x_{k \pm 1}$. Equation (1.3.3) is a lot used
in mathematical biology [1, 39, 51, 65, 68, 70, 72, 72, 83, 94], to derive populationlevel macroscopic partial differential equation models from microscopic behavioural rules.

If $u_{k}$ is interpreted as a quantity in the cell center $x_{k}$, the grid function $u_{k}$ can be interpolated with a smooth function $u$ with $u\left(t, x_{k}\right)=u_{k}(t)$ and similarly, $q^{ \pm}\left(x_{k}\right)=q_{k}^{ \pm}$. For given $t$ we expand $u\left(t, x_{k \pm 1}\right)$ and $q^{ \pm}\left(x_{k \pm 1}\right)$ by Taylor series:

$$
\begin{equation*}
u\left(t, x_{k \pm 1}\right)=u\left(t, x_{k}\right) \pm \Delta x \frac{\partial u\left(t, x_{k}\right)}{\partial x}+\frac{(\Delta x)^{2}}{2} \frac{\partial^{2} u\left(t, x_{k}\right)}{\partial x^{2}}+\text { H.O.T }, \tag{1.3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
q^{ \pm}\left(x_{k \pm 1}\right)=q_{k}^{ \pm} \pm \Delta x \frac{\partial q_{k}^{ \pm}}{\partial x}+\frac{(\Delta x)^{2}}{2} \frac{\partial^{2} q_{k}^{ \pm}}{\partial x^{2}}+\text { H.O.T. } \tag{1.3.5}
\end{equation*}
$$

Substituting these expressions into (1.3.3) and dropping H.O.T, we obtain:

$$
\begin{align*}
\frac{\partial u}{\partial t}= & \frac{\Delta x}{\Delta t}\left[\left(q^{-}-q^{+}\right) \frac{\partial u}{\partial x}+u\left(\frac{\partial q^{-}}{\partial x}-\frac{\partial q^{+}}{\partial x}\right)\right] \\
& +\frac{(\Delta x)^{2}}{\Delta t}\left[\left(\frac{1}{2} q^{-}+\frac{1}{2} q^{+}\right) \frac{\partial^{2} u}{\partial x^{2}}+\left(\frac{\partial^{2} q^{-}}{\partial x^{2}}+\frac{\partial^{2} q^{+}}{\partial x^{2}}\right) \frac{\partial u}{\partial x}+u\left(\frac{1}{2} \frac{\partial^{2} q^{+}}{\partial x^{2}}+\frac{1}{2} \frac{\partial^{2} q^{-}}{\partial x^{2}}\right)\right] \tag{1.3.6}
\end{align*}
$$

$q^{+}$and $q^{-}$are probabilities. In this section, we investigate simplest case where $q^{+}$and $q^{-}$are constants. However we can choose $q^{+}$and $q^{-}$as functions which lead to more complex PDEs, we will investigate this case in section 1.3.1.

We investigate possible cases for $q^{+}$and $q^{-}$which end up with scalar equations such as diffusion and advection-diffusion equation.

## Constant Jump Probability

For $q^{+}$and $q^{-}$as constants, 1.3 .6 will be

$$
\begin{align*}
\frac{\partial u}{\partial t}= & \frac{\Delta x}{\Delta t}\left[\left(q^{-}-q^{+}\right) \frac{\partial u}{\partial x}\right] \\
& +\frac{(\Delta x)^{2}}{\Delta t}\left[\left(\frac{1}{2} q^{-}+\frac{1}{2} q^{+}\right) \frac{\partial^{2} u}{\partial x^{2}}\right] . \tag{1.3.7}
\end{align*}
$$

We have the following cases for $q^{+}$and $q^{-}$:

1. Unbiased random walk $q^{+}=q^{-}=\frac{1}{2}$,

$$
\frac{\partial u}{\partial t}=\frac{(\Delta x)^{2}}{\Delta t}\left[\left(\frac{1}{2} \cdot \frac{1}{2}+\frac{1}{2} \cdot \frac{1}{2}\right) \frac{\partial^{2} u}{\partial x^{2}}\right],
$$

if we take

$$
\lim _{\Delta x \rightarrow 0} \frac{(\Delta x)^{2}}{2 \Delta t}=D>0
$$

Thus, we obtain the diffusion equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=D \frac{\partial^{2} u}{\partial x^{2}} \tag{1.3.8}
\end{equation*}
$$

2. Biased random walk $q^{+} \neq q^{-}$,

$$
\begin{aligned}
\frac{\partial u}{\partial t}= & \frac{\Delta x}{\Delta t}\left[\left(q^{-}-q^{+}\right) \frac{\partial u}{\partial x}\right] \\
& +\frac{(\Delta x)^{2}}{2 \Delta t}\left[\frac{\partial^{2} u}{\partial x^{2}}\right],
\end{aligned}
$$

if we take

$$
\lim _{\substack{\Delta x \rightarrow 0 \\ \Delta t \rightarrow 0}}\left[q^{-}-q^{+}\right] \frac{\Delta x}{\Delta t}=v, \quad \lim _{\substack{\Delta x \rightarrow 0 \\ \Delta t \rightarrow 0}} \frac{(\Delta x)^{2}}{2 \Delta t}=D .
$$

Thus, we obtain advection-diffusion equation:

$$
\begin{equation*}
\frac{\partial u}{\partial t}=v \frac{\partial u}{\partial x}+D \frac{\partial^{2} u}{\partial x^{2}} . \tag{1.3.9}
\end{equation*}
$$

We compare the diffusion and advection-diffusion equations (1.3.8) and 1.3.9 (continuous) with a random walk (discrete) (1.3.2) numerically in Figures 1.21.3. Clearly, after several steps, the probability distribution spreads out and becomes approximately PDEs solution. We solve PDEs in MATLAB (PDEPE) with zero flux boundary condition, and we solve 1.3.2 in MATLAB (see code in Appendix B.2).


Figure 1.2: Comparing the diffusion equation (1.3.8) and random walk. This figure shows the solution to the diffusion equation, in red. To obtain the teal histogram, 5000 walkers with random walk were simulated for 100 time steps. As a result, each bar represents the number of walkers whose final position was in that bin : (a) At time $\mathrm{t}=25$; (b) At time $\mathrm{t}=50$; (c) At time $\mathrm{t}=75$; and, (d) At time $\mathrm{t}=100$. Parameter values are shown in Table 1.1 .

| Parameter | Value |
| :---: | :---: |
| $D$ | 0.5 |
| $q^{+}$ | 0.5 |
| $q^{-}$ | 0.5 |

Table 1.1: Table showing the parameter values that used to solve diffusion equation 1.3.8) and master equation (1.3.2).


Figure 1.3: Comparing the advection-diffusion equation (1.3.9) and random walk.. This figure shows the solution to the advection-diffusion equation, in red with $I . C=$ $(5000) e^{\left(-x^{2}\right)}$. To obtain the teal histogram, 5000 walkers with random walk were simulated for 100 time steps. As a result, each bar represents the number of walkers whose final position was in that bin : (a) At time $t=25$; (b) At time $t=50$; (c) At time $\mathrm{t}=75$; and, (d) At time $\mathrm{t}=100$. Parameter values are shown in Table 1.2 .

| Parameter | Value |
| :---: | :---: |
| $D$ | 0.5 |
| $v$ | 0.4 |
| $q^{+}$ | 0.3 |
| $q^{-}$ | 0.7 |

Table 1.2: Table showing the parameter values that used to solve diffusion equation 1.3.9) and master equation (1.3.2).

### 1.3.1 Derivation of Cross-Diffusion from a Continuous in Time, Discrete in Space Master Equation

In theoretical ecology and other areas of mathematical biology, a continuous in time, discrete in space master equation is commonly used for single-species communities to derive population-level macroscopic partial differential equation models from microscopic behavioral rules [1, 51, 65, 68, 70, 83, 94, 97]. In Khassehkhan paper [39] , it was demonstrated that a single-species biofilm model could be derived as the macroscopic limit of a microscopic continuous in time, discrete in space master equation in which biomass movement from one site to another is governed by microscopic behavioural rules that account for biomass already present in both sites. This modelling approach is based on a strategy commonly used in spatially structured populations or directed cell movement, such as chemotaxis [1, 51, 65, 68, 94, 97]. For general dualspecies systems with spatially interacting populations, this was worked out in Ostrander [67]. Rahman in [72] extend Ostrander derivations to dual-species biofilm systems, following the same master equation approach. A simpler dual-species model was previously derived in [71], where it was implicitly assumed that individual movement is not restricted by the presence of others and that interaction between species takes place through reactions, in which case one obtains a semi-linear model with Fickian diffusion. In Rahman work, they account for the effect that the presence of other cells has on individual movement. In a biofilm, where cells are often packed tightly, this is an important aspect.

In section 1.3, we showed the derivation of a scalar PDE with a simple jump probabilities which are constants. jump probabilities can be functions that lead to different PDEs. In this thesis, we interested two-species cross-diffusion system. So, the derivation of cross-diffusion system must be from two continuous in time, discrete in space master equations. Note a scalar master equation leads to a scalar PDE. The constant
jump probabilities will not lead to cross-diffusion system. For cross-diffusion, jump probabilities need to functions that depend on densities of the two-species.

A derivation of cross-diffusion from a continuous in time, discrete in space master equations is summarized here, using the same approach as outlined in [39, 72], to obtain a better understanding of the origin of cross-diffusion terms in a two-species model, and what they mean in relation to the movement of individuals.

For two interacting species $u$ and $v$, the continuous in time, discrete in space master equation which defined over an infinite domain grid in the unbounded domain is

$$
\begin{align*}
& \frac{d u_{k}}{d t}=\tau_{k-1}^{+} u_{k-1}+\tau_{k+1}^{-} u_{k+1}-\left(\tau_{k}^{+}+\tau_{k}^{-}\right) u_{k}  \tag{1.3.10}\\
& \frac{d v_{k}}{d t}=\beta_{k-1}^{+} v_{k-1}+\beta_{k+1}^{-} v_{k+1}-\left(\beta_{k}^{+}+\beta_{k}^{-}\right) v_{k}
\end{align*}
$$

Note that equation for $v$ can be derived in similar way we did for $u$ in 1.3.3). $u_{k}$, $u_{k-1}$ and $u_{k+1}$ are the biomass density of species $u$, at the locations $x_{k}, x_{k-1}$ and $x_{k+1}$ respectively. Similarly for $v$ equation. The master equation 1.3.10 describes the population change in a particular site in a particular species.

In general, the transfer rate $\tau_{k}^{ \pm}, \beta_{k}^{ \pm}$can depend on the density of both populations in sites $x_{k}$ and $x_{k} \pm 1$. One choice of $\tau_{k}^{ \pm}, \beta_{k}^{ \pm}$, motived by Eberl [72] is

$$
\begin{align*}
\tau_{k}^{ \pm} & =\gamma q_{1}\left(u_{k}, v_{k}\right) p_{1}\left(u_{k \pm 1}, v_{k \pm 1}\right) \\
\beta_{k}^{\mp} & =\mu q_{2}\left(u_{k}, v_{k}\right) p_{2}\left(u_{k \pm 1}, v_{k \pm 1}\right) \tag{1.3.11}
\end{align*}
$$

that is a separation of variable approach. Functions $q_{1}, p_{1}, q_{2}$ and $p_{2}$ are the "jump probabilities". $q_{1}$ and $p_{1}$ are non-negative and continuous functions with $0 \leq q_{1}, p_{1} \leq 1$ that control the local movement from one site to a neighbouring site for species $u$.

Similarly, $q_{2}, p_{2}$ for species $v$. The incentive for species $u$ and $v$ to leave lattice site $k$ is measured by the functions $q_{1,2}\left(u_{k}, v_{k}\right)$. The function $p_{1,2}\left(u_{k}, v_{k}\right)$ represent how suitable the lattice site $k$ is for incoming individuals of species $u$ and $v$.

Functions $q_{1}, p_{1}, q_{2}$ and $p_{2}$ can be understood as probabilities for an individual to move between sites $x_{k}$ and $x_{k \pm 1}$. The coefficient $\gamma$ is a scaling factor that depends on length-scale and time-scale, i.e. distance between two sites $\Delta x$. More specifically, for diffusion problems $\gamma$ scales with $(\Delta x)^{2}$, such that $\lim _{\Delta x \rightarrow 0} \gamma(\Delta x)^{2}=\gamma_{0}>0$, Similarly, for $\beta$.

We first introduce two continuous functions $u(t, x)$ and $v(t, x)$ that interpolate the grid functions $u\left(t, x_{k}\right)=u_{k}(t), v\left(t, x_{k}\right)=u_{k}(t)$, in order to make the transition from a spatially discrete to a continuous model.

To express $u\left(t, x_{k \pm 1}\right)$ and $v\left(t, x_{k \pm 1}\right)$, we will use the expansion of the Taylor series.

$$
\begin{align*}
& u\left(t, x_{k \pm 1}\right)=u\left(t, x_{k}\right) \pm \Delta x \frac{\partial u\left(t, x_{k}\right)}{\partial x}+\frac{(\Delta x)^{2}}{2} \frac{\partial^{2} u\left(t, x_{k}\right)}{\partial x^{2}}+\text { H.O.T }  \tag{1.3.12}\\
& v\left(t, x_{k \pm 1}\right)=v\left(t, x_{k}\right) \pm \Delta x \frac{\partial v\left(t, x_{k}\right)}{\partial x}+\frac{(\Delta x)^{2}}{2} \frac{\partial^{2} v\left(t, x_{k}\right)}{\partial x^{2}}+\text { H.O.T, }
\end{align*}
$$

where H.O.T. represents higher order terms and $\Delta x$ is the small distance between grid points.

Also, we can use the Taylor series to describe $q_{1,2}\left(u_{k \pm 1}, v_{k \pm 1}\right), p_{1,2}\left(u_{k \pm 1}, v_{k \pm 1}\right)$ as follows

$$
\begin{align*}
q_{1,2}\left(u_{k \pm 1}, v_{k \pm 1}\right) & =q_{1,2}\left(u_{k}, v_{k}\right)+\left(u_{k \pm 1}-u_{k}\right) \frac{\partial q_{1,2}\left(u_{k}, v_{k}\right)}{\partial u_{k}}+\left(v_{k \pm 1}-v_{k}\right) \frac{\partial q_{1,2}\left(u_{k}, v_{k}\right)}{\partial v_{k}} \\
& +\frac{1}{2}\left[\left(u_{k \pm 1}-u_{k}\right)^{2} \frac{\partial^{2} q_{1,2}\left(u_{k}, v_{k}\right)}{\partial u_{k}^{2}}+\left(v_{k \pm 1}-v_{k}\right)^{2} \frac{\partial^{2} q_{1,2}\left(u_{k}, v_{k}\right)}{\partial v_{k}^{2}}\right. \\
& \left.+2\left(u_{k \pm 1}-u_{k}\right)\left(v_{k \pm 1}-v_{k}\right) \frac{\partial q_{1,2}\left(u_{k}, v_{k}\right)}{\partial u_{k} \partial v_{k}}\right]+ \text { H.O.T } \tag{1.3.13}
\end{align*}
$$

and

$$
\begin{align*}
p_{1,2}\left(u_{k \pm 1}, v_{k \pm 1}\right) & =p_{1,2}\left(u_{k}, v_{k}\right)+\left(u_{k \pm 1}-u_{k}\right) \frac{\partial p_{1,2}\left(u_{k}, v_{k}\right)}{\partial u_{k}}+\left(v_{k \pm 1}-v_{k}\right) \frac{\partial p_{1,2}\left(u_{k}, v_{k}\right)}{\partial v_{k}} \\
& +\frac{1}{2}\left[\left(u_{k \pm 1}-u_{k}\right)^{2} \frac{\partial^{2} p_{1,2}\left(u_{k}, v_{k}\right)}{\partial u_{k}^{2}}+\left(v_{k \pm 1}-v_{k}\right)^{2} \frac{\partial^{2} p_{1,2}\left(u_{k}, v_{k}\right)}{\partial v_{k}^{2}}\right. \\
& \left.+2\left(u_{k \pm 1}-u_{k}\right)\left(v_{k \pm 1}-v_{k}\right) \frac{\partial p_{1,2}\left(u_{k}, v_{k}\right)}{\partial u_{k} \partial v_{k}}\right]+ \text { H.O.T. } \tag{1.3.14}
\end{align*}
$$

Substituting these expressions in the equation (1.3.10) the previously calculated Taylor expansions and taking the limits as $\Delta t \rightarrow 0$ and $\Delta x \rightarrow 0$, a continuous equation describing the rate of change of $u$ can be found, without taking into account higher order terms. Thus,

$$
\begin{align*}
u_{t} & =\gamma(\Delta x)^{2}\left[q_{1} p_{1}+u\left(p_{1} \frac{\partial q_{1}}{\partial u}-q_{1} \frac{\partial p_{1}}{\partial u}\right)\right] \frac{\partial^{2} u}{\partial x^{2}}+\gamma(\Delta x)^{2}\left[u\left(p_{1} \frac{\partial q_{1}}{\partial v}-q_{1} \frac{\partial p_{1}}{\partial v}\right)\right] \frac{\partial^{2} v}{\partial x^{2}} \\
& +\gamma(\Delta x)^{2}\left[2 \frac{\partial^{2} q_{1}}{\partial u} p_{1}+u\left(p_{1} \frac{\partial^{2} q_{1}}{\partial v^{2}}-q_{1} \frac{\partial^{2} p_{1}}{\partial v^{2}}\right)\right]\left(\frac{\partial u}{\partial x}\right)^{2} \\
& +\gamma(\Delta x)^{2}\left[u p_{1} \frac{\partial^{2} q_{1}}{\partial v^{2}}-u q_{1} \frac{\partial^{2} p_{1}}{\partial v^{2}}\right]\left(\frac{\partial v}{\partial x}\right)^{2} \\
& +\gamma(\Delta x)^{2}\left[2 \frac{\partial q_{1}}{\partial v} p_{1}+2 u\left(p_{1} \frac{\partial^{2} q_{1}}{\partial u \partial v}-q_{1} \frac{\partial^{2} p_{1}}{\partial u \partial v}\right)\right] \frac{\partial u}{\partial x} \frac{\partial v}{\partial x} \tag{1.3.15}
\end{align*}
$$

passing to continuous limit, $\Delta x \rightarrow 0$ such as $\lim _{\Delta x \rightarrow 0} \gamma(\Delta x)^{2}=\gamma_{0}>0$ rearranging the order of term we obtain

$$
\begin{equation*}
u_{t}=\gamma_{0} \nabla \cdot\left[\left(q_{1} p_{1}+u\left(p_{1} \frac{\partial q_{1}}{\partial u}-q_{1} \frac{\partial p_{1}}{\partial u}\right)\right) \nabla u+u\left(p_{1} \frac{\partial q_{1}}{\partial v}-q_{1} \frac{\partial p_{1}}{\partial v}\right) \nabla v\right], \tag{1.3.16}
\end{equation*}
$$

which is now recognisable as a cross-diffusion equation, where

$$
\begin{equation*}
D_{11}=q_{1} p_{1}+u\left(p_{1} \frac{\partial q_{1}}{\partial u}-q_{1} \frac{\partial p_{1}}{\partial u}\right), \quad D_{12}=u\left(p_{1} \frac{\partial q_{1}}{\partial v}-\alpha_{1} \frac{\partial p_{1}}{\partial v}\right) . \tag{1.3.17}
\end{equation*}
$$

In an analogous way, we can apply the same methodology to calculate $\partial v / \partial t$.

$$
\begin{align*}
v_{t} & =\mu_{0} \nabla \cdot\left[\left(q_{2} p_{2}+v\left(p_{2} \frac{\partial q_{2}}{\partial v}-q_{2} \frac{\partial p_{2}}{\partial v}\right)\right) \nabla v+v\left(p_{2} \frac{\partial q_{2}}{\partial u}-q_{2} \frac{\partial p_{2}}{\partial u}\right) \nabla u\right]  \tag{1.3.18}\\
D_{21} & =v\left(p_{2} \frac{\partial q_{2}}{\partial u}-q_{2} \frac{\partial p_{2}}{\partial u}\right), \quad D_{22}=q_{2} p_{2}+v\left(p_{2} \frac{\partial q_{2}}{\partial v}-q_{2} \frac{\partial p_{2}}{\partial v}\right) . \tag{1.3.19}
\end{align*}
$$

This derivation has been investigated before in [39, 66, 72]. The question is, can any cross-diffusion system can be a special case of this derivation. Ostrander shows that some examples of cross-diffusion systems are special case of this derivation such as the cross diffusion model of Shigesada, Kawasaki, and Teramoto (SKT) and the cross diffusion model of Chattopadhyay and Chatterjee in [66]. They conclude that their
approach in the inverse problem could likely be used to find jump probabilities which recover many other reaction-diffusion systems. Therefore, we extend their work to recover two different systems in Chapter 2, which are the simplest cross-diffusion and new non-linear cross-diffusion system in similar way. By considering these examples, we try to answer whether all cross-diffusion system can be special case of this derivation. In addition, we extend their work on SKT model by comparing the solution of SKT with the solution of the master equation (1.3.10).

### 1.4 Pattern Formation in Reaction-Diffusion Equations

Chapter 3 deals with the effect of pattern formation on cross-diffusion models, so we introduce pattern formation in this section. In biological sciences, there are number of phenomena and mechanisms which result in temporal or spatial patterns. Furthermore, in terms of variability, these processes occur in different scales among a different range of species for different purposes [102]. Although, there are number of differences and variations in different biological pattern formation mechanisms [33], however, they can be collectively represented through a mathematical expression. The reaction-diffusion equation is the key in developing the mathematical relationship since it represents the evolution of spatio-temporal densities of materials forming the patterns [18, 21, 34, 35, 40, 41, 95]. Each equation includes the diffusion term (Fickian diffusion, porous diffusion) and reaction term (interaction among substance) [64].

Let us assume that diffusion is standard Fickian, then, system can be expressed mathematically as given follows

$$
\mathbf{u}_{t}=\nabla \cdot(D \nabla \mathbf{u})+f(\mathbf{u}),
$$

where $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right)^{T} \in \mathbb{R}_{+}^{n}$ is the representation of chemical substance concentrations and bifurcations on the system eigenvalues.

There are three principle type of instabilities including wave, Turing and Hopf in such kind of diffusion-reaction systems [7, 57].

- Wave bifurcation: Generates time oscillatory and spatially periodic type of patterns.
- Turing bifurcation: Generated time stationary and spatially periodic type of patterns.
- Hopf bifurcation: Generates time oscillatory and spatially homogeneous type of patterns.

However, the combination of instabilities may increase the wealth of patterns. There is the possibility of having a periodic pattern in space and time without having a wave instability, as when both Turing and Hopf instabilities are present, leading to oscillatory Turing patterns [34, 107].

The Turing mechanism discovered 1952 has been considered the most common towards mathematically describing biological pattern formation mechanism under constant diffusion coefficients [93] .

Typically, it is assumed that the diffusion process influences the system differential equations towards making it stable. However, in the case of Turing pattern formation, the opposite is true. Process of Turing pattern formation occurs when a system (previously stable in the absence of diffusion) becomes spatially unstable under the diffusion process. This process is referred to as diffusion-driven instability and results in non-homogeneous pattern formation. For the sake of mathematical representation, this process must need to involve two substances with different diffusion constant; an
activator with $D_{A}$ and an inhibitor with $D_{I}$. Non-linear reaction terms corresponding to these diffusion constants will become $F(A, I)$ and $G(A, I)$, respectively. Overall, the system will be transformed as follows

$$
\begin{aligned}
A_{t} & =\nabla \cdot\left(D_{A} \nabla A\right)+F(A, I), \\
I_{t} & =\nabla \cdot\left(D_{I} \nabla I\right)+G(A, I) .
\end{aligned}
$$

For the case of diffusion-drive instability, the reaction-diffusion equations can be expressed accordingly in their non-dimensional form as given in system 1.4.1).

$$
\begin{align*}
& u_{t}=\nabla \cdot(\nabla u)+\gamma f(u, v),  \tag{1.4.1}\\
& v_{t}=\nabla \cdot(d \nabla u)+\gamma g(u, v),
\end{align*}
$$

where $\gamma \in \mathbb{R}_{+}$is the term added by scale length and is the representation of domain size, and $d=\frac{D_{I}}{D_{A}}$ is the ratio between two diffusion coefficients. In [93], Alan Turing showed how a reaction-diffusion system could exhibit such instabilities to form patterns. For a two-component reaction-diffusion system, a key requirement for diffusion-driven instability is the concept of long-range inhibition and short-range activation (Gierer and Meinhardt 1972). This implies that one of the species (the inhibitor $D_{I}$ ) must diffuse faster (typically much faster) than the autocatalytic species (activator $\left.D_{A}\right)\left(D_{I}>D_{A} \Rightarrow\right.$ $d>1$ ), thereby fulfilling one of the necessary condition for the formation of spatial structure. In summary, Turing instability means that a stable steady state of ODE become unstable (can generate patterns) in the presence of diffusion with $d>1$.

### 1.4.1 Linear Stability Analysis for Diffusion-Driven Instability

Now, we consider the linear stability analysis for the reaction-diffusion system (Turing Instability). For any steady state to be driven unstable in the presence of diffusion, certain conditions must be satisfied. To formulate the problem mathematically, we need to specify initial conditions and boundary conditions. We take these to be given initial conditions (which will be small perturbations about the steady state) and zero flux boundary conditions. Therefore the mathematical problem is

$$
\begin{align*}
& u_{t}=\nabla \cdot(\nabla u)+\gamma f(u, v), \\
& v_{t}=\nabla \cdot(d \nabla v)+\gamma g(u, v), \\
& (\mathbf{n} . \nabla)\left[\begin{array}{l}
u \\
v
\end{array}\right]=0, \quad \mathbf{r} \text { on } \partial \Omega ; \quad u(\mathbf{r}, 0), v(\mathbf{r}, 0) \text { given, } \tag{1.4.2}
\end{align*}
$$

where $\partial \Omega$ is the closed boundary of the reaction-diffusion domain $\Omega$ and $n$ is the unit outward normal to $\partial \Omega$.

The relevant homogeneous steady state $\left(u_{0}, v_{0}\right)$ of $\left.\sqrt{1.4 .2}\right)$ is the positive solution of

$$
f(u, v)=0, \quad g(u, v)=0 .
$$

In the absence of diffusion, any homogeneous (positive) steady state must be linearly stable since we are concerned with diffusion-driven instability. It is only in the presence of diffusion that we want this steady state to be driven unstable. With no diffusion terms, we have

$$
\begin{equation*}
\frac{d u}{d t}=\gamma f(u, v), \quad \frac{d u}{d t}=\gamma g(u, v) . \tag{1.4.3}
\end{equation*}
$$

We consider the following perturbations to the steady state $\left(u_{0}, v_{0}\right)$

$$
\begin{equation*}
u(x, t)=u_{0}+\hat{u}(t), \quad v(x, t)=v_{0}+\hat{v}(t) . \tag{1.4.4}
\end{equation*}
$$

where $|\hat{u}(t)| \ll 1$ and $|\hat{v}(t)| \ll 1$ are small perturbations.

Substitute these into equation (1.4.3), we have

$$
\begin{equation*}
\frac{d u}{d t}=\gamma f\left(u_{0}+\hat{u}, v_{0}+\hat{v}\right), \quad \frac{d u}{d t}=\gamma g\left(u_{0}+\hat{u}, v_{0}+\hat{v}\right), \tag{1.4.5}
\end{equation*}
$$

and using a Taylor expansion of $f$ and $g$ about $\left(u_{0}, v_{0}\right)$ we obtain the linearised system

$$
\mathbf{w}_{t}=\gamma J \mathbf{w},
$$

where

$$
J=\left(\begin{array}{cc}
f_{u}^{o} & f_{v}^{o}  \tag{1.4.6}\\
g_{u}^{o} & g_{v}^{o}
\end{array}\right), \quad \mathbf{w}=\binom{\hat{u}(t)}{\hat{v}(t)} .
$$

The subscripts $u$ and $v$ denote differentiation with respect to $u$ and $v$ respectively, and ${ }^{o}$ indicates evaluation at the equilibrium $\left(u_{0}, v_{0}\right)$.

We look for solution $\mathbf{w} \propto e^{\lambda t}$, where $\lambda$ is the eigenvalue. If $\operatorname{Re} \lambda<0$, the steady state $\mathbf{w}=0$ is linearly stable since in this case the perturbation $\mathbf{w} \longrightarrow 0$ as $t \longrightarrow \infty$.

Substituting the form of solution into (1.4.6) determines the characteristic equation

$$
\lambda^{2}-\gamma \operatorname{tr}(J) \lambda+\gamma^{2} \operatorname{det}(J)=0,
$$

so

$$
\lambda_{1}, \lambda_{2}=\frac{\gamma}{2}\left[\operatorname{tr}(J) \pm \sqrt{\operatorname{tr}(J)^{2}-4 \operatorname{det}(J)}\right] .
$$

It can be derived that the linear stability of reaction equations is guaranteed if $\operatorname{Re} \lambda<0$, that is

$$
\begin{gather*}
\operatorname{tr}(J)=f_{u}^{o}+g_{v}^{o}<0,  \tag{1.4.7}\\
\operatorname{det}(J)=f_{u}^{o} g_{v}^{o}-f_{v}^{o} g_{u}^{o}>0 . \tag{1.4.8}
\end{gather*}
$$

We now consider the whole system, including diffusion (1.4.2), and we consider the following perturbations to the steady state $\left(u_{0}, v_{0}\right)$

$$
\begin{equation*}
u(x, t)=u_{0}+\hat{u}(x, t), \quad v(x, t)=v_{0}+\hat{v}(x, t), \tag{1.4.9}
\end{equation*}
$$

where $|\hat{u}| \ll 1$ and $|\hat{v}| \ll 1$ are small perturbations.

Substitute equation (1.4.9) into 1.4 .2 and apply a Taylor expansion about $\left(u_{0}, v_{0}\right)$ to $f(u, v)$ and $g(u, v)$ to obtain the linearised problem

$$
\begin{align*}
& \hat{u}(x, t)_{t}=\nabla \cdot(\hat{u}(x, t) \nabla \hat{u}(x, t))+\gamma\left(f_{u}^{o} \hat{u}(x, t)+f_{v}^{o} \hat{v}(x, t)\right), \\
& \hat{v}(x, t)_{t}=\nabla \cdot(d \hat{v}(x, t) \nabla \hat{v}(x, t))+\gamma\left(g_{u}^{o} \hat{u}(x, t)+g_{v}^{o} \hat{v}(x, t)\right), \\
& (\mathbf{n} . \nabla)\left[\begin{array}{l}
\hat{u}(x, t) \\
\hat{v}(x, t)
\end{array}\right]=0, \quad \mathbf{r} \text { on } \partial \Omega . \tag{1.4.10}
\end{align*}
$$

System (1.4.10) can be written in the form

$$
\begin{equation*}
\mathbf{w}_{t}=\nabla \cdot(D \mathbf{w} \nabla \mathbf{w})+\gamma J \mathbf{w}, \quad \mathbf{w}=\binom{\hat{u}(x, t)}{\hat{v}(x, t)}, \tag{1.4.11}
\end{equation*}
$$

where

$$
J=\left(\begin{array}{ll}
f_{u}^{o} & f_{v}^{o} \\
g_{u}^{o} & g_{v}^{o}
\end{array}\right), D=\left(\begin{array}{ll}
1 & 0 \\
0 & d
\end{array}\right) .
$$

We define $\mathbf{W}(r)$ to be the time-independent solution of the spatial eigenvalue problem defined by

$$
\begin{align*}
& \triangle \mathbf{W}+k^{2} \mathbf{W}=0 \quad \text { on } \Omega,  \tag{1.4.12}\\
& (\mathbf{n} \cdot \nabla) \mathbf{W}=0 \quad \text { on } \partial \Omega
\end{align*}
$$

For example, in the one-dimensional domain (e.g. $0 \leq x \leq a$ ) with zero flux boundary conditions, $\mathbf{W} \propto \cos \left(\frac{n \pi x}{a}\right)(n$ integer $)$ and ( $k=\frac{n \pi x}{a}, k$ is called the wavenumber). We define the wavelength as $\omega=\frac{2 \pi}{k}=\frac{2 a}{n}$.

Since $n$ is an integer, there is a discrete set of possible wavenumbers in a finite domain. Let $\mathbf{W}_{k}(r)$ be the eigenfunction corresponding to the wavenumber $k$. Each eigenfunction $\mathbf{W}_{k}$ satisfies zero flux boundary conditions. Since the problem is linear, the solutions $\mathbf{w}(\mathbf{r}, t)$ of 1.4.11) in the form

$$
\begin{equation*}
\mathbf{w}(\mathbf{r}, t)=\sum_{k} c_{k} e^{\lambda t} \mathbf{W}_{k}(\mathbf{r}), \tag{1.4.13}
\end{equation*}
$$

where the constant $c_{k}$ are determined by Fourier expansion of the initial conditions in term of $\mathbf{W}_{k}(r)$ and $\lambda$ is the eigenvalue which for temporal growth. Substituting 1.4.13 into 1.4.11 with 1.4.12 and cancelling $e^{\lambda t}$, we get, for each $k$

$$
\begin{aligned}
\lambda \mathbf{W}_{k} & =\gamma J \mathbf{W}_{k}+D \triangle \mathbf{W}_{k}, \\
& =\gamma J \mathbf{W}_{k}-D k^{2} \mathbf{W}_{k} .
\end{aligned}
$$

$\mathbf{W}_{k}$ are required to be non-trivial solutions, thus we determine $\lambda$ as roots of the characteristic polynomial

$$
\operatorname{det}\left(\lambda I-\gamma J+D k^{2}\right)=0,
$$

we have

$$
\begin{equation*}
\lambda^{2}+G\left(k^{2}\right) \lambda+H\left(k^{2}\right)=0, \tag{1.4.14}
\end{equation*}
$$

where

$$
G\left(k^{2}\right)=k^{2} \operatorname{tr}(D)-\gamma \operatorname{tr}(J),
$$

and

$$
\begin{equation*}
H\left(k^{2}\right)=\operatorname{det}(D) k^{4}-\gamma q k^{2}+\gamma^{2} \operatorname{det}(J), \tag{1.4.15}
\end{equation*}
$$

with

$$
q:=\left[d f_{u}^{o}+g_{v}^{o}\right] .
$$

We require $\operatorname{Re}(\lambda)>0$ for exponential growth and hence for steady state to now be unstable. For the case $k=0$ we are back to the diffusionless system, and we already imposed the constraints that the steady state is stable in the absence of any spatial effect. For the steady state to be unstable when we add diffusion we require $\operatorname{Re}(\lambda)>0$ for some $k \neq 0$. This can happen if either $G\left(k^{2}\right)<0$ or $H\left(k^{2}\right)<0$. Since we have $\left(f_{u}^{o}+g_{v}^{o}\right)<0$ and $k^{2}[1+d]>0$, then we have $G\left(k^{2}\right)>0$. Therefore, $h$ must be negative to have $\operatorname{Re}(\lambda)>0$, and since $d>0$ and $|J|>0$, the only possibility for $H\left(k^{2}\right)<0$ is if $d f_{u}^{o}+g_{v}^{o}>0$ Thus, further requirement for instability is

$$
\begin{equation*}
d f_{u}^{o}+g_{v}^{o}>0 \Longrightarrow d \neq 1 \tag{1.4.16}
\end{equation*}
$$

1.4.16) is necessary but not sufficient for $\operatorname{Re}(\lambda)>0$. For $H\left(k^{2}\right)$ to be negative for non-zero $k^{2}$, the minimum $H\left(k^{2}\right)_{\text {min }}$ must be negative

$$
H\left(k^{2}\right)_{\min }=\gamma^{2}\left[\operatorname{det}(J)-\frac{\left(d f_{u}^{o}+g_{v}^{o}\right)^{2}}{4 d}\right]
$$

thus,

$$
\begin{equation*}
\left(d f_{u}^{o}+g_{v}^{o}\right)^{2}>4 d \operatorname{det}(J) \tag{1.4.17}
\end{equation*}
$$

note $4 d \operatorname{det}(J)>0$. Now we have (1.4.7), 1.4.8), 1.4.16) and 1.4.17) conditions for diffusion driven instability. Here we derive all the necessary condition for diffusion driven instability in general. In next section, we will check these condition for our specific system.

### 1.4.2 Cross-Diffusion and Pattern Formation

Recently, cross-diffusion effects have been recently considered in [25, 26, 49, 76, 88 , 89, 108]. The effects of cross-diffusion on models for pattern formation have been studied in many theoretical papers [4, 13, 14, 27, 28, 30, 31, 38, 42, 45, 48, 50, 55, 69, 74, 76, 79, 88, 95, 105, 109]. When linear cross-diffusion terms are introduced into the Schnakenberg model, the constant steady state is destabilized even if the diffusion constant of the inhibitor is smaller or equal to the diffusion constant of the activator, as shown in [55]. Cross-diffusion has been shown to be the cause of Turing instability in a large class of predator-prey or competitive kinetics term "cross-diffusion induced instability" [29, 30, 69, 79, 92, 95]. However, other cross-diffusion models that have not been investigated yet. The purpose of Chapter 3 is to further explore Turing's diffusion-induced instability for a class of cross-diffusion systems. Assume that there is a spatially homogeneous stable steady state in the absence of self-diffusion and cross-diffusion; this steady state remains stable in the presence of self-diffusion. We investigate how this can be affected by cross-diffusion. Hence, it does not belong to the classical Turing instability scheme; however, it may become unstable when crossdiffusion enters the system; thus, it is a cross-diffusion induced instability. Here, we present some examples of work on pattern formation for cross-diffusion models related to the work in this thesis.

Shigesada, Kawasaki, and Teramoto (SKT) proposed original Cross-diffusion models to model the spatial segregation of two competing species [81]. SKT model has been studied extensively for the last three decades ( see for example [15, 38, 44, 53, 58, 60, [103, 104, 106]), and the model has the following form

$$
\begin{align*}
& u_{t}=\nabla \cdot\left(d_{1} \nabla u+d_{\alpha} u \nabla u+d_{\beta} u \nabla v\right)+u\left(r_{1}-r_{a} u-r_{v} v\right),  \tag{1.4.18}\\
& v_{t}=\nabla \cdot\left(d_{2} \nabla v+d_{\gamma} v \nabla v+d_{\delta} v \nabla u\right)+v\left(r_{2}-r_{c} v-r_{d} u\right),
\end{align*}
$$

where $u(x, t)$ and $v(x, t)$ are the population densities of the two competing species, $d_{j}$ $(j=1,2)$ are positive, and constants $d_{\alpha}, d_{\gamma}, d_{\beta}, d_{\delta}$ are non-negative. $d_{1}$ and $d_{2}$ are the random diffusion rates, $d_{\alpha}$ and $d_{\gamma}$ are the self-diffusion rates which represent intraspecific population pressures, and $d_{\beta}, d_{\delta}$ are the so-called cross-diffusion rates which represent the inter-specific population pressures. The constant $r_{i}, r_{a}, r_{c}, r_{b}, r_{d}$ are all positive.

The main feature of such a model is that the movement rate of each species depend on the density of both species, and one key underlying biological assumption is that the transition probability from one place to its neighbourhood depends solely on the arrival spot and is independent of the departure spot. The goal of Shigesada was to show that heterogeneity of the environment and the non-linear dispersive movements raise a spatial segregation of the populations of two similar and competing species.

In the context of biological interactions of bacterial species, such a non-linear crossdiffusion model (1.4.18) was investigated in [30, 32]. These are systems consisting of two or more bacterial species exhibiting both competitive interaction for nutrients and also diffusion that is mediated by the presence of another species and the presence of its own species. They are interested in pattern formation in reaction-diffusion equations with non-linear diffusion terms. The main interest in that paper is to understand how cross-diffusion leads to pattern formation; their emphasis is less on the modelling and
more on identifying conditions under which patterns are formed.

Many many researchers consider liner cross-diffusion flux which we called it "A Simple Cross-diffusion" with different kinetics [27, 45, 54], one example is Madzvamuse in [55] investigated Turing instability with the effect of linear cross diffusion for the following model

$$
\begin{align*}
& u_{t}=\nabla \cdot\left(\nabla u+d_{v} \nabla v\right)+a-u+u^{2} v,  \tag{1.4.19}\\
& v_{t}=\nabla \cdot\left(d \nabla v+d_{u} \nabla u\right)+b-u^{2} v,
\end{align*}
$$

where $u(x, t)$ and $v(x, t)$ are of two chemical concentrations, and $d$ is the ratio of the diffusion coefficients only (without cross-diffusion), and $d_{u}$ and $d_{v}$ are the ratios of the cross-diffusion and the diffusion coefficients, respectively. The constants $a$ and $b$ are all positive .

They showed in the presence of cross diffusion, it is no longer necessary to enforce that one of the species diffuse much faster than the other, so ( $D_{u}=D_{v} \Rightarrow d=1$ ).

In the previous studies, the effects of linear cross-diffusion on pattern formation has been investigated for example [27, 45, 54]. None of these focused for the case where steady state of the kinetic is stable to self-diffusion with any ratio of the coefficients and see how this can be affected by linear cross-diffusion.

Yahong propose a mathematical model for a spatial predator-prey system with Allee effect in [69]. They investigate the Turing instability and the phenomena of pattern formation of the following system

$$
\begin{align*}
& u_{t}=\nabla \cdot\left(a_{1} u \nabla u+b_{1} u \nabla v\right)+\gamma u(u-\beta)(1-u)-u v,  \tag{1.4.20}\\
& v_{t}=\nabla \cdot\left(a_{2} v \nabla v+b v \nabla u\right)+u v-\delta v,
\end{align*}
$$

where $u(x, t)$ is the prey density, $v(x, t)$ is the predator density. $a_{1}>0, a_{2}>0, b_{1}$ and $b$ are diffusion and cross-diffusion coefficients, respectively. The constants $\gamma, \beta, \delta$ are all positive.

They showed that non-linear cross-diffusion could induce instability that pattern can form in case where the standard diffusion can not. There are still many cross-diffusion models can be investigated to understand how cross-diffusion can affect a stable steady state with standard-diffusion, and how cross-diffusion can affect pattern formation. In Chapter 3. we extend the work in this area to have a better understand of the effect of cross-diffusion on pattern formation and investigate this case for a class of crossdiffusion systems where the non-dimensional form of this class of cross-diffusion systems is

$$
\begin{aligned}
& u_{t}=\nabla \cdot\left[D_{11}(u, v) \nabla u+D_{12}(u, v) \nabla v\right]+\gamma f(u, v), \\
& v_{t}=\nabla \cdot\left[D_{21}(u, v) \nabla u+D_{22}(u, v) \nabla v\right]+\gamma g(u, v) .
\end{aligned}
$$

We then consider two examples, the first one is the (simple) linear cross-diffusion (1.4.19), and the other one is a new non-linear cross-diffusion model that we derive in Chapter 4 We also focus on a class of kinetics term where uniform steady state is stable with standard-diffusion, and one example of kinetic is predator-prey system with Allee effect [69].

### 1.5 Background of Travelling Wave

In Chapter 4, we consider travelling wave solution, so we give introduction of what is the travelling wave in this section. Travelling wave means the shape and speed of propagation of the front continually changed. Customarily a travelling wave is taken
to be a wave which travels without change of shape. So, if a solution $u(x, t)$ represents a travelling wave, the shape of the solution will be the same for all time and the speed of propagation of this shape is a constant, which we denote by $c$. If we look at this wave in a travelling frame moving at speed c it will appear stationary. A mathematical way of saying this is that if the solution

$$
\begin{equation*}
u(x, t)=u(x-c t)=u(z), \quad \text { where } \quad z=x-c t, \tag{1.5.1}
\end{equation*}
$$

then $u(x, t)$ is a travelling wave, and it moves at constant speed $c$. If $c>0$ then, we have a right travelling wave, and If $c<0$ then, we have a left travelling wave. The wavespeed $c$ generally has to be determined. The dependent variable $z$ is sometimes called the wave variable. When we look for travelling wave solutions of an equation or system of equations in $x$ and $t$ in the form 1.5.1, we have $\frac{\partial u}{\partial t}=-c \frac{d u}{d z}$ and $\frac{\partial u}{\partial x}=\frac{d u}{d z}$. So partial differential equations in $x$ and $t$ become ordinary differential equations in $z$. To be physically realistic $u(z)$ has to be bounded for all $z$ and non-negative with the quantities with which we are concerned, such as chemicals, populations, bacteria and cells. For more details, see [64].

### 1.6 Thesis Outline

The aim of this thesis is to better understand how cross-diffusion influences the formation and characteristics of patterns and fronts in reaction-diffusion systems. In particular, we are interested in the mechanism of pattern formations and wave fronts in a cross-diffusion system. The structure of the thesis is as follows.

In Chapter 2, we investigate whether all cross-diffusion system of two interacting
species can be derived from the following microscopic master equation [39, 72]

$$
\begin{aligned}
& \frac{d u_{k}}{d t}=\tau_{k-1}^{+} u_{k-1}+\tau_{k+1}^{-} u_{k+1}-\left(\tau_{k}^{+}+\tau_{k}^{-}\right) u_{k} \\
& \frac{d v_{k}}{d t}=\beta_{k-1}^{+} v_{k-1}+\beta_{k+1}^{-} v_{k+1}-\left(\beta_{k}^{+}+\beta_{k}^{-}\right) v_{k}
\end{aligned}
$$

where $u_{k}$ is a biomass of $u$ in the location $x_{k}$, and the biomass can move to the left or to the right to exit, with the transfer rate $\tau_{k}^{-}$or $\tau_{k}^{+}$, similarly for $v_{k}$.

In Chapter 3, our goal is to follow the ideas of Turing about diffusive instability but to consider the impact of cross-diffusion on the stability of a spatially uniform equilibrium. We perform a stability analysis for a class of cross-diffusion system

$$
\begin{aligned}
& u_{t}=\nabla \cdot\left[D_{11}(u, v) \nabla u+D_{12}(u, v) \nabla v\right]+\gamma f(u, v), \\
& v_{t}=\nabla \cdot\left[D_{21}(u, v) \nabla u+D_{22}(u, v) \nabla v\right]+\gamma g(u, v) .
\end{aligned}
$$

We investigate the possibility of pattern formation. Particularly, we investigate one case which is can cross-diffusion induce pattern where standard-diffusion can not. We then consider two examples which are

$$
\begin{aligned}
& u_{t}=\nabla \cdot\left(\nabla u+d_{v} \nabla v\right)+\gamma f(u, v), \\
& v_{t}=\nabla \cdot\left(d \nabla v+d_{u} \nabla u\right)+\gamma g(u, v),
\end{aligned}
$$

and

$$
\begin{aligned}
& u_{t}=\nabla \cdot\left(D_{u}(1-u) \nabla u-D_{v} u \nabla v\right)+\gamma f(u, v), \\
& v_{t}=\nabla \cdot\left(D_{v}(1-v) \nabla v-D_{u} v \nabla u\right)+\gamma g(u, v) .
\end{aligned}
$$

In Chapter 4, we are interested in a non-linear cross-diffusion system used to model tightly packed populations [72]. We first derive the model from a mass-conservation
perspective

$$
\begin{aligned}
& u_{t}=\nabla \cdot\left(D_{u}(1-u) \nabla u-D_{v} u \nabla v\right)+\gamma f(u, v), \\
& v_{t}=\nabla \cdot\left(D_{v}(1-v) \nabla v-D_{u} v \nabla u\right)+\gamma g(u, v) .
\end{aligned}
$$

We investigate moving front solutions of this model. For ease of analysis and numeric investigation, we take $v=0$. Thus, the system is reduced to a scalar equation, and we seek a travelling wave solution of

$$
\begin{equation*}
u_{t}=\nabla .\left(D_{u}(1-u) \nabla u\right)+\gamma u(1-u)(u-\beta) . \tag{1.6.1}
\end{equation*}
$$

By studying this scalar equation, we try to understand the travelling wave solution In particular, 1.6.1 is similar to Nagumo's equation, so we also focus on the effect of the non-linear diffusion term and what difference the non-linear diffusion term makes to the travelling wave solution.

In Chapter 55, we summarise the important points presented in the thesis, and discuss possible future work.

Throughout the thesis models are formulated as systems set in physically relevant spatial domains $\Omega \subset R^{3}$. These domains are either considered to be unbounded or to have smooth boundary $\partial \Omega$. In the latter case, boundary conditions are assumed to be of no-flux type. For ease of computation, much of the analysis and all the numerical simulations are conducted with $\Omega \subset R$.

In this thesis, the simulations of PDEs including cross-diffusion carried out using MATLAB's pdepe B.4 olver with (zero-flux) Neumann boundary conditions, we plot the dispersion relations in Chapter 3 using MATLAB (see the code in Appendix B.3), we also use MATLAB function pplane to develop the phase portraits ( see the description
of pplane in Appendix B.5).
Note that we are interested in processes and mechanisms and the underlying mathematical structures with no direct applications considered. Hence, we do not provide a dimensional analysis and all systems in this thesis are non-dimensional.

## Chapter 2

## Inverse Problem

We discussed in Chapter 1 that cross-diffusion models could be derived from random walk arguments. This chapter investigates whether all cross-diffusion systems of two interacting species can be derived from the microscopic master equation (1.3.10). The general proof does not seem an easy. Therefore, we illustrate that there is no proof by two examples. The first one is the classical cross-diffusion model (SKT) investigated in [66], and the second example is the simplest cross-diffusion. Since the analysis of SKT model has been done before we will not go in details. In addition, since the jump probabilities are simple for SKT, we compare the solution of SKT with the solution of the master equation numerically, which has not been done before. Later, we recover the non-linear cross-diffusion which is relevant to our work in this thesis.

### 2.1 Shigesada, Kawasaki, and Teramoto Cross-Diffusion

## System

The first example we investigate is the cross-diffusion model of Shigesada, Kawasaki, and Teramoto. The partial differential equation we investigate without the environmental potential function is

$$
\begin{align*}
& u_{t}=\nabla \cdot\left(D_{11} \nabla u+2 D_{12} u \nabla u+D_{13} v \nabla u+D_{13} u \nabla v\right),  \tag{2.1.1}\\
& v_{t}=\nabla \cdot\left(D_{21} \nabla v+2 D_{23} v \nabla v+D_{22} v \nabla u+D_{22} u \nabla v\right),
\end{align*}
$$

where $D$ are positive coefficients. The model (2.1.1) is known as the cross-diffusion model of Shigesada, Kawasaki, and Teramoto (SKT). To recover 2.1.1) from 1.3.16 and (1.3.18), the equations that must be satisfied are

$$
\begin{align*}
& D_{11}+2 D_{12} u+D_{13} v=p_{1} q_{1}+u\left(p_{1} q_{1 u}-q_{1} p_{1 u}\right) \\
& D_{13}=p_{1} q_{1 v}-q_{1} p_{1 v}  \tag{2.1.2}\\
& D_{21}+D_{22} u+2 D_{23} v=p_{2} q_{2}+v\left(p_{2} q_{2 v}-q_{2} p_{2 v}\right) \\
& D_{22}=p_{2} q_{2 u}-q_{2} p_{2 u} .
\end{align*}
$$

By choosing $p_{1}, p_{2}, q_{1}, q_{2}$ as

$$
\begin{align*}
& p_{1}(u, v)=a_{1} \\
& q_{1}(u, v)=\frac{1}{a_{1}}\left(D_{11}+D_{12} u+D_{13} v\right)  \tag{2.1.3}\\
& p_{2}(u, v)=a_{2} \\
& q_{2}(u, v)=\frac{1}{a_{2}}\left(D_{21}+D_{22} u+D_{23} v\right) .
\end{align*}
$$

Where $a_{1}, a_{2}$ are constants. As a result, system (2.1.1) can be recoved from (1.3.16)
and (1.3.18]. For more details see [66].

We compare the solution of master equation (1.3.10) using jump probabilities 2.1.3 with solution of the SKT model (2.1.1) in Figure 2.1. Clearly, we can see that the simulation of master equation match the solution of the SKT model. We solve PDEs in MATLAB (PDEPE) with zero flux boundary condition, and we solve the master equation in MATLAB (ODE45) (see code in Appendix B.1).


Figure 2.1: (a) Solution of $u$ in SKT model (2.1.1) with initial condition I.C $=$ (100) $e^{-1(x-20)^{2}}$. (b) Solution of $u$ in master equation 1.3.10) using jump probabilities 2.1.3 with initial condition $I . C=(100) e^{-1(i-20)^{2}}$. (c) Comparing $u$ in SKT model with master equation at time $t=0.5$. (d) Comparing $u$ in SKT model with master equation at time $t=1$. Parameter values are shown in Table 2.1 .

| Parameter | Value |
| :---: | :---: |
| $D_{11}$ | 0 |
| $D_{12}$ | 0 |
| $D_{21}$ | 0 |
| $D_{23}$ | 0 |
| $D_{13}$ | 1 |
| $D_{22}$ | 1 |
| $a_{1}$ | 10 |
| $a_{2}$ | 1 |
| $\gamma$ | 1 |

Table 2.1: Table showing the parameter values that used to solve SKT model (2.1.1) and master equation (1.3.10) with jump probabilities (2.1.3).

Using analysis and numerical simulations, we can conclude that SKT cross-diffusion model commonly used to model dual species interaction can be derived from the random walk.

### 2.2 A Simple Cross-Diffusion System

In the following, we consider the simplest cross-diffusion system given by the equations

$$
\begin{align*}
& u_{t}=\nabla \cdot\left(\nabla u+d_{v} \nabla v\right),  \tag{2.2.1}\\
& v_{t}=\nabla \cdot\left(d \nabla v+d_{u} \nabla u\right) .
\end{align*}
$$

Our next goal is to recover (2.2.1) from (1.3.16) and (1.3.18). We complete this trying to find appropriate jump probabilities functions $p_{1}, q_{1}, p_{2}, q_{2}$. In doing this, we match the right hand side of (2.2.1) with the right hand side of 1.3.16) and 1.3.18), we get that the following equations must be satisfied for the functions $p_{1}, q_{1}, p_{2}, q_{2}$,

$$
\begin{align*}
& \bar{a}=p_{1} q_{1}+u\left(p_{1} q_{1 u}-q_{1} p_{1 u}\right), \\
& \bar{d}_{v}=u\left(p_{1} q_{1 v}-q_{1} p_{1 v}\right)  \tag{2.2.2}\\
& \bar{d}=p_{2} q_{2}+v\left(p_{2} q_{2 v}-q_{2} p_{2 v}\right), \\
& \bar{d} u=v\left(p_{2} q_{2 u}-q_{2} p_{2 u}\right) .
\end{align*}
$$

We have included $\gamma_{0}$ and $\mu_{0}$ in the coefficients $\bar{a}, \bar{d}_{v}, \bar{d}, \bar{d}_{u}$ s.t. $\bar{a}=\frac{1}{\gamma_{0}}, \bar{d}_{v}=\frac{d_{v}}{\gamma_{0}}, \bar{d}=$ $\frac{d}{\mu_{0}}, \bar{d}_{u}=\frac{d_{u}}{\mu_{0}}$. Note that the first and second equations in 2.2.2 represent the first equation in the cross-diffusion system for the species $u$ and the third and fourth equations represent the second equation in cross-diffusion system for the species $v$. The following lemma holds.

Lemma 1. It is not possible to recover the linear cross-diffusion system (2.2.1) in the following cases.

1. If $p_{1}, q_{1}, p_{2}, q_{2}$ are constants.
2. If $p_{1}$, or $q_{1}$, or $p_{2}$, or $q_{2}$ is a constant.

Proof. 1. If all of the jump probability functions $p_{1}, q_{1}, p_{2}, q_{2}$ are constants, substituting in the equations (2.2.2), all is reduced to zero and therefore it is impossible to recover (2.2.1).
2. If we suppose that one of the jump probabilities is constant for example $p_{1}$, that is

$$
\begin{equation*}
p_{1}(u, v)=c, \tag{2.2.3}
\end{equation*}
$$

where $c$ is constant.

Substituting (2.2.3) into (2.2.2) we have

$$
\begin{align*}
& \bar{a}=c q_{1}+u\left(c q_{1 u}\right),  \tag{2.2.4a}\\
& \bar{d}_{v}=c q_{1 v} . \tag{2.2.4b}
\end{align*}
$$

The equation 2.2.4a) is a first order linear ordinary differential equation with non-constant coefficients for the variable $q_{1}$ and its solution is given by

$$
\begin{equation*}
q_{1}(u, v)=\frac{\bar{a}}{c}+\frac{1}{u} f(v), \tag{2.2.5}
\end{equation*}
$$

for some function $f(v)$. If we substitute 2.2 .5 into 2.2 .4 b we have

$$
\begin{equation*}
\bar{d}_{v}=c\left(\frac{1}{u} f^{\prime}(v)\right) \Longrightarrow f^{\prime}(v)=\frac{\bar{d}_{v} u}{c} . \tag{2.2.6}
\end{equation*}
$$

Clearly, this produces a contradiction to the previous assumption that $f$ is a function only of $v$. Note that, we can proceed in the same way in the case that we suppose that the jump probability $q_{1}$ is constant.

In order to try to recover (2.2.1) from 1.3.16 and 1.3.18), we change the strategy assuming that the jump probabilities can be separated into independent functions of $u$ and of $v$. In this case, we have the following proposition.

Proposition 2.2.1. Suppose that the jump probabilities can be separated in the following way:

$$
\begin{align*}
& p_{1}(u, v)=f_{1}(u) g_{1}(v), \\
& q_{1}(u, v)=h_{1}(u) j_{1}(v),  \tag{2.2.7}\\
& p_{2}(u, v)=f_{2}(u) g_{2}(v), \\
& q_{2}(u, v)=h_{2}(u) j_{2}(v) .
\end{align*}
$$

In that case we can recover (2.2.1) from (1.3.16) and (1.3.18), and we have that the jump probability functions are given by

$$
\begin{array}{ll}
f_{1}(u)=\left(\frac{\bar{d}_{v}}{\left(\frac{\lambda_{1}}{\lambda_{1}\left(c_{1}\right.} \frac{\frac{\bar{\lambda} \lambda_{1} u}{2 \lambda_{2} d_{v}}}{)}\right.}\right), \quad g_{1}(v)=\left(\frac{\lambda_{2}}{c_{1} e^{\frac{\lambda_{1} v}{2 \lambda_{2}}}}\right), \quad h_{1}(u)=\left(\frac{\bar{c}_{1}}{u} e^{\frac{\bar{\partial} \lambda_{1} u}{2 \lambda_{2} d_{v}}}\right), \quad j_{1}(v)=\left(\bar{c}_{1} e^{\frac{\lambda_{1} v}{2 \lambda_{2}}}\right), \\
f_{2}(u)=\left(\frac{\lambda_{4}}{\left.c_{2} e^{\frac{\lambda_{3}}{2 \lambda_{4}}}\right), \quad g_{2}(v)=\left(\frac{\bar{d}_{u}}{\lambda_{3}\left(c_{2} e^{\frac{\bar{\lambda} \lambda_{3} v}{2 \lambda_{4} d_{u}}}\right),} \quad h_{2}(u)=\left(\bar{c}_{2} e^{\frac{\lambda_{3} u}{2 \lambda_{4}}}\right), \quad j_{2}(v)=\left(\frac{\bar{c}_{2}}{v} e^{\frac{\bar{d} \lambda_{3} v}{2 \lambda_{4} d_{u} u}}\right),\right.}\right. \tag{2.2.8}
\end{array}
$$

so that,

$$
\left\{\begin{array}{l}
p_{1}(u, v)=f_{1}(u) g_{1}(v)=\left(\frac{\bar{d}_{v}}{\lambda_{1} c_{1}} e^{\left.-\frac{\bar{a} \lambda_{1} u}{2 \lambda_{2} \bar{d}_{v}}\right)\left(\frac{\lambda_{2}}{c_{1}} e^{-} \frac{\lambda_{1} v}{2 \lambda_{2}}\right),}\right. \\
q_{1}(u, v)=h_{1}(u) j_{1}(v)=\left(\frac{\overline{c_{1}}}{u} e^{\frac{\overline{1}}{2 \lambda_{2}} \bar{d}_{v}}\right)\left(\bar{c}_{1} e^{\frac{\lambda_{v}}{2 \lambda_{2}}}\right), \\
p_{2}(u, v)=f_{2}(u) g_{2}(v)=\left(\frac{\lambda_{4}}{c_{2}} e^{\left.-\frac{\lambda_{3} u}{2 \lambda_{4}}\right)\left(\frac{\bar{u}_{u}}{\lambda_{3} c_{c} e^{-}} e^{-\frac{\bar{d} \lambda_{3} v}{2 \lambda_{4} \bar{d}_{u}}}\right),}\right. \\
q_{2}(u, v)=h_{2}(u) j_{2}(v)=\left(\bar{c}_{2} e^{\frac{\lambda_{3} u}{2 \lambda_{4}}}\right)\left(\frac{\overline{c_{2}}}{v} e^{\frac{\bar{\lambda} \lambda_{4} d_{u}}{\lambda_{u}}}\right) .
\end{array}\right.
$$

where $c_{1}, \bar{c}_{1}, c_{2}, \bar{c}_{2}, \lambda_{1}, \lambda_{2}, \lambda_{2}, \lambda_{4}$ are constants.

Proof. We proceed substituting (2.2.7) into (2.2.2), in doing this we denote by 1 as derivative with respect $u$ or $v$ but taking care of what variable the function is depending, thus we have

$$
\begin{align*}
& \bar{a}=f_{1} g_{1} h_{1} j_{1}+u\left(f_{1} g_{1}\left(h_{1} j_{1}\right)^{\prime}-h_{1} j_{1}\left(f_{1} g_{1}\right)^{\prime}\right), \\
& \bar{d}_{v}=u\left(f_{1} g_{1}\left(h_{1} j_{1}\right)^{\prime}-h_{1} j_{1}\left(f_{1} g_{1}\right)^{\prime}\right),  \tag{2.2.9}\\
& \bar{d}=f_{2} g_{2} h_{2} j_{2}+v\left(f_{2} g_{2}\left(h_{2} j_{2}\right)^{\prime}-h_{2} j_{2}\left(f_{2} g_{2}\right)^{\prime}\right), \\
& \bar{d}_{u}=v\left(f_{2} g_{2}\left(h_{2} j_{2}\right)^{\prime}-h_{2} j_{2}\left(f_{2} g_{2}\right)^{\prime}\right),
\end{align*}
$$

since $g$ and $j$ are function only of $v$, the derivatives of these functions with respect to $u$ are zero. Similarly, since $f, h$ are function only of $u$, the derivatives with respect to $v$ are zero, thus we can rewrite (2.2.9) in the following way

$$
\begin{align*}
& \bar{a}=g_{1} j_{1}\left[f_{1} h_{1}+u\left(f_{1} h_{1}^{\prime}-h_{1} f_{1}^{\prime}\right)\right] \\
& \bar{d}_{v}=u f_{1} h_{1}\left(g_{1} j_{1}^{\prime}-j_{1} g_{1}^{\prime}\right)  \tag{2.2.10}\\
& \bar{d}=f_{2} h_{2}\left[g_{2} j_{2}+v\left(g_{2} j_{2}^{\prime}-j_{2} g_{2}^{\prime}\right)\right] \\
& \bar{d}_{u}=v g_{2} j_{2}\left(f_{2} h_{2}^{\prime}-h_{2} f_{2}^{\prime}\right)
\end{align*}
$$

Note that from the first and the second equations in (2.2.10) we can recover the first equation in (2.2.1), and from the third and fourth equations we can recover second equation in (2.2.1). We are now going to solve the first two equation in (2.2.10) in order to find $g_{1}, j_{1}, f_{1}, h_{1}$ which implies that the following must hold for arbitrary constants $\lambda_{1}$ and $\lambda_{2}$

$$
\begin{align*}
& g_{1} j_{1}^{\prime}-j_{1} g_{1}^{\prime}=\lambda_{1}  \tag{2.2.11a}\\
& g_{1} j_{1}=\lambda_{2}  \tag{2.2.11b}\\
& f_{1} h_{1}=\frac{\bar{d}_{v}}{u \lambda_{1}}  \tag{2.2.11c}\\
& f_{1} h_{1}+u\left(f_{1} h_{1}^{\prime}-h_{1} f_{1}^{\prime}\right)=\frac{\bar{a}}{\lambda_{2}} . \tag{2.2.11d}
\end{align*}
$$

Now we are going to calculate the functions $g_{1}(v)$ and $j_{1}(v)$. Note that the functions $g_{1}$ and $g_{1}^{\prime}$ can be obtained from the equation 2.2.11b), that is

$$
\begin{equation*}
g_{1}=\frac{\lambda_{2}}{j_{1}}, \quad g_{1}^{\prime}=\frac{-\lambda_{2} j_{1}^{\prime}}{j_{1}^{2}} \tag{2.2.12}
\end{equation*}
$$

Substituting the values given by (2.2.12) into (2.2.11a) we get

$$
\begin{equation*}
j_{1}^{\prime}=\frac{\lambda_{1}}{2 \lambda_{2}} j \tag{2.2.13}
\end{equation*}
$$

Equation (2.2.13) is an ordinary differential equation of the first order which solution is given by

$$
\begin{equation*}
j_{1}(v)=c_{1} e^{\frac{\lambda_{1} v}{2 \lambda_{2}}}, \tag{2.2.14}
\end{equation*}
$$

where $c_{1}$ is a constant. Substituting (2.2.14) into the relation found for $g_{1}$ in (2.2.12), we have

$$
\begin{equation*}
g_{1}(v)=\frac{\lambda_{2}}{c_{1} e^{\frac{\lambda_{1} v}{2 \lambda_{2}}}} . \tag{2.2.15}
\end{equation*}
$$

Now we are going to calculate the functions $f_{1}(u)$ and $h_{1}(u)$. Proceeding as before note that the functions $f_{1}$ and $f_{1}^{\prime}$ can be obtained from the equation 2.2.11c , in this case we have

$$
\begin{equation*}
f_{1}=\frac{\bar{d}_{v}}{u h_{1} \lambda_{1}}, \quad f_{1}^{\prime}=\frac{-\bar{d}_{v}}{u^{2} h_{1} \lambda_{1}}-\frac{\bar{d}_{v} h_{1}^{\prime}}{u h_{1}^{2} \lambda_{1}} . \tag{2.2.16}
\end{equation*}
$$

Substituting the values given by 2.2 .16 for $f_{1}$ and $f_{1}^{\prime}$ into 2.2 .11 d , we have

$$
\begin{equation*}
\left(\frac{\bar{d}_{v}}{u h_{1} \lambda_{1}}\right) h_{1}+u\left(\left(\frac{\bar{d}_{v}}{u h_{1} \lambda_{1}}\right) h_{1}^{\prime}-h_{1}\left(\frac{-\bar{d}_{v}}{u^{2} h_{1} \lambda_{1}}-\frac{\bar{d}_{v} h_{1}^{\prime}}{u h_{1}^{2} \lambda_{1}}\right)=\frac{\bar{a}}{\lambda_{2}},\right. \tag{2.2.17}
\end{equation*}
$$

thus,

$$
\begin{equation*}
h_{1}^{\prime}=h_{1}\left(\frac{k \lambda_{1}}{2 \bar{d}_{v} \lambda_{2}}-\frac{1}{u}\right) . \tag{2.2.18}
\end{equation*}
$$

Equation (2.2.18) is an ordinary differential equation of first order with solution given by

$$
\begin{equation*}
h_{1}(u)=\frac{\bar{c}_{1}}{u} e^{\frac{k \lambda_{1} u}{2_{2} d_{v}}}, \tag{2.2.19}
\end{equation*}
$$

where $\bar{c}_{1}$ is constant. Substituting (2.2.19) into the relation founded for $f_{1}$ in 2.2.16, we have

$$
\begin{equation*}
f_{1}(u)=\frac{\bar{d}_{v}}{u \lambda_{1}\left(\frac{\bar{c}_{1}}{u} e^{\frac{\bar{a} \lambda_{1} u}{2 \lambda_{2} d_{v}}}\right)}=\frac{\bar{d}_{v}}{\lambda_{1}\left(\bar{c}_{1} e^{\frac{\bar{a} \lambda_{1} u}{2 \lambda_{2} d_{v}}}\right)} . \tag{2.2.20}
\end{equation*}
$$

Thus we get that the solutions for the first two equations of 2.2 .10 are given by

$$
\begin{align*}
& f_{1}(u)=\frac{\bar{d}_{v}}{\lambda_{1}\left(\bar{c}_{1} e^{\frac{\bar{\partial} \lambda_{1} u}{2 \lambda_{2} \bar{d}_{v}}}\right)}, \\
& h_{1}(u)=\frac{\bar{c}_{1}}{u} e^{\frac{\bar{\lambda} \lambda^{u}}{2 \lambda_{2} \bar{d}_{v}}}  \tag{2.2.21}\\
& g_{1}(v)=\frac{\lambda_{2}}{c_{1} e^{\frac{\lambda_{1 v}}{\lambda_{2}}},} \\
& j_{1}(v)=c_{1} e^{\frac{\lambda_{1} v}{2 \lambda_{2}}},
\end{align*}
$$

where $c_{1}, \bar{c}_{1}$ are constants. Next, we are going to proceed in a similar way as before to find the functions $f_{2}, h_{2}, g_{2}, j_{2}$ solving the last two equation in (2.2.10) which implies
that the following must hold for arbitrary constants $\lambda_{3}$ and $\lambda_{4}$

$$
\begin{align*}
& f_{2} h_{2}^{\prime}-h_{2} f_{2}^{\prime}=\lambda_{3},  \tag{2.2.22a}\\
& f_{2} h_{2}=\lambda_{4}  \tag{2.2.22b}\\
& g_{2} j_{2}=\frac{\bar{d}_{u}}{v \lambda_{3}},  \tag{2.2.22c}\\
& g_{2} j_{2}+v\left(g_{2} j_{2}^{\prime}-j_{2} g_{2}^{\prime}\right)=\frac{\bar{d}}{\lambda_{4}} . \tag{2.2.22d}
\end{align*}
$$

As we can see the functions $f_{2}$ and $f_{2}^{\prime}$ can be obtained from 2.2.22b. Thus we have

$$
\begin{equation*}
f_{2}=\frac{\lambda_{4}}{h_{2}}, \quad f_{2}^{\prime}=\frac{-\lambda_{4} h_{2}^{\prime}}{h_{2}^{2}} . \tag{2.2.23}
\end{equation*}
$$

Substituting this values for $f_{2}$ and $f_{2}^{\prime}$ given by 2.2.23) into 2.2.22a), we have

$$
\begin{equation*}
h_{2}^{\prime}=\frac{\lambda_{3}}{2 \lambda_{4}} h . \tag{2.2.24}
\end{equation*}
$$

This is a linear ordinary differential equation of first order with solution given by

$$
\begin{equation*}
h_{2}(u)=c_{2} e^{\frac{\lambda_{3} u}{2 \lambda_{4}}}, \tag{2.2.25}
\end{equation*}
$$

where, $c_{2}$ is a constant. Now substituting the value of $h_{2}$ given by (2.2.25) into the relation given by $(2.2 .23)$ for the function $f_{2}$, we have

$$
\begin{equation*}
f_{2}(u)=\frac{\lambda_{4}}{c_{2} e^{\frac{\lambda_{3} u}{2 \lambda_{4}}}} . \tag{2.2.26}
\end{equation*}
$$

We are going now to calculate the values of the functions $g_{2}(v)$ and $j_{2}(v)$. As we can
see the values of the functions $g_{2}$ and $g_{2}^{\prime}$ that can be obtained from 2.2 .22 c , in this case we have

$$
\begin{equation*}
g_{2}=\frac{\bar{d}_{u}}{v j_{2} \lambda_{3}}, \quad g_{2}^{\prime}=\frac{-\bar{d}_{u}}{v^{2} j_{2} \lambda_{3}}-\frac{\bar{d}_{u} j_{2}^{\prime}}{v j_{2}^{2} \lambda_{3}} . \tag{2.2.27}
\end{equation*}
$$

Substituting the values of $g_{2}$ and $g_{2}^{\prime}$ given by 2.2.27) into the relation 2.2.22d we have

$$
\begin{equation*}
\left(\frac{\bar{d}_{u}}{v j_{2} \lambda_{3}}\right) j_{2}+v\left(\left(\frac{\bar{d}_{u}}{v j_{2} \lambda_{3}}\right) j_{2}^{\prime}-j_{2}\left(\frac{-\bar{d}_{u}}{v^{2} j_{2} \lambda_{3}}-\frac{\bar{d}_{u} j_{2}^{\prime}}{v j_{2}^{2} \lambda_{3}}\right)=\frac{\bar{d}}{\lambda_{4}},\right. \tag{2.2.28}
\end{equation*}
$$

we have

$$
\begin{equation*}
j_{2}^{\prime}=j_{2}\left(\frac{\bar{d} \lambda_{3}}{2 \bar{d}_{u} \lambda_{4}}-\frac{1}{v}\right) . \tag{2.2.29}
\end{equation*}
$$

The equation given by (2.2.29) is a linear ordinary differential equation of the first order with solution given by

$$
\begin{equation*}
j_{2}(v)=\frac{\bar{c}_{2}}{v} e^{\frac{\bar{d} \lambda_{3} v}{2 \lambda_{4} d_{u}}} \tag{2.2.30}
\end{equation*}
$$

where $\bar{c}_{2}$ is constant. Substituting the value of $j_{2}$ given by 2.2 .30 in the relation obtained for $g_{2}$ in (2.2.27) we get

$$
\begin{equation*}
g_{2}(v)=\frac{\bar{d}_{u}}{v \lambda_{3}\left(\frac{\bar{c}_{2}}{v} e^{\frac{\bar{d} \lambda_{3} v}{2 \lambda_{4} \bar{d}_{u}}}\right)}=\frac{\bar{d}_{u}}{\lambda_{3}\left(\bar{c}_{2} e^{\frac{\bar{d} \lambda_{3} v}{2 \lambda_{4} \bar{d}_{u}}}\right)}, \tag{2.2.31}
\end{equation*}
$$

and thus, we obtain the solutions

$$
\begin{align*}
& h_{2}(u)=c_{2} e^{\frac{\lambda_{3} u}{\lambda_{4}}}, \\
& f_{2}(u)=\frac{\lambda_{4}}{c_{2} e^{\frac{\lambda_{3} u}{\lambda_{4}}}}, \\
& g_{2}(v)=\frac{\bar{d}_{u}}{\lambda_{3}\left(\bar{c}_{2} e^{\frac{d \lambda_{3} v}{2 \lambda_{4} \bar{d}_{u}}}\right)},  \tag{2.2.32}\\
& j_{2}(v)=\frac{\bar{c}_{2}}{v} e^{\frac{\overline{2} \lambda_{3} v}{\lambda_{4} \bar{d}_{u}}}
\end{align*}
$$

where $c_{2}, \bar{c}_{2}$ are constants. Gathering all above leads us to the following jump probability functions

$$
\left\{\begin{array}{l}
p_{1}(u, v)=f_{1}(u) g_{1}(v)=\left(\frac{\bar{d}_{v}}{\lambda_{1} c_{1}} e^{\left.-\frac{\bar{a} \lambda_{1} u}{2 \lambda_{2} \bar{d}_{v}}\right)\left(\frac{\lambda_{2}}{c_{1}} e^{-} \frac{\lambda_{1} v}{2 \lambda_{2}}\right),}\right.  \tag{2.2.33}\\
q_{1}(u, v)=h_{1}(u) j_{1}(v)=\left(\frac{\bar{c}_{1}}{u} e^{\frac{\bar{\lambda}}{1} 2} \frac{2 \lambda_{1} d_{v}}{2 d_{v}}\right)\left(\bar{c}_{1} e^{\frac{\lambda_{1} v}{2 \lambda_{2}}}\right), \\
p_{2}(u, v)=f_{2}(u) g_{2}(v)=\left(\frac{\lambda_{4}}{c_{2}} e^{\left.-\frac{\lambda_{3} u}{2 \lambda_{4}}\right)\left(\frac{\bar{d}_{u}}{\lambda_{3} c_{2}} e^{-} \frac{\bar{d} \lambda_{3} v}{2 \lambda_{4} \bar{d}_{u}}\right),}\right. \\
q_{2}(u, v)=h_{2}(u) j_{2}(v)=\left(\bar{c}_{2} e^{\frac{\lambda_{3} u}{2 \lambda_{4}}}\right)\left(\frac{\bar{c}_{2}}{v} e^{\frac{\bar{\lambda} 3_{4} v}{2 d_{u}}}\right) .
\end{array}\right.
$$

Clearly with these functions, we can recover the simple cross-diffusion system (2.2.1) from the relations given by (1.3.16) and 1.3.18).

From $p_{1}, q_{1}$ as defined in 2.2.33), the dispersal strategy of species $u$ depends on both densities of its own and $v$ in the arrival and target site. Therefore, cross-diffusion effects are introduced. The jump probability $p_{1}(u, v)$, which describes the wish or need of the particles $u$ to join its neighbouring position is an exponentially decreasing function, and it is separated into two decreasing functions that one depends on $u$. The other depends on $v$. The jump probability $q_{1}(u, v)$, which describes the incentive for that the particles $u$ leave their original position, is an exponentially increasing function, and it is separated into two increasing functions that one depends on $u$ and the other depends
on $v$, indicating that species $u$ preferentially seeks location with lower concentrations of both species $u$ and $v$.

As we can see, $p_{1}(u, v)$ and $q_{1}(u, v)$ are complex and do not seem to have a specific meaning. In contrast to the SKT model where the flux is more complex, but the jump probabilities (2.1.3) are simpler. As a result, the simple flux does not mean that the jump probabilities are simple and the complex flux does not mean that the jump probabilities are complex. Therefore, it is not easy to prove that all cross-diffusion systems of two interacting species can be derived from the microscopic master equation 1.3.10). Similarly for jump probabilities $p_{2}(u, v)$ and $q_{2}(u, v)$ which are for species $v$.

### 2.3 New Non-linear Cross-Diffusion System

Here, we investigate the final example that is relevant to our work in this thesis

$$
\begin{align*}
& u_{t}=\nabla \cdot\left(D_{u}(1-u) \nabla u-D_{v} u \nabla v\right),  \tag{2.3.1}\\
& v_{t}=\nabla \cdot\left(D_{v}(1-v) \nabla v-D_{u} v \nabla u\right) .
\end{align*}
$$

We will leave the details of the derivation for Chapter 4 , however, our next goal is to recover the non-linear cross-diffusion system (2.3.1) from (1.3.16) and 1.3.18). In other words, we investigate now whether this model can be derived from our microscopic master equation. We achieve this by trying to find appropriate jump probabilities functions $p_{1}, q_{1}, p_{2}, q_{2}$. In doing this, we match the right hand side of (2.3.1) with the right hand side of 1.3.16 and 1.3.18; we get that the following equations must be satisfied for the functions $p_{1}, q_{1}, p_{2}, q_{2}$

$$
\begin{align*}
& \overline{D_{u}}-\overline{D_{u} u}=p_{1} q_{1}+u\left(p_{1} q_{1 u}-q_{1} p_{1 u}\right), \\
& -\overline{D_{v}}=u\left(p_{1} q_{1 v}-q_{1} p_{1 v}\right),  \tag{2.3.2}\\
& \overline{D_{v}}-\overline{D_{v}} v=p_{2} q_{2}+v\left(p_{2} q_{2 v}-q_{2} p_{2 v}\right), \\
& -\overline{D_{u}}=\left(p_{2} q_{2 u}-q_{2} p_{2 u}\right),
\end{align*}
$$

we have included $\gamma_{0}$ in the coefficients $\overline{D_{u}}, \overline{D_{v}}$ s.t. $\overline{D_{u}}=\frac{D_{u}}{\gamma_{0}}, \overline{D_{v}}=\frac{D_{v}}{\gamma_{0}}$. Note that the first and second equations in (2.3.2) represent the first equation in the cross-diffusion system for the species $u$ and the third and fourth equations represent the second equation in the cross-diffusion system for the species $v$.

In order to recover (2.3.1) from ( (1.3.16) and 1.3.18), we assume that the jump probabilities can be separated into independent functions of $u$ and of $v$. In this case, we have the following proposition.

Proposition 2.3.1. Suppose that the jump probabilities can be separated in the following way:

$$
\begin{align*}
& p_{1}(u, v)=f_{1}(u) g_{1}(v), \\
& q_{1}(u, v)=h_{1}(u) j_{1}(v),  \tag{2.3.3}\\
& p_{2}(u, v)=f_{2}(u) g_{2}(v), \\
& q_{2}(u, v)=h_{2}(u) j_{2}(v) .
\end{align*}
$$

In that case, we can recover (2.3.1) from (1.3.16) and (1.3.18), and we will notice that the jump probability functions are given by

$$
\begin{array}{ll}
f_{1}(u)=\frac{\bar{D}_{v}}{\lambda_{1}\left(\frac{c_{1}}{\sqrt{u}} e^{\frac{\overline{D_{u} \lambda_{1}(-u+\ln u)}}{2 \bar{D}_{v} \lambda_{2}}}\right)}, & h_{1}(u)=\frac{c_{1}}{\sqrt{u}} e^{\frac{\bar{D}_{u} \lambda_{1}(-u+\ln u)}{2 D_{v} \lambda_{2}}},  \tag{2.3.4}\\
g_{1}(v)=\frac{\lambda_{2}}{c_{1} e^{\frac{-\lambda_{1} v}{2 \lambda_{2}}},} & j_{1}(v)=c_{1} e^{\frac{\lambda_{1} v}{2 \lambda_{2}}}
\end{array}
$$

so that,

$$
\left\{\begin{array}{l}
p_{1}(u, v)=f_{1}(u) g_{1}(v)=\left(\frac{\bar{D}_{v}}{\lambda_{1}\left(\frac{c_{1}}{\sqrt{D_{u}} e_{1}(-u+\ln u)}\right.}\right)\left(\frac{\lambda_{2}}{2 D_{v} \lambda_{2}}\right)
\end{array}\right),
$$

where $c_{1}, \lambda_{1}, \lambda_{2}$ are constants.

Proof. We proceed by substituting (2.3.3) into 2.3.2 which we denote by 1 as the derivative with respect to $u$ or $v$ with taking care of what variable the function depends on. Thus we have

$$
\begin{align*}
& \overline{D_{u}}-\bar{D}_{u} u=f_{1} g_{1} h_{1} j_{1}+u\left(f_{1} g_{1}\left(h_{1} j_{1}\right)^{\prime}-h_{1} j_{1}\left(f_{1} g_{1}\right)^{\prime}\right),  \tag{2.3.5}\\
& -\bar{D}_{v}=\left(f_{1} g_{1}\left(h_{1} j_{1}\right)^{\prime}-h_{1} j_{1}\left(f_{1} g_{1}\right)^{\prime}\right),
\end{align*}
$$

since $g$ and $j$ are function only of $v$, the derivatives of these functions with respect to $u$ are zero. Similarly $f, h$ are function only of $u$, so the derivatives with respect to $v$ are zero. We rewrite (2.3.5) in the following way

$$
\begin{align*}
& \overline{D_{u}}-\overline{D_{u}} u=g_{1} j_{1}\left[f_{1} h_{1}+u\left(f_{1} h_{1}^{\prime}-h_{1} f_{1}^{\prime}\right)\right],  \tag{2.3.6}\\
& -\overline{D_{v}}=u f_{1} h_{1}\left(g_{1} j_{1}^{\prime}-j_{1} g_{1}^{\prime}\right),
\end{align*}
$$

and we solve 2.3.6) to recover only the first equation in 2.3.1. We will now solve (2.3.6) in order to find $g_{1}, j_{1}, f_{1}, h_{1}$ which implies that the following must hold for
arbitrary constants $\lambda_{1}$ and $\lambda_{2}$

$$
\begin{align*}
& g_{1} j_{1}^{\prime}-j_{1} g_{1}^{\prime}=\lambda_{1}  \tag{2.3.7a}\\
& g_{1} j_{1}=\lambda_{2}  \tag{2.3.7b}\\
& f_{1} h_{1}=\frac{-\overline{D_{v}}}{\lambda_{1}}  \tag{2.3.7c}\\
& f_{1} h_{1}+u\left(f_{1} h_{1}^{\prime}-h_{1} f_{1}^{\prime}\right)=\frac{\overline{D_{u}}-\overline{D_{u}} u}{\lambda_{2}} \tag{2.3.7d}
\end{align*}
$$

Now we are going to calculate the functions $g_{1}(v)$ and $j_{1}(v)$. Note that the functions $g_{1}$ and $g_{1}^{\prime}$ can be obtained from the equation 2.3.7b), that is

$$
\begin{equation*}
g_{1}=\frac{\lambda_{2}}{j_{1}}, \quad g_{1}^{\prime}=\frac{-\lambda_{2} j_{1}^{\prime}}{j_{1}^{2}} . \tag{2.3.8}
\end{equation*}
$$

Substituting the values given by (2.3.8) into (2.3.7a), we have

$$
\begin{equation*}
j_{1}^{\prime}=\frac{\lambda_{1}}{2 \lambda_{2}} j_{1} \tag{2.3.9}
\end{equation*}
$$

Equation 2.3.9 is an ordinary differential equation of the first order which solution is given by

$$
\begin{equation*}
j_{1}(v)=c_{1} e^{\frac{\lambda_{1} v}{\lambda_{2}}} \tag{2.3.10}
\end{equation*}
$$

where $c_{1}$ is a constant. Substituting (2.3.10) into the relation found for $g_{1}$ in 2.3.8, we get

$$
\begin{equation*}
g_{1}(v)=\frac{\lambda_{2}}{c_{1} e^{\frac{\lambda_{1} v}{2 \lambda_{2}}}} \tag{2.3.11}
\end{equation*}
$$

where $c_{1}$ is a constant. Now we are going to calculate the functions $f_{1}(u)$ and $h_{1}(u)$. Proceeding as before note that the functions $f_{1}$ and $f_{1}^{\prime}$ can be obtained from the equation (2.3.7c), in this case we have

$$
\begin{equation*}
f_{1}=\frac{-\overline{D_{v}}}{h_{1} \lambda_{1}}, \quad f_{1}^{\prime}=\frac{\overline{D_{v}} h_{1}^{\prime}}{h_{1}^{2} \lambda_{1}} . \tag{2.3.12}
\end{equation*}
$$

Substituting the values given by 2.3 .12 for $f_{1}$ and $f_{1}^{\prime}$ into 2.3 .7 d , we get

$$
\begin{equation*}
\left(\frac{-\bar{D}_{v}}{h_{1} \lambda_{1}}\right) h_{1}+u\left(\left(\frac{-\bar{D}_{v}}{h_{1} \lambda_{1}}\right) h_{1}^{\prime}-h_{1}\left(\frac{\overline{D_{v}} h_{1}^{\prime}}{h_{1}^{2} \lambda_{1}}\right)=\frac{\overline{D_{u}}-\overline{D_{u} u}}{\lambda_{2}},\right. \tag{2.3.13}
\end{equation*}
$$

we have

$$
\begin{equation*}
-\bar{D}_{v}+u\left(\left(\frac{-\bar{D}_{v}}{h_{1}}\right) h_{1}^{\prime}-\left(\frac{\overline{D_{v}} h_{1}^{\prime}}{h_{1}}\right)=\frac{\lambda_{1}\left(\overline{D_{u}}-\overline{\left.D_{u} u\right)}\right.}{\lambda_{2}},\right. \tag{2.3.14}
\end{equation*}
$$

which is

$$
\begin{equation*}
-\bar{D}_{v}-2 u \frac{-\bar{D}_{v}}{h_{1}} h_{1}^{\prime}=\frac{\lambda_{1}\left(\overline{D_{u}}-\overline{D_{u} u}\right)}{\lambda_{2}}, \tag{2.3.15}
\end{equation*}
$$

thus, we get

$$
\begin{equation*}
h_{1}^{\prime}=h_{1}\left(\frac{\lambda_{1} \overline{D_{u}}(1-u)}{2 \overline{D_{v} u \lambda_{2}}}-\frac{1}{2 u}\right) . \tag{2.3.16}
\end{equation*}
$$

Equation (2.3.16) is an ordinary differential equation of first order with solution given by (steps of the solution are in Appendix A.3)

$$
\begin{equation*}
h_{1}(u)=\frac{c_{1}}{\sqrt{u}} e^{\frac{\bar{D}_{u} \lambda_{1}(-u+\ln u)}{2 D_{v} \lambda_{2}}} \tag{2.3.17}
\end{equation*}
$$

Substituting (2.3.17) into the relation founded for $f_{1}$ in 2.3.12), we have

$$
\begin{equation*}
f_{1}(u)=\frac{\bar{D}_{v}}{\lambda_{1}\left(\frac{c_{1}}{\sqrt{u}} e^{\frac{\bar{L}_{u} \lambda_{1}(-u+\ln u)}{2 \bar{D}_{v} \lambda_{2}}}\right)}, \tag{2.3.18}
\end{equation*}
$$

Thus we get that the solutions for the first two equations of 2.3.6 are given by

$$
\begin{align*}
& f_{1}(u)=\frac{\overline{D_{v}}}{\lambda_{1}\left(\frac{c_{1}}{\sqrt{u}} e^{\frac{D_{u} \lambda_{1}(-u+\ln u)}{2 D_{v} \lambda_{2}}}\right)}, \\
& h_{1}(u)=\frac{c_{1}}{\sqrt{u}} e^{\frac{\bar{D}_{u} \lambda_{1}(-u+\ln u)}{2 D_{v} \lambda_{2}}}  \tag{2.3.19}\\
& g_{1}(v)=\frac{\lambda_{2}}{c_{1} e^{\frac{\lambda_{1} v}{2 \lambda_{2}}}} \\
& j_{1}(v)=c_{1} e^{\frac{\lambda_{1} v}{2 \lambda_{2}}}
\end{align*}
$$

where $c_{1}$ is constant. Gathering all above leads us to the following jump probability functions

$$
\left\{\begin{array}{l}
p_{1}(u, v)=f_{1}(u) g_{1}(v)=\left(\frac{\overline{D_{v}}}{\lambda_{1}\left(\frac{c_{1}}{\sqrt{u}} e^{\frac{\bar{D}_{u} \lambda_{1}(-u+\ln u)}{2 D_{v} \lambda_{2}}}\right)\left(\frac{\lambda_{2}}{c_{1} e^{\frac{\lambda_{1} v}{2}}}\right)}\right.  \tag{2.3.20}\\
q_{1}(u, v)=h_{1}(u) j_{1}(v)=\left(\frac{c_{1}}{\left.\sqrt{\bar{u}} e^{\frac{D_{u} \lambda_{1}(-u+\ln u)}{2 D_{v} \lambda_{2}}}\right)\left(c_{1} e^{\frac{\lambda_{1} v}{2 \lambda_{2}}}\right)}\right.
\end{array}\right.
$$

Clearly with this functions, we can recover the first equation in a cross-diffusion system 2.3.1) for species $u$ from the relations given by (1.3.16) and 1.3.18). In a similar way as before we can find the functions $f_{2}, h_{2}, g_{2}, j_{2}$ to recover equation for $v$ in 2.3.1.

### 2.4 Conclusions

In Chapter 1, it was outlined how the spatially discrete master equations

$$
\begin{aligned}
& \frac{d u_{k}}{d t}=\tau_{k-1}^{+} u_{k-1}+\tau_{k+1}^{-} u_{k+1}-\left(\tau_{k}^{+}+\tau_{k}^{-}\right) u_{k} \\
& \frac{d v_{k}}{d t}=\beta_{k-1}^{+} v_{k-1}+\beta_{k+1}^{-} v_{k+1}-\left(\beta_{k}^{+}+\beta_{k}^{-}\right) v_{k}
\end{aligned}
$$

could be used to derive a macro scale cross diffusion model. This chapter investigated whether all cross-diffusion system of two interacting species can be derived from these microscopic master equations. First, we presented Ostrander's result that the microscopic master equation can be recovered from the SKT cross-diffusion model [66]. Next, we compared the solution of SKT with the solution of master equation numerically. Then, we also showed that the microscopic master equation could be recovered from the linear cross-diffusion model. Finally, we showed that the microscopic master equation can be recovered from the new non-linear cross-diffusion model. We found out that recovering a system with complex flux does not imply that the jump probabilities are complex. As we see for the SKT cross-diffusion model, where the flux is complex, but jump probabilities are simple. In addition, recovering a system with simple flux does not mean that the jump probabilities are simple. As we see for the linear cross-diffusion model, where the flux is simple, but jump probabilities are complex. Therefore, we conclude that it is not easy to prove that the microscopic master equation (1.3.10) can be derived from all cross-diffusion systems of two interacting species.

Note that the validity of the form of the jump probabilities given in (2.2.33) and (2.3.20) could be verified by comparing numerical solutions of master equation with those for the related PDE models (2.2.1) and (2.3.1), respectively (as is done for the

SKT model and shown in Figure 2.1. Due to the complex form of the jump probabilities we were unable to formulate a stable numerical code for the master equation that would allow such a comparison. The construction of a stable numerical code would form useful future work.

## Chapter 3

## Effect of Cross-Diffusion on Pattern

## Formation

In this chapter, we focus on pattern formation for cross-diffusion systems. Our goal is that to follow the ideas of Turing about diffusive instability but to consider the impact of cross-diffusion on the stability of a spatially uniform equilibrium. Suppose we have kinetic where the steady state is stable to all self-diffusions. Can cross-diffusion destabilize it?

A Turing instability arises when a steady state, stable in the absence of diffusion, can be driven unstable in the presence of self-diffusion. It is also known that if crossdiffusion terms are added to the system, the stability of the steady state of the reactiondiffusion system with self-diffusion terms can be reversed. In other words, a steady state, which is stable, either in the absence of any diffusion terms or in the presence of self-diffusion alone can be destabilized when cross-diffusion terms are added to the system. This is called a 'cross-diffusion induced instability' [80], and can also induce pattern formation [10, 101]. On the contrary, a stable steady state that becomes unstable in the presence of self-diffusion (Turing instability) can once again become stable
in the presence of cross-diffusion. This is known as 'cross-diffusion induced stability' [79] and prevents pattern formation. 'cross-diffusion induced stability' investigated for example of models, one example we presented in Chapter 1. However, there are still models where this case has not investigated.

The main purpose of this chapter is that we investigate cross-diffusion induced instability in a class of problems, then we consider two examples. One example is the new non-linear cross-diffusion model which we derive in Chapter 4. We focus in pattern formation for this new model. In particular, we investigate the case of where selfdiffusion cannot destabilize the steady state. Thus, we investigate how the non-linear cross-diffusion can affect the steady state. Before investigating the possible pattern for this new model, we investigate an example which is a (simple) linear cross-diffusion with the same kinetic to see how it can affect a stable steady state with self-diffusion.

### 3.1 Stability for a Class of Cross-Diffusion Models

To investigate the possibility of pattern formation for cross-diffusion systems, we set up a two-species cross-diffusion model and carry out stability analysis. We consider a class of cross-diffusion systems where the general non-dimensional form is

$$
\begin{align*}
& u_{t}=\nabla \cdot\left[D_{11}(u, v) \nabla u+D_{12}(u, v) \nabla v\right]+\gamma f(u, v),  \tag{3.1.1}\\
& v_{t}=\nabla \cdot\left[D_{21}(u, v) \nabla u+D_{22}(u, v) \nabla v\right]+\gamma g(u, v),
\end{align*}
$$

where $u$ and $v$ represent densities of two-species, $f(u, v)$ and $g(u, v)$ are general reaction terms, $D_{12}(u, v)$ and $D_{21}(u, v)$ are cross-diffusion terms, $D_{11}(u, v)$ and $D_{22}(u, v)$ are self-diffusion terms.

### 3.1.1 Linear Stability Analysis for Diffusion-Driven Instability

Now, we consider the linear stability analysis for a cross-diffusion system. For any steady state to be driven unstable in the presence of diffusion, certain conditions must be satisfied. To formulate the problem mathematically, we need to specify initial conditions and boundary conditions. We take these to be given initial conditions (which will be small perturbations about the steady state) and zero flux boundary conditions. Therefore the mathematical problem is

$$
\begin{align*}
& u_{t}=\nabla \cdot\left[D_{11}(u, v) \nabla u+D_{12}(u, v) \nabla v\right]+\gamma f(u, v), \\
& v_{t}=\nabla \cdot\left[D_{21}(u, v) \nabla u+D_{22}(u, v) \nabla v\right]+\gamma g(u, v), \\
& (\mathbf{n} . \nabla)\left[\begin{array}{l}
u \\
v
\end{array}\right]=0, \quad \mathbf{r} \text { on } \partial \Omega ; \quad u(\mathbf{r}, 0), v(\mathbf{r}, 0) \text { given, } \tag{3.1.2}
\end{align*}
$$

where $\partial \Omega$ is the closed boundary of the reaction-diffusion domain $\Omega$ and $n$ is the unit outward normal to $\partial \Omega$.

The relevant homogeneous steady state $\left(u_{0}, v_{0}\right)$ of (3.1.2) is the positive solution of

$$
f(u, v)=0, \quad g(u, v)=0 .
$$

Note that in Chapter 1 we derived the conditions for diffusion driven instability. For ease of exposition, we rewrite the conditions here (see Chapter 1 for details of the calculations). Linear stability of steady state $\left(u_{0}, v_{0}\right)$ without any diffusion is guaranteed if $\operatorname{Re} \lambda<0$ where $\lambda$ satisfy $\lambda^{2}-\gamma\left(f_{u}^{o}+g_{v}^{o}\right) \lambda+\gamma^{2}\left(f_{u}^{o} g_{v}^{o}-f_{v}^{o} g_{u}^{o}\right)=0$, that is

$$
\begin{equation*}
f_{u}^{o}+g_{v}^{o}<0, \tag{3.1.3}
\end{equation*}
$$

$$
\begin{equation*}
f_{u}^{o} g_{v}^{o}-f_{v}^{o} g_{u}^{o}>0 . \tag{3.1.4}
\end{equation*}
$$

Instability of steady state $\left(u_{0}, v_{0}\right)$ with self-diffusion is guaranteed if $R e \lambda>0$ where $\lambda$ satisfy $\lambda^{2}+G\left(k^{2}\right) \lambda+H\left(k^{2}\right)=0$,
where

$$
G\left(k^{2}\right)=k^{2} \operatorname{tr}(D)-\gamma \operatorname{tr}(J),
$$

and

$$
H\left(k^{2}\right)=\operatorname{det}(D) k^{4}-\gamma q k^{2}+\gamma^{2} \operatorname{det}(J),
$$

with

$$
q:=\left[d f_{u}^{o}+g_{v}^{o}\right] .
$$

Thus, the necessary conditions for self-diffusion-driven instability are

$$
\begin{align*}
& f_{u}^{o}+g_{v}^{o}<0,  \tag{3.1.5a}\\
& f_{u}^{o} g_{v}^{o}-f_{v}^{o} g_{u}^{o}>0,  \tag{3.1.5b}\\
& \operatorname{det}(D)>0,  \tag{3.1.5c}\\
& q:=\left[d f_{u}^{o}+g_{v}^{o}\right]>0 \quad \Longrightarrow d \neq 1,  \tag{3.1.5d}\\
& (q)^{2}-4 \operatorname{det}(J) \operatorname{det}(D)>0, \tag{3.1.5e}
\end{align*}
$$

where $D=\left(\begin{array}{ll}1 & 0 \\ 0 & d\end{array}\right)$ is the self-diffusion matrix and the positive constant $d=\frac{D_{v}}{D_{u}}$ is the ratio between two self-diffusion coefficients.

Next we consider the following perturbations to the steady state $\left(u_{0}, v_{0}\right)$

$$
\begin{equation*}
u(x, t)=u_{0}+\hat{u}(x, t), \quad v(x, t)=v_{0}+\hat{v}(x, t) \tag{3.1.6}
\end{equation*}
$$

where $|\hat{u}| \ll 1$ and $|\hat{v}| \ll 1$ are small perturbations.

Substitute equation (3.1.6) into 3.1.2) and apply a Taylor expansion about $\left(u_{0}, v_{0}\right)$ to $f(u, v), g(u, v)$ and $D_{i j}(u, v)$ to obtain the linearised problem

$$
\begin{align*}
& \frac{\partial \hat{u}(x, t)}{\partial t}=\nabla \cdot\left[D_{11}^{o} \nabla \hat{u}(x, t)+D_{12}^{o} \nabla \hat{v}(x, t)\right]+\gamma\left(f_{u}^{o} \hat{u}(x, t)+f_{v}^{o} \hat{v}(x, t)\right), \\
& \frac{\partial \hat{v}(x, t)}{\partial t}=\nabla \cdot\left[D_{21}^{o} \nabla \hat{u}(x, t)+D_{22}^{o} \nabla \hat{v}(x, t)\right]+\gamma\left(g_{u}^{o} \hat{u}(x, t)+g_{v}^{o} \hat{v}(x, t)\right),  \tag{3.1.7}\\
& (\mathbf{n} \cdot \nabla)\left[\begin{array}{l}
\hat{u}(x, t) \\
\hat{v}(x, t)
\end{array}\right]=0, \quad \mathbf{r} \text { on } \partial \Omega,
\end{align*}
$$

where $D_{i j}^{o}=D_{i j}\left(u_{0}, v_{0}\right)$. The subscripts $u$ and $v$ denote differentiation with respect to $u$ and $v$ respectively, and ${ }^{o}$ indicates evaluation at the equilibrium $\left(u_{0}, v_{0}\right)$. System 3.1.7) can be written in the form

$$
\mathbf{w}_{t}=\nabla \cdot\left(D_{c} \mathbf{w} \nabla \mathbf{w}\right)+\gamma J \mathbf{w}, \quad \mathbf{w}=\binom{\hat{u}(x, t)}{\hat{v}(x, t)}
$$

where

$$
J=\left(\begin{array}{ll}
f_{u}^{o} & f_{v}^{o}  \tag{3.1.8}\\
g_{u}^{o} & g_{v}^{o}
\end{array}\right), D_{c}^{o}=\left(\begin{array}{ll}
D_{11}^{o} & D_{12}^{o} \\
D_{21}^{o} & D_{22}^{o}
\end{array}\right) .
$$

Following the same method in used in Chapter 1, the dispersion relation is

$$
\begin{equation*}
\lambda^{2}+G_{1}\left(k^{2}\right) \lambda+H_{1}\left(k^{2}\right)=0 \tag{3.1.9}
\end{equation*}
$$

where

$$
G_{1}\left(k^{2}\right)=k^{2} \operatorname{tr}\left(D_{c}^{o}\right)-\gamma \operatorname{tr}(J),
$$

and

$$
\begin{equation*}
H_{1}\left(k^{2}\right)=\operatorname{det}\left(D_{c}^{o}\right) k^{4}-\gamma q_{1} k^{2}+\gamma^{2} \operatorname{det}(J), \tag{3.1.10}
\end{equation*}
$$

with

$$
q:=\left[D_{22}^{o} f_{u}^{o}+D_{11}^{o} g_{v}^{o}-D_{21}^{o} f_{v}^{o}-D_{12}^{o} g_{u}^{o}\right] .
$$

For cross-diffusion driven instability, we require $\operatorname{Re}(\lambda)>0$. It is assumed that $\operatorname{tr}(J)<0$ and $\operatorname{tr}\left(D_{c}^{o}\right)>0$ and so $G_{1}\left(k^{2}\right)>0$. Therefore $\operatorname{Re}(\lambda)>0$ if and only if $H_{1}\left(k^{2}\right)<0$. The minimum of $H\left(k^{2}\right)$ occurs at

$$
k_{c}^{2}:=\frac{q_{1}}{2 \operatorname{det}\left(D_{c}^{o}\right)}, \quad \text { and } \quad H_{1}\left(k_{c}^{2}\right)=\operatorname{det}(J)-\left(q_{1}\right)^{2} /\left[4 \operatorname{det}\left(D_{c}^{o}\right)\right] .
$$

If this minimum is positive, then $\operatorname{Re}(\boldsymbol{\lambda})<0$. Hence the critical case occurs if $H_{1}\left(k_{c}^{2}\right)=$ 0 , i.e.

$$
\operatorname{det}(J)=\frac{q_{1}^{2}}{4 \operatorname{det}\left(D_{c}^{o}\right)}
$$

Now, it is assumed that $\operatorname{det}(J)>0$ hence the only way this equality can hold is if $\operatorname{det}\left(D_{c}^{o}\right)>0$ (third condition).

We also require the critical value of $k_{c}^{2}>0$ ( $k$ real). A necessary condition for this is $q_{1}>0$ (fourth condition).

For diffusively-driven instability to occur, the critical case is when $k_{ \pm}^{2}$ such that $H_{1}\left(k_{ \pm}^{2}\right)=$ 0 , and these can be easily shown to occur when

$$
\begin{equation*}
k_{ \pm}^{2}=\frac{q_{1} \pm \sqrt{\left(q_{1}\right)^{2}-4 \operatorname{det}(J) \operatorname{det}\left(D_{c}^{o}\right)}}{2 \operatorname{det}\left(D_{c}^{o}\right)} . \tag{3.1.11}
\end{equation*}
$$

Thus, requiring $H_{1}\left(k^{2}\right)<0$ entails $\left(q_{1}\right)^{2}-4 \operatorname{det}(J) \operatorname{det}\left(D_{c}^{o}\right)>0$ (fifth condition), thereby yielding the fifth and last condition for cross-diffusion-driven-instability.

In summary, the necessary conditions for cross-diffusion-driven instability for system (3.1.1) are given by

$$
\begin{align*}
& f_{u}^{o}+g_{v}^{o}<0,  \tag{3.1.12a}\\
& f_{u}^{o} g_{v}^{o}-f_{v}^{o} g_{u}^{o}>0,  \tag{3.1.12b}\\
& \operatorname{det}\left(D_{c}^{o}\right)>0,  \tag{3.1.12c}\\
& q_{1}=\left[D_{22}^{o} f_{u}^{o}+D_{11}^{o} g_{v}^{o}-D_{21}^{o} f_{v}^{o}-D_{12}^{o} g_{u}^{o}\right]>0,  \tag{3.1.12d}\\
& \left(q_{1}\right)^{2}-4 \operatorname{det}(J) \operatorname{det}\left(D_{c}^{o}\right)>0 . \tag{3.1.12e}
\end{align*}
$$

To see how cross-diffusion affects diffusion-driven instability conditions, clearly in the present of cross-diffusion the self-diffusion coefficients can be equal where it is a necessary condition (3.1.5d) to be not equal in absence of cross-diffusion (self-diffusiondriven instability conditions).

Next, we will investigate the choice of kinetics term.

### 3.2 Kinetics Term

We focus on the effect of cross-diffusion on pattern formation. particularly, can crossdiffusion destabilize a steady state that is stable to all self-diffusion, so cross-diffusion
can induce pattern. Therefore, we need to specify the kinetic term. There are more than one class of kinetic where self-diffusion cannot destabilize the steady state; however, we focus only in one class where Jacobian matrices of kinetic model is

$$
J:=\left(\begin{array}{ll}
f_{u}^{o} & f_{v}^{o}  \tag{3.2.1}\\
g_{u}^{o} & g_{v}^{o}
\end{array}\right)=\left(\begin{array}{ll}
- & - \\
+ & 0
\end{array}\right) .
$$

The other classes of kinetics might be discussed in future.

### 3.3 Patterns Are Not Generated by Self-Diffusion

Here, we check can the conditions (3.1.5) be hold with kinetic (3.2.1) where $f_{u}^{o}<$ $0, f_{v}^{o}<0, g_{u}^{o}>0$ and $g_{v}^{o}=0$. Thus in this case the conditions become

$$
\begin{aligned}
& f_{u}^{o}<0, \\
& -f_{v}^{o} g_{u}^{o}>0, \\
& \operatorname{det}(D)=d>0, \\
& d f_{u}^{o}<0 .
\end{aligned}
$$

Hence, conditions (3.1.5) are not satisfied. Thus, we conclude that self-diffusion can not destabilize the uniform steady state, and pattern formation could not rise in presence of self-diffusion only.

However, if we look for conditions (3.1.12) in the presence of cross-diffusion system,

$$
\begin{aligned}
& f_{u}^{0}<o \\
& -f_{v}^{o} g_{u}^{o}>0 \\
& \operatorname{det}\left(D_{c}^{o}\right)=\left(D_{11}^{o} D_{22}^{o}-D_{12}^{o} D_{21}^{o}\right)>0, \\
& q_{1}=\left[D_{22}^{o} f_{u}^{o}+D_{11}^{o} g_{v}^{o}-D_{21}^{o} f_{v}^{o}-D_{12}^{o} g_{u}^{o}\right]>0, \\
& \left(q_{1}\right)^{2}-4 \operatorname{det}(J) \operatorname{det}\left(D_{c}^{o}\right)>0 .
\end{aligned}
$$

Clearly, in the presence of cross-diffusion, these conditions can be satisfied. Next, we focus on examples of cross-diffusion systems to investigate the role of cross-diffusion in stability and pattern formation.

### 3.4 A Simple Cross-Diffusion Model

In this section, we investigate the first example of cross-diffusion systems to see how it affects the pattern formation. We consider the non-dimensional cross-diffusion system

$$
\begin{align*}
& u_{t}=\nabla \cdot\left[\nabla u+d_{v} \nabla v\right]+\gamma f(u, v),  \tag{3.4.1}\\
& v_{t}=\nabla \cdot\left[d_{u} \nabla u+d \nabla v\right]+\gamma g(u, v),
\end{align*}
$$

where $d$ is the ratio of the linear diffusion coefficients, $d_{u}$ and $d_{v}$ are cross-diffusion coefficients and the ratio $\gamma$ is a positive constant. $f(u, v)$ and $g(u, v)$ are kinetics term.

The above system is supplemented with initial conditions and Neumann boundary conditions. The Jacobian of flux coefficients evaluated at steady state is

$$
D_{c}^{o}:=\left(\begin{array}{cc}
1 & d_{v} \\
d_{u} & d
\end{array}\right)
$$

### 3.4.1 Instability Conditions for the Simple Cross-Diffusion Model

We check now the conditions (3.1.12) for system (3.4.1), to see can this example of flux induce instability.

$$
\begin{align*}
& f_{u}^{o}+g_{v}^{o}<0,  \tag{3.4.2a}\\
& f_{u}^{o} g_{v}^{o}-f_{v}^{o} g_{u}^{o}>0,  \tag{3.4.2b}\\
& \operatorname{det}\left(D_{c}^{o}\right)=d-d_{u} d_{v}>0,  \tag{3.4.2c}\\
& q_{1}=d f_{u}^{o}-d_{u} f_{v}^{o}-d_{v} g_{u}^{o}>0,  \tag{3.4.2d}\\
& \left(\gamma q_{1}\right)^{2}-4 \gamma^{2} \operatorname{det}(J)\left(d-d_{u} d_{v}\right)>0 . \tag{3.4.2e}
\end{align*}
$$

It follows trivially that conditions 3.4.2c , 3.4.2d) and 3.4.2e can be satisfied by choosing small positive $d$ and $d_{v}$ and large positive $d_{u}$. Note that there are other possibilities for these conditions to be hold, such as negative cross-diffusion. Since all instability conditions can hold, the patterns can form. Next, we investigate system (3.5.1) numerically.

### 3.4.2 Numerical Simulation

For numerical simulation we consider the following model of predator-prey interaction in a homogeneous environment. This is an example of reaction kinetics for which it satisfies our conditions on kinetics 3.2.1). The model of predator-prey with crossdiffusion is

$$
\begin{align*}
& u_{t}=\nabla^{2} u+d_{v} \nabla^{2} v+\gamma u(u-\beta)(1-u)-u v, \\
& v_{t}=d \nabla^{2} v+d_{u} \nabla^{2} u+u v-\delta v, \tag{3.4.3}
\end{align*}
$$

where $u(x, t)$ and $v(x, t)$ are the densities of prey and predator, respectively. $\gamma, \beta$ and $\delta$ are positive constant. The above system is supplemented with initial conditions and Neumann boundary conditions.

The only non-trivial steady state of the reaction term in system (3.4.3) is $\left(u_{0}, v_{0}\right)=$ $(\delta, \gamma(\delta-\beta)(1-\delta))$, it can be shown that this is stable to standard-diffusion (for more details see Appendix $(\mathbb{A})$, and we discuss the outline result here.


Figure 3.1: Plots of (a) $H\left(k^{2}\right)$ and (b) $\operatorname{Re}\left(\lambda\left(k^{2}\right)\right)$ in 3.1.9 with parameter values $\beta=0.1, \delta=0.6, \gamma=1, d_{v}=0, d_{u}=0$ and $d=1$.

Note that the dispersion relation as calculated in 3.1.9) is in the general form, in this section we just substitute the diffusion coefficients partial derivatives from system (3.4.3).

Figure (3.1) shows the dispersion relation for system (3.4.3) with self-diffusion only. We observed no instability for any mode, and $\operatorname{Re}\left(\lambda\left(k^{2}\right)\right)$ remained negative for any value of the diffusion coefficient $d$. So, self-diffusion can not destabilize the uniform steady state where standard-diffusion.


Figure 3.2: Plots of (a) $H\left(k^{2}\right)$ and (b) $\operatorname{Re}\left(\lambda\left(k^{2}\right)\right)$ in 3.1.9) with parameter values $\beta=0.1, \delta=0.6, \gamma=1, d_{v}=0.313, d_{u}=0.313$ and $d=0.1$.

Figure (3.2) shows the dispersion relation for system (3.4.3) with self and cross-diffusion. We observed instability in the first and second modes. Next we show the numerical simulation for cross-diffusion system ( $\sqrt{3.4 .1}$ ). We test the first mode and the second mode, which are indeed shown to be unstable grow, forming patterns (see Figures 3.3, 3.4).


Figure 3.3: Numerical simulations of (a) species $u$ and (b) species $v$ in system (3.4.1). Figure (a) The initial condition $u(x, 0)=0.6+.01 \cos (\pi x)$. Figure (b) The initial condition $v(x, 0)=0.2+.01 \cos (\pi x)$. Times shown are $t=0$ (blue), $t=10$ (orange), $t=20$ (yellow), $t=30$ (purple), $t=40$ (green). Parameter values are shown in Table 3.1 .


Figure 3.4: Numerical simulations of (a) species $u$ and (b) species $v$ in system (3.4.1). Figure (a) The initial condition $u(x, 0)=0.6-.0001 \cos (2 \pi x)$. Figure (b) The initial condition $v(x, 0)=0.2-.0001 \cos (2 \pi x)$. Times shown are $t=0$ (blue), $t=50$ (orange), $t=100$ (yellow), $t=150$ (purple), $t=200$ (green). Parameter values are shown in Table 3.1


Figure 3.5: Numerical simulations of (a,c,e) species $u$ and (b,x,f) species $v$ in system 3.4.1). Figure (a) The initial condition $u(x, 0)=0.6-.0001 \cos (2 \pi x)$. Figure (b) The initial condition $v(x, 0)=0.2-.0001 \cos (2 \pi x)$. Parameter values are shown in Table 3.1

| Parameter | Value |
| :---: | :---: |
| $\beta$ | 0.1 |
| $\delta$ | 0.6 |
| $\gamma$ | 1 |
| $d_{v}$ | 0.313 |
| $d_{u}$ | 0.313 |
| $d$ | 0.1 |

Table 3.1: Table showing the parameter values that used to solve system 3.4.1.

To understand the behaviour of the solution, we increase the time $t$, and numerical simulation confirm that the large scale patterns continue to evolve (see Figure 3.5). We conclude linear cross-diffusion can induce the instability where standard-diffusion can not, and that large scale spatio-temporal patterns form. Our numerics suggest that under the effect of cross-diffusion, these patterns continue to evolve.

### 3.5 Pattern Formation Induced by Non-linear CrossDiffusion

In previous section, it was shown that a linear cross-diffusion can destabilize the uniform steady state where standard-diffusion can not. Here, we investigate another example of flux. We consider the non-linear cross-diffusion with same predator-prey kinetics as used above. The details of derivation of system (3.5.1) will be in Chapter 4. The full cross-diffusion system is

$$
\begin{align*}
& u_{t}=\nabla \cdot\left(D_{u}(1-u) \nabla u-D_{v} u \nabla v\right)+\gamma u(u-\beta)(1-u)-u v,  \tag{3.5.1}\\
& v_{t}=\nabla \cdot\left(D_{v}(1-v) \nabla v-D_{u} v \nabla u\right)+u v-\delta v,
\end{align*}
$$

where $D_{u}$ and $D_{v}$ are non-negative constants. The above system is supplemented with initial conditions and Neumann boundary conditions. The Jacobian of flux coefficients evaluated at steady state is

$$
D_{c}^{o}:=\left(\begin{array}{cc}
D_{u}\left(1-u_{0}\right) & -D_{v} u_{0} \\
-D_{u} v_{0} & D_{v}\left(1-v_{0}\right)
\end{array}\right) .
$$

### 3.5.1 Instability Conditions for Non-Linear Cross-Diffusion Model

Here, we investigate the conditions (3.1.12) for system (3.5.1), to see whether this example of flux can derive instability.

$$
\begin{align*}
& f_{u}^{o}+g_{v}^{o}<o  \tag{3.5.2a}\\
& f_{u}^{o} g_{v}^{o}-f_{v}^{o} g_{u}^{o}>0  \tag{3.5.2b}\\
& \operatorname{det}\left(D_{c}^{o}\right)=D_{u} D_{v}\left(1-v_{0}-u_{0}\right)>0,  \tag{3.5.2c}\\
& q_{1}=-\left(D_{u}\left(1-u_{0}\right) g_{v}^{o}+D_{v}\left(1-v_{0}\right) f_{u}^{o}+D_{v} u_{0} g_{u}^{o}+D_{u} v_{0} f_{v}^{o}\right)<0,  \tag{3.5.2d}\\
& q_{1}^{2}>4 \operatorname{det}(J) D_{u} D_{v}\left(1-v_{0}-u_{0}\right) . \tag{3.5.2e}
\end{align*}
$$

It follows trivially that condition (3.5.2d) can be satisfied by choosing $D_{v}$ large and $D_{u}$
small, since $f_{u}^{o}>, f_{v}^{o}<0, g_{u}^{o}>0$ and $g_{v}^{o}=0$. The conditions (3.5.2e) become

$$
\begin{aligned}
q^{*^{2}}= & \left(D_{u} v_{0} f_{v}^{o}\right)^{2}+\left(D_{v}\left[\left(1-v_{0}\right) f_{u}^{o}+u_{0} g_{u}^{o}\right]\right)^{2}+2\left(D_{u} v_{0} f_{v}^{o}\right)\left(D_{v}\left[\left(1-v_{0}\right) f_{u}^{o}+u_{0} g_{u}^{o}\right]\right) \\
& >4 D_{u} D_{v}\left(1-v_{0}-u_{0}\right)\left(-f_{v}^{o} g_{u}^{o}\right) .
\end{aligned}
$$

This can be satisfied by choosing either $D_{u}$ or $D_{v}$ sufficiently small whilst the other is set to be $O(1)$.

We therefore conclude that the non-linear cross-diffusion can induce instability where standard-diffusion can not.

### 3.5.2 Numerical Simulation

A plot of the dispersion relation of system (3.5.1) is shown in Figure 3.6. We can observe that there is instability in the first, second and third modes.


Figure 3.6: Plots of (a) $H\left(k^{2}\right)$ and (b) $\operatorname{Re}\left(\lambda\left(k^{2}\right)\right)$ calculated from (3.1.9). Reaction parameter values $\gamma=0.2, \delta=0.6, \beta=0.4, D_{u}=0.0007$, and $D_{v}=6$

Note that the dispersion relation as calculated in (3.1.9) is in the general form. In this section we just substitute the diffusion coefficients partial derivatives from the system (3.5.1).

We test the 1st, 2nd and 3rd modes to confirm our result summarised in Figure 3.6 Numerical test confirms that the 1st (a) 2nd (b) and 3rd (c) modes are unstable (see Figure 3.7). In addition, the standing front pattern in Figure 3.7(a,b,c) was formed by small perturbation for species $u$. We observe that $v \approx 0$ ( d ) when we test the 1 st mode, and similar behaviour is observed for the other modes.


Figure 3.7: Solution of species $u$ as computed by solving (3.5.1), (a) 1st mode: pattern occur, times shown are $t=0$ (blue), $t=38$ (orange), $t=76$ (yellow), $t=114$ (purple), $t=152$ (green). (b) 2nd modes: pattern occur, times shown are $t=0$ (blue), $t=47$ (orange), $t=94$ (yellow), $t=141$ (purple), $t=188$ (green). (c) 3rd modes: pattern occur, times shown are $t=0$ (blue), $t=65$ (orange), $t=130$ (yellow), $t=195$ (purple), $t=260$ (green). Initial condition I.C $=0.6+01 \cos (n \pi x), n=1,2,3$.. (d) Solution of species $v$ as computed by solving (3.5.1) with same paramter value we use for $u$ and the initial condition I.C $=0.04+.001 \cos (\pi x)$. times shown are $t=0$ (blue), $t=175$ (orange), $t=350$ (yellow), $t=525$ (purple), $t=700$ (green). Parameter values are shown in Table 3.2.

| Parameter | Value |
| :---: | :---: |
| $\beta$ | 0.4 |
| $\delta$ | 0.6 |
| $\gamma$ | 0.2 |
| $D_{u}$ | 0.0007 |
| $D_{v}$ | 6 |

Table 3.2: Table showing the parameter values that used to solve system 3.5.1.

We conclude that non-linear cross-diffusion can induce pattern formation where standarddiffusion can not. In addition, numerical simulation confirm that the staple pattern can not generated by the linear cross-diffusion.

### 3.6 Conclusions

In this chapter, we focused on pattern formation and how it could be affected by crossdiffusion. We found out that cross-diffusion induces patterns where standard-diffusion can not. We have considered the stability analysis for a class of cross-diffusion systems. We focus on one type of kinetics where $f_{u}^{o}>, f_{v}^{o}<0, g_{u}^{o}>0$ and $g_{v}^{o}=0$, with two examples of flux. We derived conditions for linear instability induced by crossdiffusion. Using predator-prey kinetics, we observed that a stable pattern occurs for the non-linear model while for a linear model, the large scale pattern continues to evolve. We conclude that cross-diffusion can induce instability where standard-diffusion can not. In the next chapter, we will discuss the derivation of the non-linear cross-diffusion model.

## Chapter 4

## Travelling Fronts in a Non-Linear <br> Cross-Diffusion Model for Tightly

## Packed Populations

In this chapter, we are interested in a non-linear cross-diffusion system used to model tightly packed populations [72]. We first derive the model from a mass-conservation perspective. We investigated the pattern formation process for this model in the previous chapter, and we observed that the stationary front pattern formed. Here, we investigate moving front solutions of this model.

### 4.1 Model Derivation

Suppose that a biomass can be segregated into three components. Denote the volume fraction of these components by $v=v(x, t), u=u(x, t)$ and $s=s(x, t)$, respectively,
$x \in \Omega \subset \mathbb{R}^{3}$. We assume that the fractions are subject to the following constraint:

$$
\begin{equation*}
v(x, t)+u(x, t)+s(x, t)=1 \quad \forall x \in \Omega, t \geq 0 . \tag{4.1.1}
\end{equation*}
$$

The model we derive below is generic, but for ease of exposition and conception, we have in mind a simple model of a bacterial biofilm - a densely packed community of cells encased in a self-produced extracellular matrix [17, 63]. This volume fraction approach is indeed a common method for dealing with such problems and represents the realistic situation where the depth of the biofilm (in the direction orthogonal to the plane of growth) is nutrient limited and hence the fractions defined above are simply scaled population densities [110]. The components $u$ and $v$ can be considered to represent separate cell populations with $s$ representing the extra cellular polymeric matrix. In the absence of any other processes, conservation of mass demands that the following relationship holds:

$$
\begin{equation*}
u_{t}=-\nabla . J_{u} ; \quad v_{t}=-\nabla . J_{v} ; \quad s_{t}=-\nabla . J_{s} \quad \text { for } \quad(x, t) \in \Omega \times \mathbb{R}^{+}, \tag{4.1.2}
\end{equation*}
$$

and we consider this system to be augmented with zero flux boundary conditions:

$$
\begin{equation*}
J_{u} \cdot n=J_{v} \cdot n=J_{s} \cdot n=0, \quad \text { for } \quad x \in \partial \Omega, \tag{4.1.3}
\end{equation*}
$$

where $n$ is the outward pointing normal on $\partial \Omega$. Clearly any one of the variables could be computed directly from the other two by invoking (4.1.1), but for clarity, we write the system out in full in the first instance. Moreover, adding the equations in 4.1.2) results in

$$
(u+v+s)_{t}=0=-\nabla .\left(J_{u}+J_{v}+J_{s}\right) .
$$

Let us consider the $u$-subpopulation. Similar arguments hold for the other variables. The conservation equation (4.1.1) combined with the boundary conditions (4.1.3) ensures that a unit of volume in the $u$-subpopulation e.g. a $u$-cell can move from one spatial location to another only if its place is taken by an equivalent volume. Note that this replacement could be from the $u-, v-$ or $s$-populations with only the latter two representing a change in the distribution of the volume fraction (swapping $u$ for $u$ has no net effect on the volume fraction). As a first step suppose that the self-flux $J_{u}^{s}$ is proportional to $\nabla u$, i.e. in isolation, the $u$-population exhibits "Fickian-like" behaviour. However, the populations are constrained by 4.1.1 and hence, as outlined above the probability of a change in the $u$-fraction at a given spatial location is in fact proportional to $1-u$ (i.e. "not $u$ "). Hence, unlike the standard case where the coefficient of proportionality is a positive constant (leading to Fickian diffusion), we set the coefficient of proportionality to be $D_{u}(u):=D_{u}(1-u)$, for some positive constant $D_{u}$ and thus

$$
J_{u}^{s}=-D_{u}(1-u) \nabla u=-D_{u}(v+s) \nabla u .
$$

In the absence of other processes, 4.1.1), (4.1.3) demand that this flux of $u$ must be balanced by a flux of $v$ and $s$. Hence, the terms $D_{u} v \nabla u$ and $D_{u} s \nabla u$ must appear in the flux functions for $v$ and $s$, respectively. Applying similar arguments to $v$, it follows that the self-flux $J_{v}^{s}=-D_{v}(1-v) \nabla v$ and this component induces the balancing terms $D_{v} u \nabla v$ and $D_{v} s \nabla v$ in $J_{u}$ and $J_{s}$, respectively. Finally, the self-flux $J_{s}^{s}$ contains the term $-D_{s}(1-s) \nabla s$ and this component induces the balancing terms $D_{s} u \nabla s$ and $D_{s} v \nabla s$ in $J_{u}$ and $J_{v}$, respectively. Hence, the flux terms in system (4.1.2) are

$$
\begin{gather*}
J_{u}=-D_{u}(1-u) \nabla u+D_{v} u \nabla v+D_{s} u \nabla s, \\
J_{v}=-D_{v}(1-v) \nabla v+D_{u} v \nabla u+D_{s} v \nabla s,  \tag{4.1.4}\\
J_{s}=-D_{s}(1-s) \nabla s+D_{u} s \nabla u+D_{v} s \nabla v .
\end{gather*}
$$

It is easy to confirm that $J_{u}+J_{v}+J_{s}=0$. Note also that in the special case $D_{u}=D_{v}=$ $D_{s}=D$, then the fluxes collapse to

$$
J_{u}=-D \nabla u ; \quad J_{v}=-D \nabla v ; \quad J_{s}=-D \nabla s
$$

Therefore, the fluxes decouple and standard Fickian diffusion is recovered. We consider this not to be the case as discussed below.

Now that the form of the flux terms has been established, we invoke (4.1.1) to eliminate one of the variables and without loss of generality set $s=1-(u+v)$ with $D_{s} \leq \min \left\{D_{u}, D_{v}\right\}$. Thus, (4.1.4) becomes

$$
\begin{gathered}
J_{u}=-\left(D_{u}-\left(D_{u}-D_{s}\right) u\right) \nabla u+D_{v} u \nabla v, \\
J_{v}=-\left(D_{v}-\left(D_{v}-D_{s}\right) v\right) \nabla v+D_{u} v \nabla u
\end{gathered}
$$

From (4.1.1) and the choice of $D_{s}$ it follows that the coefficients of the self- and crossgradient terms are negative and positive, respectively. In what follows, for ease of calculation, it is therefore assumed that $D_{s}=0$. This choice does not affect the qualitative output of the system. Moreover, If we consider $s$ to represent the sticky extracellular matrix, it may be reasonable to assume this generic self-diffusion rate to be much lower than that of the cell-components.

In summary, we arrive at the flux-driven system

$$
\begin{align*}
& u_{t}=\nabla \cdot\left(D_{u}(1-u) \nabla u+D_{v} u \nabla v\right),  \tag{4.1.5}\\
& v_{t}=\nabla \cdot\left(D_{v}(1-v) \nabla v+D_{u} v \nabla u\right),
\end{align*}
$$

for $(x, t) \in \Omega \times \mathbb{R}^{+}$with boundary conditions

$$
\begin{align*}
& \left(-D_{u}(1-u) \nabla u+D_{v} u \nabla v\right) \cdot n=0,  \tag{4.1.6}\\
& \left(-D_{v}(1-v) \nabla v+D_{u} v \nabla u\right) \cdot n=0,
\end{align*}
$$

for $x \in \partial \Omega$.

With the flux terms established, reactions terms $f(u, v)$ and $g(u, v)$ can be added to the right hand side of $u$ - and $v$ - equations in (4.1.5). Note that in general (4.1.1) does not demand that $f+g=0$. Rather, defining $h=-(f+g)$ and adding $h$ to the right hand side of the $s$-equation in (4.1.2 yields the appropriate conservation equation. [The case $s \equiv 0$ would demand $h \equiv 0$ and then $f=-g$. In this case, the system would collapse even further to scalar in $u$, with $v=1-u$.]

We note that the derivation given above clearly describes the application we have in mind and allows for the possibility of explicitly including the effects of the third variable. Moreover, despite the fact that we reduce the problem to two equations and consider the case $D_{s}=0$, this case could not have been derived via the route of considering only the $u$ and $v$ populations for which the conditions $u+v \leq 1$ and $u+v \not \equiv 1$ hold. Here, the remaining volume fraction is implicitly defined as $1-(u+v) \not \equiv 0$. As such, it is not possible to partition the relevant component of the fluxes to the "not X " population where $X=u$ or $v$ as we have done using the explicit three variable model.

Finally, we recall that the mass conservation arguments given above are supported by the random walk formulation given in Chapter 2. There, it was shown that jump probabilities could be selected that connect the partial differential equation (4.1.5) with the relevant master equation.

### 4.2 Moving Fronts

We observed in the previous chapter that with the chosen parameters, the standing front pattern was formed. However if we start with different parameters we have moving front solution. We do numerical simulation for system (3.5.1) with different parameters. As we observed in previous chapter that population $u$ tended to standing front and $v$ tended to small constant. Here, we investigate the same system numerically with a step function as initial condition for species $u$, and constant initial condition for species $v$.


Figure 4.1: (a) Solution of species $u$ as computed by solving (3.5.1). Times shown are $t=0$ (blue), $t=100$ (orange), $t=200$ (yellow), $t=300$ (purple), $t=400$ (green). (b) Solution of species $v$ as computed by solving (3.5.1). Times shown are $t=0$ (blue), $t=4$ (orange), $t=8$ (yellow), $t=12$ (purple), $t=16$ (green). Parameter values are shown in Table 4.1

| Parameter | Value |
| :---: | :---: |
| $\beta$ | 0.2 |
| $\delta$ | 0.6 |
| $\gamma$ | 0.2 |
| $D_{u}$ | 0.0007 |
| $D_{v}$ | 6 |

Table 4.1: Table showing the parameter values that used to solve system 3.5.1.

Clearly, the model can exhibit a moving front solution for $u$ with certain parameter choices, and $v \approx 0$ (see Figure 4.1). Therefore, in next section, to understand the front formation, we consider the related problem where $v \equiv 0$.

### 4.3 A Simplified Model

The moving front solution appears for species $u$ while species $v$ is essentially uniform in space and tends to a constant. We observe in Figure 4.1 (b) that $v \approx 0$, thus for ease of analysis and numeric investigation in the following, we take $v \equiv 0$. Thus, the system is reduced to scalar equation as expressed in equation (4.3.1).

$$
\begin{equation*}
u_{t}=\nabla .\left(D_{u}(1-u) \nabla u\right)+\gamma u(1-u)(u-\beta) . \tag{4.3.1}
\end{equation*}
$$

We seek a travelling wave solution of above equation, so we try to understand how the travelling wave solution occur. Two highlighting features of equation (4.3.1) are non-linear diffusion and bistability of the kinetics term. In addition, the kinetic term of equation (4.3.1) is the same as in Nagumo's equation, thus we also focus on the effect of non linear diffusion term and what difference the non-linear diffusion term makes
to the travelling wave solution.

### 4.4 Travelling Wave Analysis of the Scalar Equation

We consider the reaction-diffusion equation (4.3.1). The stability of steady states of the associated ODE is the same as that in Nagumo's equations (see Appendix A.1.2).

Rewriting equation (4.3.1)

$$
\begin{equation*}
u_{t}=-D_{u}\left(\frac{\partial u}{\partial x}\right)^{2}+D_{u}(1-u) \frac{\partial^{2} u}{\partial x^{2}}+f(u) \tag{4.4.1}
\end{equation*}
$$

Considering the travelling wave ansatz $u(x, t)=W(z)=W(x-c t)$, it follows that the $W(z)$ is required to satisfy

$$
\begin{equation*}
-c \frac{d W}{d z}=-D_{u}\left(\frac{d W}{d z}\right)^{2}+D_{u}(1-W) \frac{d^{2} W}{d z^{2}}+f(W) \tag{4.4.2}
\end{equation*}
$$

We restrict our attention for the case where $c>0$. The case where $c<0$ will be investigated in the future work. Equation (4.4.2) can be re-written as a first order system of ODEs as follows

$$
\begin{align*}
& \frac{d W}{d z}=P  \tag{4.4.3}\\
& D_{u}(1-W) \frac{d P}{d z}=D_{u} P^{2}-c P-f
\end{align*}
$$

When $W=1$, clearly the left hand side of the second equation is zero. This degeneracy
can be removed by introducing the parameter $\tau$ such that

$$
\begin{equation*}
\frac{d \tau}{d z}=\frac{1}{D_{u}(1-W(z))} \Rightarrow \tau(z)=\int_{0}^{z} \frac{d s}{D_{u}(1-W(s))} \tag{4.4.4}
\end{equation*}
$$

Except at $W=1$ where $\frac{d \tau}{d z}$ is not defined, $\frac{d \tau}{d z}>0$ [2, 77].
Thus $\tau$ has an inverse $\tau^{-1}$, which in principle can be obtained from 4.4.4. Thus we have

$$
\begin{equation*}
W(z)=W(\tau(z)) \text { and } P(z)=P(\tau(z)), \tag{4.4.5}
\end{equation*}
$$

and we obtain

$$
\begin{equation*}
\frac{d W}{d z}=\frac{d W}{d \tau}(\tau) \frac{1}{D_{u}(1-W(z))} \quad \text { and } \quad \frac{d P}{d z}=\frac{d P}{d \tau}(\tau) \frac{1}{D_{u}(1-W(z))} \tag{4.4.6}
\end{equation*}
$$

Clearly, for $0<W(z)<1, \operatorname{sign}\left(\frac{d W}{d z}\right)=\operatorname{sign}\left(\frac{d W}{d \tau}\right)$ and therefore $W(z)$ is monotone decreasing $\Leftrightarrow W(\tau)$ is monotone decreasing.

Substituting (4.4.6) into (4.4.3) we have a system without the singularity as follows

$$
\begin{align*}
& \dot{W}=D_{u}(1-W) P,  \tag{4.4.7}\\
& \dot{P}=D_{u} P^{2}-c P-f,
\end{align*}
$$

where "." denotes derivative with respect to $\tau$.

Note that systems 4.4.3) and 4.4.7 are topologically equivalent in the slab $\{(W, P) \mid$
$0<W<1,-\infty<P<\infty\}$. This is because (4.4.5) defines a re-parametrization of the trajectories which, according to (4.4.6), preserves their orientation.

The steady states of 4.4.7) are $\left(W_{1}, P_{1}\right)=(0,0),\left(W_{2}, P_{2}\right)=(1,0),\left(W_{3}, P_{3}\right)=(\beta, 0)$ and $\left(W_{4}, P_{4}\right)=\left(1, \frac{c}{D_{u}}\right)$.

The Jacobian matrix for system (4.4.7) is given by

$$
J(W, P):=\left(\begin{array}{cc}
-D_{u} P & D_{u}(1-W) \\
-f^{\prime}(w) & 2 D_{u} P-c .
\end{array}\right) .
$$

At steady states $\left(W_{j}, P_{j}\right)$, the eigenvalues of $J\left(W_{j}, P_{j}\right)$ are solution of the characteristic polynomial

$$
\begin{align*}
& \operatorname{det}\left(J\left(W_{j}, P_{j}\right)-\lambda I\right)=\left(\begin{array}{cc}
-D_{u} P_{j}-\lambda & D_{u}\left(1-W_{j}\right) \\
-f^{\prime}\left(W_{j}\right) & 2 D_{u} P_{j}-c-\lambda .
\end{array}\right)=0 \\
& \quad \Rightarrow \lambda^{2}+\lambda\left[c+D_{u} P_{j}-2 D_{u} P_{j}\right]+c D_{u} P_{j}-2 D_{u}^{2} P_{j}+D_{u} f^{\prime}\left(W_{j}\right)-D_{u} W_{j} f^{\prime}\left(W_{j}\right)=0 . \tag{4.4.8}
\end{align*}
$$

Therefore:

$$
\begin{equation*}
\lambda_{j}^{ \pm}=\frac{-\left[c-D_{u} P\right] \pm \sqrt{\left[c-D_{u} P\right]^{2}-4 D_{u}\left[c P-D_{u} P+f^{\prime}\left(W_{j}\right)-W f^{\prime}\left(W_{j}\right)\right]}}{2} . \tag{4.4.9}
\end{equation*}
$$

We can obtain the eigenvectors associated with the eigenvalues by solving

$$
\begin{equation*}
(J-\lambda I) W=0 \tag{4.4.10}
\end{equation*}
$$

At the steady state $\left(W_{1}, P_{1}\right)=(0,0)$,

$$
\begin{equation*}
\lambda_{1}^{ \pm}=\frac{-c \pm \sqrt{c^{2}-4 D_{u} f^{\prime}(0)}}{2} \tag{4.4.11}
\end{equation*}
$$

Since $f^{\prime}(0)<0$, we obtain $\lambda_{1}^{-}<0<\lambda_{1}^{+}$and it is a saddle point. Using 4.4.10, , the equations representing the eigenvectors are

$$
\begin{equation*}
\Psi_{1}^{ \pm}=\binom{1}{\frac{\lambda_{1}^{ \pm}}{D_{u}}} \tag{4.4.12}
\end{equation*}
$$

At the steady state $\left(W_{2}, P_{2}\right)=(1,0)$,
$\lambda_{2}^{+}=0, \lambda_{2}^{-}=-c$, so it is non-hyperbolic point for which stability can not be determined using linearisation. However, we look close to $\left(W_{2}, P_{2}\right)=(1,0)$ with $W^{*} \lesssim 1$ and $P^{*} \lesssim 0$, we see from system (4.4.7)

$$
\begin{align*}
& \dot{W}=D_{u}(1-W) P<0,  \tag{4.4.13}\\
& \dot{P}=D_{u} P^{2}-c P-f<0 \quad \text { if } \quad D_{u} P^{2}-c P<f(W) .
\end{align*}
$$

Therefore, the trajectory starting at $\left(W^{*}, P^{*}\right)$ moves away from $\left(W_{2}, P_{2}\right)$ and hence $\left(W_{2}, P_{2}\right)=(1,0)$ is unstable.

Using (4.4.10), the equations representing the eigenvectors are

$$
\begin{equation*}
\text { for } \lambda_{2}^{+}=0, \Psi_{2}^{+}=\binom{\frac{c}{\gamma(1-\beta)}}{1}, \quad \text { for } \lambda_{2}^{-}=-c, \Psi_{2}^{-}=\binom{0}{1} . \tag{4.4.14}
\end{equation*}
$$

At the steady state $\left(W_{3}, P_{3}\right)=(\beta, 0)$,

$$
\begin{equation*}
\lambda_{3}^{ \pm}=\frac{-c \pm \sqrt{c^{2}-4 D_{u} f^{\prime}(\beta)-f^{\prime}(\beta)}}{2} . \tag{4.4.15}
\end{equation*}
$$

Recall $f^{\prime}(\beta)>0$. Hence,
$(\beta, 0)- \begin{cases}\text { focus } & \text { if } c^{2}<4 D_{u} f^{\prime}(\beta)-f^{\prime}(\beta) \text { and is stable if } c>0, \text { unstable if } c<0, \\ \text { node } & \text { if } c^{2} \geq 4 D_{u} f^{\prime}(\beta)-f^{\prime}(\beta) \text { and is stable if } c>0, \text { unstable if } c<0, \\ \text { centre } & \text { if } c=0 .\end{cases}$
Using (4.4.10), the equations representing the eigenvectors are

$$
\begin{equation*}
\Psi_{3}^{ \pm}=\binom{1}{\frac{\lambda_{3}^{ \pm}}{D_{u}(1-\beta)}} \tag{4.4.16}
\end{equation*}
$$

At the steady state $\left(W_{4}, P_{4}\right)=\left(1, \frac{c}{D_{u}}\right)$,
$\lambda_{4}^{+}=c, \lambda_{4}^{-}=-c$, so it is a saddle point. Using 4.4.10, the equations representing the eigenvectors are

$$
\begin{equation*}
\text { for } \lambda_{4}^{+}=c, \Psi_{4}^{+}=\binom{0}{1}, \quad \text { for } \lambda_{4}^{-}=-c, \Psi_{4}^{-}=\binom{\frac{2 c}{f^{\prime}(w)}}{1} . \tag{4.4.17}
\end{equation*}
$$

To see what effect the non-linear term makes on Nagumo's equation, we compare the eigenvalues $\lambda_{j}^{ \pm}$in 4.9 .9 with the eigenvalues for Nagumo's equation, which are (see e.g. [99])

$$
\begin{equation*}
\sigma_{j}^{ \pm}=\frac{-c \pm \sqrt{c^{2}-4 f^{\prime}\left(W_{j}\right)}}{2} \tag{4.4.18}
\end{equation*}
$$

So, for the steady states $(0,0),(\beta, 0)$ and $(1,0)$ equation (4.4.9) become:

$$
\begin{equation*}
\lambda_{j}^{ \pm}=\frac{-c \pm \sqrt{c^{2}-4 D_{u}\left[f^{\prime}\left(W_{j}\right)-W f^{\prime}\left(W_{j}\right)\right]}}{2} \tag{4.4.19}
\end{equation*}
$$

$D_{u} W f^{\prime}\left(W_{j}\right)$ under square root in 4.4.19 is difference between 4.4.19 and 4.4.18 and that is because of non-linear diffusion term in our equation; however, since $0<$ $W<1$ the stability of the steady state should be same in our equation and Nagumo's equation. In summary, the non-linear diffusion term does not affect the stability of steady state and it is similar to Nagumo's equation.

### 4.5 Sign of the Wave Speed

Let us return to the original formulation (4.4.2), taking the product of equation (4.4.2) and $\frac{d W}{d z}$, and integral over $(-\infty,+\infty)$ :

$$
\begin{equation*}
\int_{-\infty}^{+\infty} D_{u}(1-W) \frac{d^{2} W}{d z^{2}} \frac{d W}{d z} d z+c \int_{-\infty}^{+\infty}\left|\frac{d W}{d z}\right|^{2} d z-D_{u} \int_{-\infty}^{+\infty}\left|\frac{d W}{d z}\right|^{3} d z+\int_{-\infty}^{+\infty} f(W) \frac{d W}{d z} d z=0 . \tag{4.5.1}
\end{equation*}
$$

Using integration by parts to calculate first integral in 4.5.1)

$$
\begin{align*}
\int_{-\infty}^{+\infty} D_{u}(1-W) \frac{d^{2} W}{d z^{2}} \frac{d W}{d z} d z= & D_{u}\left[\frac{d W}{d z}(1-W) \frac{d W}{d z}\right]_{-\infty}^{+\infty} \\
& =D_{u} \int_{-\infty}^{+\infty} \frac{d W}{d z}\left(-\frac{d W}{d z} \frac{d W}{d z}+(1-W) \frac{d^{2} W}{d z^{2}}\right) d z \\
& =D_{u} \int_{-\infty}^{+\infty}\left|\frac{d W}{d z}\right|^{3}-(1-W) \frac{d^{2} W}{d z^{2}} \frac{d W}{d z} d z \tag{4.5.2}
\end{align*}
$$

Substituting (4.5.2) into (4.5.1), we obtain

$$
\begin{equation*}
-\int_{-\infty}^{+\infty} D_{u}(1-W) \frac{d^{2} W}{d z^{2}} d W+c \int_{-\infty}^{+\infty}\left|\frac{d W}{d z}\right|^{2} d z+\int_{W(-\infty)}^{W(+\infty)} f(W) d W=0 . \tag{4.5.3}
\end{equation*}
$$

We can rewrite

$$
\begin{equation*}
\int_{-\infty}^{+\infty} D_{u}(1-W) \frac{d^{2} W}{d z^{2}} d W=\int_{1}^{0} D_{u}(1-W) \frac{d^{2} W}{d z^{2}} d W=-\int_{0}^{1} D_{u}(1-W) \frac{d^{2} W}{d z^{2}} d W \tag{4.5.4}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
c=\frac{\overbrace{-\int_{0}^{1} D_{u}(1-W) \frac{d^{2} W}{d z^{2}} d W}^{I_{1}}+\overbrace{\int_{0}^{1} f(W) d W}^{I_{2}}}{\underbrace{\int_{-\infty}^{+\infty}\left|\frac{d W}{d z}\right|^{2} d z}_{I_{3}}} \tag{4.5.5}
\end{equation*}
$$

The sign of $c$ depends on the integrals $I_{1}$ and $I_{2}$ since $I_{3}>0$, so it can be positive (right wave), negative (left wave) and zero (standing wave). With the chosen parameter values the sign of $I_{1}$ is negative (we shall show this case in our numerical investigation ), then if $I_{2}$ is zero or negative the sign of $c$ is negative thus we have left wave, but if $I_{2}$ is positive and $I_{2}>-I_{1}$ we get right wave. If $I_{2}=-I_{1}$ we have standing wave.

Comparing expression of $c$ in equation (4.5.5) for non-linear diffusion bistable equation with expression of $c$ in equation A.1.4 for Nagumo's equation, it can be seen that $I_{1}$ does not appear for Nagumo's equation case, which come from non-linear diffusion term in 4.5.5). Thus, $I_{1}$ can affect the sign of $c$. For example with the chosen parameter values taking $\beta=0.4$ result $I_{2}>0$ which gives right wave for Nagumo's
equation but in non-linear case gives standing wave since $I_{1}=-I_{2}$. Furthermore, taking $\beta=0.2$ result $I_{2}>0$ which gives right wave for Nagumo's equation and in the non-linear case gives right wave as well since $I_{1}<I_{2}$. In addition, in the case where $\beta=0.2$ which result right travelling wave for both non-linear and stranded diffusion, the right travelling speed slowed down because of $I_{1}$.

As $D_{u}$ changes, the value of $I_{1}$ does not affect or it just have a little effect since the $D_{u}$ scales $z$ and we integrate $-\infty<z<\infty$; however, as $D_{u}$ increase, $I_{3}$ decrease which result $c \rightarrow+\infty$ for right wave (see Tables 4.2, 4.3). In summary, the diffusion coefficient $D_{u}$ can increase or decrease the wave speed, but it can not change the sign of speed wave.

| $\beta=0.4$ Standing wave |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Case | $D_{u}$ | $I_{1}$ | $I_{2}$ | $I_{3}$ | $c$ |
| 1 | 1 | -0.016 | 0.016 | 0.16 | 0 |
| 2 | 10 | -0.016 | 0.016 | 0.53 | 0 |
| 3 | 20 | -0.016 | 0.016 | 0.37 | 0 |
| 4 | 200 | -0.016 | 0.016 | 0.01 | 0 |

Table 4.2: Table showing the value $I_{1}, I_{2}$ and $I_{3}$ with varying $D_{u}$ to see the effect on $c$ that calculated in equation (4.5.5) with $\beta=0.4$.

| $\beta=0.2$ Right wave |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Case | $D_{u}$ | $I_{1}$ | $I_{2}$ | $I_{3}$ | $c$ |
| 1 | 1 | -0.012 | 0.05 | 0.14 | 0.025 |
| 2 | 10 | -0.012 | 0.05 | 0.04 | 0.81 |
| 3 | 20 | -0.012 | 0.05 | 0.32 | 1.14 |
| 4 | 100 | -0.012 | 0.05 | 0.041 | 2.69 |

Table 4.3: Table showing the value $I_{1}, I_{2}$ and $I_{3}$ with varying $D_{u}$ to see the effect on $c$ that calculated in equation (4.5.5) with $\beta=0.2$.

We conclude that the sign of $c$ is affected by $I_{1}$ which comes from the non-linear diffusion term, in contrast to the classic case (Nagumo's equation) where sign of $c$ depends on $I_{2}$ only.

### 4.6 Proving Heteroclinic Connection via Shooting Method

In order for a travelling wave to exist, it is required that $W(z)$ approaches constant states as $z \longrightarrow \pm \infty$. In other words, trajectory leaves one fixed point at $\tau=-\infty$ and joins another fixed point at $\tau=\infty$. Therefore, we use the shooting method to prove existing of the travelling wave, and we use MATLAB function pplane to develop the phase portraits.

As above, we restrict our attention for the case where $c>0$. Assume $\int_{0}^{1}(f u) d u>0$,i.e. $c>0$. For the trajectory $T_{0}$ entering $(0,0)$ see Figure 4.2, from the equations in (4.4.7) and the assumptions on $f$ we have

1. If $W \in(0, \beta)$, we have

$$
\left\{\begin{array}{l}
\frac{d W}{d z}=D_{u}(1-W) P<0, \\
\frac{d P}{d z}=D_{u} P^{2}-c P-f(W)>0,
\end{array}\right.
$$

this implies for $W \in(0, \beta), \frac{d P}{d W}<0$, since $f(W)<0$ and $P<0$. Thus $P(W)$ is always deceasing.
2. If $W=\beta$, we have

$$
\left\{\begin{array}{l}
\frac{d W}{d z}=D_{u}(1-W) P<0, \\
\frac{d P}{d z}=D_{u} P^{2}-c P>0,
\end{array}\right.
$$

this implies for $W=\beta, \frac{d P}{d W}<0$, since $f(W)=0$ and $P<0$. Thus $P(W)$ is always
deceasing.
3. If $W \in(\beta, 1)$, we have

$$
\left\{\begin{array}{l}
\frac{d W}{d z}=D_{u}(1-W) P<0, \\
\frac{d P}{d z}=D_{u} P^{2}-c P-f(W)<0 \text { or }>0,
\end{array}\right.
$$

this implies for $W \in(\beta, 1), \frac{d P}{d W}>0$ for small $P$, and $\frac{d P}{d W}<0$ for large $P$, since $f(W)>0$ and $P<0$.

Let $\gamma_{0}$ be the first value of $W \in(\beta, 1)$ such that $\frac{d P}{d z}=0$, then we have

$$
\left\{\begin{array}{l}
\frac{d P}{d z}>0 \text { for all } W \in\left(0, \gamma_{0}\right), \\
\left.\frac{d P}{d z}\right|_{W=\gamma_{0}}=0,
\end{array}\right.
$$

this implies

$$
\left\{\begin{array}{l}
\frac{d P}{d W}<0 \text { for all } W \in\left(0, \gamma_{0}\right) \\
\frac{d P}{d W}=0 \text { for } W=\gamma_{0} .
\end{array}\right.
$$



Figure 4.2: An illustration of the trajectories $T_{0}$.

Now, for the trajectory $T_{1}$ leaving $(1,0)$ see Figure 4.3, with similar calculation from the equations in (4.4.7) and the assumptions on $f$ we have

1. If $W \in(0, \beta)$, we have

$$
\left\{\begin{array}{l}
\frac{d W}{d z}=D_{u}(1-W) P<0 \\
\frac{d P}{d z}=D_{u} P^{2}-c P-f(W)>0
\end{array}\right.
$$

this implies for $W \in(0, \beta), \frac{d P}{d W}<0$, since $f(W)<0$ and $P<0$. Thus $P(W)$ is always deceasing.
2. If $W=\beta$, we have

$$
\left\{\begin{array}{l}
\frac{d W}{d z}=D_{u}(1-W) P<0 \\
\frac{d P}{d z}=D_{u} P^{2}-c P>0
\end{array}\right.
$$

this implies for $W=\beta, \frac{d P}{d W}<0$, since $f(W)=0$ and $P<0$. Thus $P(W)$ is always
deceasing.
3. If $W \in(\beta, 1)$, we have

$$
\left\{\begin{array}{l}
\frac{d W}{d z}=D_{u}(1-W) P<0, \\
\frac{d P}{d z}=D_{u} P^{2}-c P-f(W)<0 \text { or }>0,
\end{array}\right.
$$

this implies for $W \in(\beta, 1), \frac{d P}{d W}>0$ for small $P$, and $\frac{d P}{d W}<0$ for large $P$, since $f(W)>0$ and $P<0$.

Let $\gamma_{1}$ be the first value of $W \in(\beta, 1)$ such that $\frac{d P}{d z}=0$, then we have

$$
\left\{\begin{array}{l}
\frac{d P}{d z}>0 \text { for all } W \in\left(0, \gamma_{1}\right), \\
\left.\frac{d P}{d z}\right|_{W=\gamma_{1}}=0,
\end{array}\right.
$$

this implies

$$
\left\{\begin{array}{l}
\frac{d P}{d W}<0 \text { for all } W \in\left(0, \gamma_{1}\right), \\
\frac{d P}{d W}=0 \text { for } W=\gamma_{1} .
\end{array}\right.
$$



Figure 4.3: An illustration of the trajectories $T_{1}$.

We now investigate that either $\gamma_{0}=\gamma_{1}$ or $\gamma_{0} \neq \gamma_{1}$, we have from system 4.4.7)

$$
\begin{equation*}
\frac{d P}{d W}=\frac{D_{u} P^{2}-c P-f(W)}{D_{u}(1-W) P}=0, \tag{4.6.1}
\end{equation*}
$$

thus,

$$
D_{u} P^{2}-c P-f(W)=0,
$$

we get

$$
P(W)=\frac{c \pm \sqrt{c^{2}+4 D_{u} f(W)}}{2 D_{u}} .
$$

For $W \in(\beta, 1)$ and since $f(W)>0$, thus this defines a unique value

$$
P(W)=\frac{c-\sqrt{c^{2}+4 D_{u} f(W)}}{1 D_{u}}
$$

for each value of $c$. Thus, $\gamma_{0}=\gamma_{1}$ and we rename this point as $m$.


Figure 4.4: An illustration of the trajectories $T_{0}$ and $T_{1}$

Therefore, there is a travelling wave $\Leftrightarrow T_{0}$ and $T_{1}$ are the same trajectory. Next, we are going to show that trajectories $T_{0}$ and $T_{1}$ join. From (4.4.12), the eigenvector for $T_{0}$ at $(0,0)$ (see Figure 4.4) is

$$
\begin{equation*}
\Psi_{1}^{-}=\binom{1}{\frac{\lambda_{1}^{-}}{D_{u}}}, \tag{4.6.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{1}^{-}=\frac{-c-\sqrt{c^{2}-4 D_{u} f^{\prime}(0)}}{2} \tag{4.6.3}
\end{equation*}
$$

which clearly vary as c varies. A little algebra shows that $\lambda_{1}^{-} \rightarrow-\infty$ as $c \rightarrow \infty$,
and
$\lambda_{1}^{-} \rightarrow 0$ as $c \rightarrow-\infty$.

The eigenvector for $T_{1}$ at $(1,0)$ is

$$
\begin{equation*}
\Psi_{2}=\binom{\frac{c}{\gamma(1-\beta)}}{1} \tag{4.6.4}
\end{equation*}
$$

Fix $\mathrm{m} \in(0,1)$ and let $P_{0}, P_{1}$ be the values of $P$ at which $T_{0}, T_{1}$ hit the line $W=\mathrm{m}$. Then,
as $c \rightarrow \infty, \lambda_{1}^{-} \rightarrow-\infty$, thus $P_{0} \rightarrow-\infty$ and $P_{1} \rightarrow \infty$,
and
as $c \rightarrow-\infty, \lambda_{1}^{-} \rightarrow 0$, thus $P_{0} \rightarrow \infty$ and $P_{1} \rightarrow-\infty$.

Therefore, $P_{0}$ and $P_{1}$ are the same for exactly one value of $c \Longrightarrow$ there is a travelling wave for this speed only.

### 4.7 Uniqueness of the Wave Speed

In this section, we investigate the uniqueness of wave speed. We investigate the numerical solution for equation (4.3.1) with different initial condition, and phase plane for system (4.4.7).


Figure 4.5: Phase portrait for system 4.4.7) with $D_{u}=8.15$ and $\beta=0.2$. Red circles denote equilibrium points. (a) $c=.7$ there is heteroclinic connection between two steady state $(1,0)$ and $(0,0)$. (b) $c=.8$ there is no heteroclinic connection between two steady state $(1,0)$ and $(0,0)$. (c) $c=.6$ there is no heteroclinic connection between two steady state $(1,0)$ and $(0,0)$.

As it can be seen in phase plane for system (4.4.7) in Figure 4.5 (a), there is trajectory
connection from $(1,0)$ to $(0,0)$ where $c=0.7$, which mean travelling wave solution exist, and it shall be investigated numerically. From phase plane if $c$ is increased or decreased, there is no trajectory connection from $(1,0)$ to $(0,0)$ (see Figure $4.5(\mathrm{c}, \mathrm{b})$ ).

### 4.7.1 Numerical Result

Taking $\beta=0.2$ which implies $\int_{0}^{1} f(W) d W=0.05>0$ and it bigger than $-\int_{-\infty}^{+\infty} D_{u}(1-$ $W) \frac{d^{2} W}{d z^{2}} \frac{d W}{d z} d z=-(-0.0125)=0.0125$ ( numerically calculated), thus we have right waves $c>0$. For this case we do simulation with different initial conditions using MATLAB (PDEPE). We start with step function Figure 4.6(a).

By computing the position of a selected level point ( $u=0.5$ ) on the solution profile and the velocity of moving boundary position Figure (b) in 4.6, 4.7|4.8), the speed is approximately $c=0.7$, which is the slope of the line, and it is the same as the speed given by equation (4.5.5).


Figure 4.6: (a) Solution of species $u$ in (4.3.1) with step function as initil condition, times shown are $t=0$ (blue), $t=20$ (orange), $t=40$ (yellow), $t=60$ (purple), $t=80$ (green), $t=100$ (sky blue). (b) Selected level point ( $u=0.5$ ) on the solution profile. Parameter values are shown in Table 4.4.

We solve equation (4.3.1) numerically with different initial condition (Figure 4.7, 4.8,(a)).


Figure 4.7: (a) Solution of species $u$ in 4.3.1) with $I . C=\exp \left(\left(-.1 x^{2}\right)\right)$, times shown are $t=0$ (blue), $t=20$ (orange), $t=40$ (yellow), $t=60$ (purple), $t=80$ (green), $t=100$ (sky blue). (b) Selected level point ( $u=0.5$ ) on the solution profile. Parameter values are shown in Table 4.4.


Figure 4.8: (a) Solution of species $u$ in 4.3.1 with $I C=1-\left(x^{2} /\left((5)+x^{2}\right)\right)$, times shown are $t=0$ (blue), $t=20$ (orange), $t=40$ (yellow), $t=60$ (purple), $t=80$ (green), $t=100$ (sky blue). (b) Selected level point ( $u=0.5$ ) on the solution profile. Parameter values are shown in Table 4.4.

| Parameter | Value |
| :---: | :---: |
| $\beta$ | 0.2 |
| $\gamma$ | 1 |
| $D_{u}$ | 8.15 |

Table 4.4: Table showing the parameter values that used to solve equation 4.3.1.

From all numerical investigations as we started with different initial conditions we end up with same wave speed $c=0.7$. This support the conjecture that the wave speed is unique.

With chosen parameters, if we take $\beta=0.4$ implies $\int_{0}^{1} f(W) d W=0.0166$ and it is equal $-\int_{-\infty}^{+\infty} D_{u}(1-W) \frac{d^{2} W}{d z^{2}} \frac{d W}{d z} d z=-(-0.0166)=0.0166$ (numerically calculated), so $c=0$ (standing wave) ( Figure 4.9). However, since the sign of $c$ determine by $\int_{0}^{1} f(W) d W$ in Nagumo's equation, thus taking $\beta=0.4$ implies $c>0$ (right wave). Phase plane for ODE system (4.4.7) with $c=0$ is shown in Figure 4.10. We conclude that the non-linear diffusion affect the speed of travelling wave.


Figure 4.9: Solution of species $u$ in (4.3.1). Times shown are $t=0$ (blue), $t=$ 30 (orange), $t=60$ (yellow), $t=90$ (purple), $t=120$ (green), $t=150$ (sky blue). Parameter values are shown in Table 4.5.

| Parameter | Value |
| :---: | :---: |
| $\beta$ | 0.4 |
| $\gamma$ | 1 |
| $D_{u}$ | 8.15 |

Table 4.5: Table showing the parameter values that used to solve equation (4.3.1).


Figure 4.10: Phase portrait for system (4.4.7) with $c=0, D_{u}=8.15$ and $\beta=0.4$. Red circles denote equilibrium points.

### 4.8 Moving and Standing Front Solution for Full CrossDiffusion System

We have done a simple calculation for the scalar equation, and we compared equation (4.3.1) with Nagumo's equation. We showed that the sign of the travelling wave speed was affected by non-linear diffusion term in (4.3.1). We use this information in full system and solve tit numerically using step function as initial condition, taking $\beta=0.2$ is resulting right travelling wave solution for species $u$ see Figure 4.11, and taking $\beta=0.4$ is resulting standing travelling wave solution for species $u$ see Figure 4.12, We observe that species $v$ is essentially uniform in space and tends to a constant $v \approx 0$


Figure 4.11: Solution of species (a) $u$ and (b) $v$ in the full system (3.5.1). Times shown are $t=0$ (blue), $t=100$ (orange), $t=200$ (yellow), $t=300$ (purple), $t=400$ (green). Parameter values are shown in Table 4.6.

| Parameter | Value |
| :---: | :---: |
| $\beta$ | 0.2 |
| $\delta$ | 0.6 |
| $\gamma$ | 0.2 |
| $D_{u}$ | 0.0007 |
| $D_{v}$ | 6 |

Table 4.6: Table showing the parameter values that used to solve system 3.5.1).


Figure 4.12: Solution of species (a) $u$ and (b) $v$ in the full system (3.5.1). Times shown are $t=0$ (blue), $t=50$ (orange), $t=100$ (yellow), $t=150$ (purple), $t=200$ (green). Parameter values are shown in Table 4.7.

| Parameter | Value |
| :---: | :---: |
| $\beta$ | 0.4 |
| $\delta$ | 0.6 |
| $\gamma$ | 0.2 |
| $D_{u}$ | 0.0007 |
| $D_{v}$ | 6 |

Table 4.7: Table showing the parameter values that used to solve system 3.5.1).

### 4.9 Conclusions

In this chapter, we derived a new non-linear cross-diffusion system for tightly packed particles based on mathematical modelling. An important feature of this model is that it leads to pattern formation where standard diffusion does not (see Chapter 3). We found out that this model can exhibit a moving front solution for $u$ with certain parameter choices.

Then, the system was reduced to scalar equation (4.3.1) which is:

$$
u_{t}=\nabla .\left(D_{u}(1-u) \nabla u\right)+\gamma u(1-u)(u-\beta) .
$$

We investigated the travelling wave solution of this equation. Two highlighting features of this equation were non-linear diffusion and bistability of the kinetics term. We tried to understand how the travelling wave solution could be affected. In addition, it is similar to Nagumo's equation, so we also focused on the effect of non-linear diffusion term and what difference the non-linear diffusion term made to the travelling wave solution. It was proved by shooting method that there exists a travelling wave solution. We calculated the speed of travelling wave, and we established the uniqueness of the wave speed numerically. Most of the analysis showed similarity to Nagumo's equation, but the differences was in the wave speed. The wave speed for equation (4.3.1) depended on $\int_{-\infty}^{+\infty} D_{u}(1-W) \frac{d^{2} W}{d z^{2}} \frac{d W}{d z} d z$ and $\int_{0}^{1} f(W) d W$ in contrast to Nagumo's equation, where it depended only in $\int_{0}^{1} f(W) d W$. Therefore, the non-linear diffusion could change the speed. Using analysis and numerical simulations, we conclude that the non-linear diffusion affected the travelling wave solution and could change the speed's sign of travelling fronts compared to the standard diffusion in Nagumo's equation.

## Chapter 5

## Conclusions and Future Work

### 5.1 Conclusions

This thesis investigated cross-diffusion systems to better understand how they impact the formation and characteristics of patterns and fronts in reaction-diffusion systems. In particular, the mechanism of pattern formation and wave fronts. We discussed the derivation of cross-diffusion systems. We discussed the effect of cross-diffusion on pattern formation. In addition, we derived a new cross diffusion model, and we investigated the possible pattern formation and travelling waves solution for that model.

In Chapter 2, we investigated whether all cross-diffusion system of two interacting species can be derived from the following microscopic master equations

$$
\begin{aligned}
& \frac{d u_{k}}{d t}=\tau_{k-1}^{+} u_{k-1}+\tau_{k+1}^{-} u_{k+1}-\left(\tau_{k}^{+}+\tau_{k}^{-}\right) u_{k} \\
& \frac{d v_{k}}{d t}=\beta_{k-1}^{+} v_{k-1}+\beta_{k+1}^{-} v_{k+1}-\left(\beta_{k}^{+}+\beta_{k}^{-}\right) v_{k}
\end{aligned}
$$

where $u_{k}$ is a biomass of $u$ in the location $x_{k}$, and the biomass can move to the left or to the right to exit, with the transfer rate $\tau_{k}^{-}$or $\tau_{k}^{+}$, similarly for $v_{k}$. We considered
examples of cross-cross-diffusion models, and we found out that it is not easy to prove that the microscopic master equation 1.3 .10 can be derived from all cross-diffusion systems of two interacting species.

In Chapter 3, We derived conditions for linear instability induced by cross-diffusion. We considered a class of cross- diffusion systems which has the form

$$
\begin{aligned}
& u_{t}=\nabla \cdot\left[D_{11}(u, v) \nabla u+D_{12}(u, v) \nabla v\right]+\gamma f(u, v), \\
& v_{t}=\nabla \cdot\left[D_{21}(u, v) \nabla u+D_{22}(u, v) \nabla v\right]+\gamma g(u, v) .
\end{aligned}
$$

We also focused on one type of kinetics where $f_{u}^{o}>, f_{v}^{o}<0, g_{u}^{o}>0$ and $g_{v}^{o}=0$. We considered two examples of the cross-diffusion system, and we found out that crossdiffusion can induce instability where standard-diffusion could not, thus patterns can generate by cross-diffusion.

In Chapter 4, We derived a new non-linear cross-diffusion system for tightly backed particles from a mass-conservation perspective:

$$
\begin{aligned}
& u_{t}=\nabla \cdot\left(D_{u}(1-u) \nabla u-D_{v} u \nabla v\right), \\
& v_{t}=\nabla \cdot\left(D_{v}(1-v) \nabla v-D_{u} v \nabla u\right) .
\end{aligned}
$$

An important feature of this model is that it led to pattern formation. We found out that this model can exhibit a moving front solution for $u$ with certain parameter choices. Then, the system was reduced to a scalar equation which is:

$$
\begin{equation*}
u_{t}=\nabla .\left(D_{u}(1-u) \nabla u\right)+\gamma u(1-u)(u-\beta) . \tag{5.1.1}
\end{equation*}
$$

Two highlighting features of this equation were non-linear diffusion and bistability of the kinetics term. We investigated a travelling wave solution of the scalar equation. We
showed that the sign of travelling wave speed was affected by the non-linear diffusion term. We conclude that the non-linear diffusion can affect the travelling wave solution and could alter the speed of travelling fronts compared to the standard case.

### 5.2 Future Work

In Chapter 2, we found out that it is not easy to prove that the microscopic master equation can be derived from all cross-diffusion system of two interacting species. However the approach in the inverse problem could likely be used to find jump probabilities which recover many other cross-diffusion systems. Also, the validity of the form of the jump probabilities given in $(2.2 .33)$ and $(2.3 .20)$ could be verified by comparing numerical solutions of master equation with those for the related PDE models (2.2.1) and (2.3.1), respectively (as is done for the SKT model and shown in Figure 2.1]. The construction of a stable numerical code would form useful future work.

In Chapter 3, we found out that our new non-linear cross-diffusion model can induce patterns where standard-diffusion can not. In the future, we can investigate other cases, such as how the non-linear cross-diffusion affects unstable steady state with self-diffusion (Turing instability).

In Chapter 4, we proved that the right travelling wave solution exits via a shooting method. However, we did not investigate the left travelling wave case. It would be interesting to attempt to prove this case. We obtain some numeric results of the left travelling wave solution as follows.


Figure 5.1: Phase portrait for system (4.4.7) with $c=-0.3, D_{u}=8.15$ and $\beta=0.5$. The green highlighted curve is heteroclinic connection between two steady state $(1,0)$ and $(0,0)$. Red circles denote equilibrium points.

In the Phase plane of ODE system (4.4.7) with $c<0$ (see Figure 5.1), we observe that the trajectory that connect steady states $(1,0)$ and $(0,0)$ go through the steady state $\left(1, \frac{c}{D_{u}}\right)$ which form non-smooth front, this can be observed in Figure 5.2.

We do numerical simulation where $\beta=0.5$ so $\int_{0}^{1} f(W) d W=0$ and since $\int_{-\infty}^{+\infty} D_{u}(1-$ $W) \frac{d^{2} W}{d z^{2}} \frac{d W}{d z} d z=-0.0200<0$ (numerically calculated for chosen parameters), so $c<0$ we get left wave (see Figure 5.2).


Figure 5.2: $\quad$ Solution of species $u$ in 4.3.1. Times shown are $t=0$ (blue), $t=$ 30 (orange), $t=60$ (yellow), $t=90$ (purple), $t=120$ (green), $t=150$ (sky blue). Parameter values are shown in Table 5.1.

| Parameter | Value |
| :---: | :---: |
| $\beta$ | 0.5 |
| $\gamma$ | 1 |
| $D_{u}$ | 8.15 |

Table 5.1: Table showing the parameter values that used to solve equation 4.3.1.

## Appendix A

## Appendix A

## A. 1 More Background of Travelling Wave

By definition, a travelling wave moves in a certain direction while retaining a fixed shape. Furthermore, the speed of the travelling wave remains constant through out the duration of its propagation. Examples of travelling waves can be found in models for a range of applications such as combustion [98], movement of species [64] and fluid dynamics [82].

Definition 1. (See e.g. [64]) A travelling wave is a solution of a partial differential equation with a constant profile (shape) and a constant propagation speed.

## A.1.1 Classes of Travelling Waves

- Travelling pulse: $u(x, t) \rightarrow a$ as $x \rightarrow \pm \infty$
- Travelling front : $u(x, t) \rightarrow a$ as $x \rightarrow-\infty, u(t, x) \rightarrow b$ as $x \rightarrow+\infty$, and $a \neq b$
- Periodic travelling wave. (See Figure A.1.)


Figure A.1: Forms of travelling waves: (a) wave front, (b) pulse and (c) Periodic travelling wave.

A PDE's travelling wave solution can be presented in the form $u(x, t)=W(z)$, where $z=x-c t$, and $c>0$, depicts a wave travelling from left to right. The partial derivative of $u$ can calculated as following

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{d W}{d z} \frac{\partial z}{\partial t}=-c \frac{d W}{d z} \tag{A.1.1}
\end{equation*}
$$

and

$$
\begin{align*}
& \frac{\partial u}{\partial x}=\frac{d W}{d z} \frac{\partial z}{\partial x}=\frac{d W}{d z}  \tag{A.1.2}\\
& \frac{\partial^{2} u}{\partial x^{2}}=\frac{d^{2} W}{d z^{2}}\left(\frac{\partial z}{\partial x}\right)^{2}+\frac{d W}{d z} \frac{\partial^{2} z}{\partial x^{2}}=\frac{d^{2} W}{d z^{2}} .
\end{align*}
$$

## A.1.2 Fisher's and Nagumo's Equations

This section covers some well-known properties of simpler reaction-diffusion (R-D) systems. Simplest form of R-D equation in one dimension that represents the travelling wave behaviour can be expressed mathematically as

$$
\begin{equation*}
u_{t}=u_{x x}+f(u), \tag{A.1.3}
\end{equation*}
$$

where $u$ is the concentration, $f(u)=r u(1-u)$ represents the kinetics.

Equation A.1.3) with $f(u)=r u(1-u)$ is called Fisher's equation, which is known to have monotone travelling wave solution joining $u=1$ at $x=-\infty$ to $u=0$ at $x=\infty$ for wave speeds of $c \geq c_{0}=2$ (in terms of the original dimensional equation, the range of wavespeeds satisfies $c_{0}=2 \sqrt{r D}$. It is known that rapidly decaying initial data as $x \longrightarrow \infty$ results asymptotically to a wave with minimum speed $c_{0}$. Figure A.2 (a) is a solution of Fisher's equation which shows right travelling wave solution, and (b) is phase plane with trajectory connecting $(1,0)$ and $(0,0)$ (phase plane for ODE system obtained by travelling wave analysis for Fisher' equation see [64]. Note two features of Fisher's equation; first that the wave moves the system from unstable to a stable state as expected, second the minimum speed of wave is the function of $D$, which is the motility parameter. For more details on the analysis of Fisher's equation see [64].


Figure A.2: (a) Solution of species $u$ for Fisher's equation with a step function as initial condition, Times shown are $t=0$ (blue), $t=12$ (orange), $t=24$ (yellow), $t=36$ (purple). (b) Phase portrait for Fisher's equation with $c=3$ where the green highlighted curve shows the heteroclinic connection between $(1,0)$ and ( 0.0 ) and red circles denote equilibrium points.

Supposing now that $f(u)=u(1-u)(u-\beta), 0<\beta<1$, transforms the equation A.1.3) into Nagumo's equation or bistable Fisher equation. It is called bistable because the associate ODE $\frac{d u}{d t}=u(1-u)(u-\beta)$ has two uniform stable steady states $u=0$, 1 , while $u=\beta$ is an unstable state. Figure A. 3 (a) is a solution of Nagumo's shows right travelling wave solution. Phase plane with trajectory connecting $(1,0)$ and $(0,0)$ (phase plane for ODE system obtained by travelling wave analysis for Nagumo's equation) is shown in Figure A.3(b). It is an established and well known fact that in the bistable case, there exists a unique travelling wave with speed $c$. The sign is determined by the
sign of the integral of reaction function over a certain interval (see [23]). For Nagumo's equation, a formula provides the unique wave speed value and the sign from which the direction of wave can be determined, namely, (see e.g. [99]),

$$
\begin{equation*}
c=\frac{\int_{0}^{1} f(U) d U}{\int_{-\infty}^{\infty}\left[U^{\prime}\right]^{2} d z} . \tag{A.1.4}
\end{equation*}
$$

Since $\int_{-\infty}^{\infty}\left[U^{\prime}\right]^{2} d z>0$, we conclude that $\int_{0}^{1} f(U) d U$ determines the sign of $c$

$$
\begin{aligned}
\int_{0}^{1} f(u) d u>0 & \Longrightarrow c>0, \\
\int_{0}^{1} f(u) d u=0 & \Longrightarrow c=0, \\
\int_{0}^{1} f(u) d u<0 & \Longrightarrow c<0,
\end{aligned}
$$

which means we can have right $c>0$, left $c<0$ or standing $c=0$ travelling wave.


Figure A.3: (a) Solution of species $u$ for Nagumo's equation with a step function as initial condition, times shown are $t=0$ (blue), $t=20$ (orange), $t=40$ (yellow), $t=60$ (purple), $t=80$ (green), $t=100$ (sky blue). (b) Phase portrait for Nagumo's equation with $c=.426$ where the green highlighted curve shows the heteroclinic connection between $(1,0)$ and ( 0.0 ) and red circles denote equilibrium points. Reaction parameter values $\beta=0.2$.

## A. 2 Predator-Prey System with Allee Effect

We consider the following model of predator-prey interaction in a homogeneous environment, and it is just example of reaction kinetics for which it is known that they are stable to standard-diffusion. The model of predator-prey with standard-diffusion is

$$
\begin{align*}
& \frac{\partial H(X, T)}{\partial T}=D_{1} \frac{\partial^{2} H}{\partial X^{2}}+F(H)-f(H, P)  \tag{A.2.1}\\
& \frac{\partial P(X, T)}{\partial T}=D_{2} \frac{\partial^{2} P}{\partial X^{2}}+\kappa f(H, P)-M P
\end{align*}
$$

Here, $H$ and $P$ are the densities of prey and predator, respectively, at time $T$ and position $X . D_{1}$ and $D_{2}$ are diffusivities and is the food utilization coefficient. The function $F(H)$ describes prey multiplication, $f(H, P)$ describes predation, and the term $M P$ stands for predator mortality. To keep the model as simple as possible, we assume that $f(H, P)=A H P$, where $A$ is the predation rate, which corresponds to the classical Volterra scheme. Assuming Allee dynamics for the prey population, its growth rate can be written as (see [47, 62, 69]).

$$
\begin{equation*}
F(H)=\frac{4 \omega}{\left(K-H_{0}\right)^{2}} H\left(H-H_{0}\right)(K-H) \tag{A.2.2}
\end{equation*}
$$

Equations A.2.1) and A.2.2 contain a large number of parameters, which makes their numerical investigation cumbersome. However, by choosing appropriate scales for the variables following [62], the number of parameters can be lessened. Considering dimensionless variables $u=H / K, v=P /(\kappa K), t=a T, x=X\left(a / D_{1}\right)^{1 / 2}$, where $a=$ $А \kappa K$.

From equations A.2.1 and A.2.2, we obtain

$$
\begin{align*}
& \frac{\partial u(x, t)}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}}+\gamma u(u-\beta)(1-u)-u v  \tag{A.2.3}\\
& \frac{\partial v(x, t)}{\partial t}=d \frac{\partial^{2} v}{\partial x^{2}}+u v-\delta v
\end{align*}
$$

where $\beta=H_{0} / K, \gamma=4 \omega K\left(A \kappa\left(K-H_{0}\right)^{2}\right), \delta=M / a$ and $d=D_{2} / D_{1}$.

## A.2.1 Linear Stability Analysis of the Associates ODE

In this section, we would like to do stability analysis of system A.2.3). First, we consider the associate ODE:

$$
\begin{align*}
& \frac{d u}{d t}=\gamma u(u-\beta)(1-u)-u v, \\
& \frac{d v}{d t}=u v-\delta v \tag{A.2.4}
\end{align*}
$$

where $u(t)$ is the prey density, $v(t)$ is the predator density; $0<\beta<1$ corresponds to the strong Allee effect, and assume $\gamma>0$ and $\delta>0$.

The steady states $\left(u_{0}, v_{0}\right)$ of system A.2.4 , are solutions of $\frac{d u}{d t}=\frac{d v}{d t}=0$ which are

$$
\begin{equation*}
\left(u_{0}, v_{0}\right)=(0,0),\left(u_{0}, v_{0}\right)=(1,0),\left(u_{0}, v_{0}\right)=(\beta, 0),\left(u_{0}, v_{0}\right)=(\boldsymbol{\delta}, \gamma(\boldsymbol{\delta}-\boldsymbol{\beta})(1-\boldsymbol{\delta})) . \tag{A.2.5}
\end{equation*}
$$

Following standard theory (see e.g. [8, 64, 96, 100]), the linear asymptotic stability of the steady states A.2.5 is determined by the eigenvalues of the Jacobian matrix we have:
$\left(u_{0}, v_{0}\right)=(0,0)$ is stable, $\left(u_{0}, v_{0}\right)=(1,0)$ is unstable, $\left(u_{0}, v_{0}\right)=(\beta, 0)$ is unstable and $\left(u_{0}, v_{0}\right)=(\delta, \gamma(\delta-\beta)(1-\delta))$ is stable if $0<\beta<\delta<1$ and $\frac{\beta+1}{2}<\delta<1$,

The only nontrivial steady state is $\left(u_{0}, v_{0}\right)=(\boldsymbol{\delta}, \boldsymbol{\gamma}(\boldsymbol{\delta}-\boldsymbol{\beta})(1-\boldsymbol{\delta}))$ of kinetic system A.2.4. We test the stability numerically to support the analysis, we start around the steady state $\left(u_{0}, v_{0}\right)=(\delta, \gamma(\delta-\beta)(1-\boldsymbol{\delta}))$ and observe that the solution return back to steady state which support our analytical result that the steady state is stable see Figure A.4(a). This is just an example, and similar behaviour is observed with different initial data. In addition, we start around the steady state $\left(u_{0}, v_{0}\right)=(\boldsymbol{\delta}, \gamma(\boldsymbol{\delta}-\boldsymbol{\beta})(1-\boldsymbol{\delta}))$ with different parameter value where the condition $0<\beta<\delta<1$ is not hold and observe
that the steady state is unstable see Figure A.4 (b). Next, we investigate the effect of standard diffusion.


Figure A.4: (a) The solution $u(t)$ of system A.2.4 with parameter values $\gamma=0.2, \delta=$ 0.6 and $\beta=0.1$ which shows that the steady states $\left(u_{0}, v_{0}\right)=(\delta, \gamma(\delta-\beta)(1-\delta))$ is stable. (b) The solution $u(t)$ of system (A.2.4) with parameter values $\gamma=0.2, \delta=$ 0.6 and $\beta=0.7$ which shows that the steady states $\left(u_{0}, v_{0}\right)=(\delta, \gamma(\delta-\beta)(1-\delta))$ is unstable.

## A.2.2 Standard Diffusion Does Not Generate Patterns

In previous section, we showed that the steady state of ODE system A.2.4 $\left(u_{0}, v_{0}\right)=$ $(\boldsymbol{\delta}, \gamma(\boldsymbol{\delta}-\boldsymbol{\beta})(1-\boldsymbol{\delta}))$ is stable. In this section, we investigate it with standard diffusion and see the pattern can occur or not.

By the similar calculation in previous chapter, the dispersion relation associated with the standard diffusion (A.2.3) is

$$
\begin{equation*}
\lambda^{2}+\lambda \overbrace{\left[k^{2}[1+d]-\left[f_{u}+g_{v}\right]\right]}^{c}+\overbrace{d k^{4}-\left(d f_{u}+g_{v}\right) k^{2}+|A|}^{h\left(k^{2}\right)}=0 . \tag{A.2.6}
\end{equation*}
$$

We already go through stability analysis for reaction-diffusion system in Chapter 3, and we introduce necessary conditions for diffusion driven instability. We show that one of necessary condition $\left(\left(d f_{u}+g_{v}\right)>0\right)$ which does not hold for kinetic A.2.4) :

$$
\left(d f_{u}+g_{v}\right)=-d \gamma u_{0}\left(2 u_{0}-(\beta+1)\right)=-d \gamma \delta(2 \delta-(\beta+1)) .
$$

Since $\frac{\beta+1}{2}<\delta<1$, we have

$$
\left(d f_{u}+g_{v}\right)<0 .
$$

We conclude that linear instability does not occur with standard diffusion. We solve system A.2.3 numerically and it supports our analytical result that the steady state is stable (see Figure A.5). Here, the first mode is tested, and similar behaviour is observed for any modes.

(a)

Figure A.5: Solution of species $u$ in A.2.3. Times shown are $t=0$ (blue), $t=0.1$ (red), $t=0.2$ (yellow), $t=0.3$ (purple). Reaction parameter values $\gamma=0.2, \delta=$ $0.6, \beta=0.1$ and $d=.7$, with initial condition $I . C=0.6+.1 \cos (\pi x)$.

## A. 3 Calculation Steps

Solution's step for equation 2.3.16.

$$
\begin{gather*}
h_{1}^{\prime}=h_{1}\left(\frac{\lambda_{1} \overline{D_{u}}(1-u)}{2 \overline{D_{v} u \lambda_{2}}}-\frac{1}{2 u}\right) .  \tag{A.3.1}\\
\int \frac{d h_{1}}{h_{1}}=\int\left(\frac{\lambda_{1} \overline{D_{u}}(1-u)}{2 \overline{D_{v} u \lambda_{2}}}-\frac{1}{2 u}\right) d u .  \tag{A.3.2}\\
\ln h_{1}=\int\left[\frac{\lambda_{1} \overline{D_{u}}}{2 \overline{D_{v}} \lambda_{2}}\left(\frac{1-u}{u}\right)-\left(\frac{1}{2 u}\right)\right] d u .  \tag{A.3.3}\\
\ln h_{1}=\frac{\lambda_{1} \overline{D_{u}}}{2 \overline{D_{v} \lambda_{2}}}(\ln u-u)-\frac{1}{2} \ln u+\ln c_{1} . \tag{A.3.4}
\end{gather*}
$$

Note that $\frac{1}{2} \ln u=\ln u^{\frac{1}{2}}=\ln \sqrt{u}$.

$$
\begin{gather*}
\ln \left(\frac{h_{1} \sqrt{u}}{c_{1}}\right)=\frac{\lambda_{1} \overline{D_{u}}}{2 \overline{D_{v}} \lambda_{2}}(\ln u-u) .  \tag{A.3.5}\\
\frac{h_{1} \sqrt{u}}{c_{1}}=e^{\left(\frac{\lambda_{1} \bar{D}_{u}}{2 D_{v} \lambda_{2}}(\ln u-u)\right)} .  \tag{A.3.6}\\
h_{1}(u)=\frac{c_{1}}{\sqrt{u}} e^{\frac{\bar{D}_{u} \lambda_{1}(-u+\ln u)}{2 D_{v} \lambda_{2}}}, \tag{A.3.7}
\end{gather*}
$$

## Appendix B

# Numerical Simulations: MATLAB 

## Codes

## B. 1 Matlab Code to Solve Equation (1.3.10)

We use this code in section 2.1 to plot Figure 2.1.

```
% Computes the right-hand side
function dx = RHS1(t,x, gamma,n)
    %x=x';
% n = length(x) /2;
% % Split the vector x into u and v
% u = x(1:n);
% v = x(1,n+1:2*n);
% p1 = @(u,v) 1;
% p2 = @(u,v) 0.7071;
```

```
% q1 = @(u,v) 0.7071*v;
% q2 = @(u,v) 0.7071*u;
q1=1; p1=1; q2=1; p2=1;
% Initialize derivative vectors, tau's and beta's
du = zeros(n,1);
dv = zeros(n,1);
tm = zeros(n,1); % tau^-
tp = zeros(n,1); % tau^+
bm = zeros(n,1); % beta^-
bp = zeros(n,1); % beta`+
% tau's and beta's as in (2.2.2)
for k=1:n
    % Boundary values
        if k==1
            tp(k) = gamma * q1 * x(n+k) * p1;
            tm(k) = 0; % is tau^-_0
            bp(k) = gamma * q2 * x(k) * p2;
        bm(k) = 0; % is beta^-_0
        elseif k == n
            tp(k) = 0; % is tau^+_n
            tm(k) = gamma * q1 * x(k) * p1;
            bp(k) = 0;
            bm(k) = gamma * q2 * x(k) * p2;
        else
```

```
    tp}(\textrm{k})=ggamma * q1 * x ( n+k) * p1;
    tm(k) = gamma * q1 * x (n+k) * p1;
    bp(k) = gamma * q2 * x (k) * p2;
    bm(k) = gamma * q2 * x (k)* p2;
    end
end
% Computation of the derivatives by (2.2.1)
for k=1:n
    if k==1 % Since tau^__1 = 0, the first term
        is missing
        du(k)}=\textrm{tm}(\textrm{k}+1)*\textrm{x}(\textrm{k}+1)-(\textrm{tm}(\textrm{k})+\textrm{tp}(\textrm{k}))*\textrm{x}(\textrm{k})
        dv(k) = bm (k+1)*x(n+k+1) -(bm(k) +bp(k))*x(n+
            k);
    elseif k == n % Since tau^+_{n+1} = 0, the
        second term is missing
        du(k)}=\textrm{tp}(\textrm{k}-1)*\textrm{x}(\textrm{k}-1)-(\textrm{tm}(\textrm{k})+\textrm{tp}(\textrm{k}))*\textrm{x}(\textrm{k})
        dv(k)=bp(k-1)*x(n+k-1) -(bm(k)+bp(k))*x(n
            +k);
    else
        du(k)}=\textrm{tp}(\textrm{k}-1)*\textrm{x}(\textrm{k}-1)+\textrm{tm}(\textrm{k}+1)*\textrm{x}(\textrm{k}+1)-(\textrm{tm
            (k)+tp(k))*x(k);
        dv(k)=bp(k-1)*x(n+k-1) + bm (k+1)*x(n+k+1)
            -(bm(k)+bp(k))*x(n+k);
    end
end
```

```
    dx = [du ; dv];
    %size(dx)
end
% parameters
close
gamma = 1;
n =301;
m=(n-1)/2+1;
% functions p1, q1, p2, q2
% To test I take them constants
% p1 = @(u,v) 0.7071;
% p2 = @(u,v) 0.7071;
% q1 = @(u,v) 0.7071*v;
% q2 = @(u,v) 0.7071*u;
% Starting values u_i=0 v i-(n+1)/2
u0 = zeros(n,1);
v0 = zeros(n,1);
for i=1:n
    u0(i) = floor(100*exp(-1*(i-20) ^2));
    v0(i)=u0(i);
end
% Starting values v_i=0, except v_m=100
% u0 = zeros(n,1);
% v0 = zeros(n,1);
% v0(m) = 100;
```

```
x0 = [u0 ; v0];
% Final time
tmax = 1;
% Produce the solution
[t,x] = ode45(@(t,x) RHS1(t,x, gamma,n), [0,tmax], x0);
% % Plot u an v
% figure(1)
% plot(t,x);
% Plot u
figure(1)
plot(x(1,1:n),'LineWidth',5)
hold on
plot(x(98,1:n),'LineWidth',5)
hold on
plot(x(132,1:n),'LineWidth',5)
hold on
plot(x(157,1:n),'LineWidth',5)
hold on
plot(x(end,1:n),'LineWidth',5)
xlim([5 35])
    xlabel('k','Color','k')
ylabel('u(t)','Color','k')
    set(gca,'FontSize',20)
```

```
% Plot v
% figure(3)
% plot(x(1,n+1:2*n));
% Plot u
figure(4)
plot(x(end,1:n),'LineWidth',7)
xlim([5 35])
    xlabel('k','Color','k')
ylabel('u(t)','Color','k')
    set(gca,'FontSize', 20)
```


## B. 2 Matlab Code to Solve Equation (1.3.2)

We use this code in section 1.3 to plot Figures $1.2,1.3$.

```
close all;clear;
```

$\mathrm{n}=100$; $\%$ number of time steps;
nwalks =5000; \% number of particles

```
    %Define an array of uniformly distributed jumps at
    each time step for each particle.
    %x = sing(x) ensures that }x\mathrm{ is an
    %array of +1 and -1 (right and left jumps resp). Each
    column represents a
    %walker and each row is the jump made by that walke
        rat the specified time
        %step
    alpha = .7;
x = (rand(n, nwalks) - alpha.*ones(n, nwalks));
x=sign(x); %if sign of x postive give 1 if it negative
    give -1
% % At t=0, all particles are at 0.
    x=[zeros(1,nwalks);x(1:end-1,:)];
% Take the cumulative sum of x in the "row" direction
        (i.e. down each
% column) z is now an array the columns of which
        contain the location of
% each particle at all times reading from t=0 at the
        top to t= n at the
% bottom
```

```
z=cumsum(x,1);
% Compute the average value
z_mean=mean(z,2);
% plot all walks
figure(1)
h=plot(z,0:n-1,'Color', [0.7 0.7 0.7]);
hold on;
% plot the mean walk
    hmean=plot(z_mean,0:n-1,'b','LineWidth',1.5);
% hold on;0
% h1=plot((z(1,:)) , 1:100,'k');
    hold on;
    h2=plot((z(:,50)),0:n-1,'r');
legend([hmean,h2],'Mean','Example Trajectory')
ylabel('Time t')
hold off
```

```
%Generate histogram at time 50
figure(3)
histogram(z(50,:));
%
```


## B. 3 Matlab Code to Plot the Dispersion Relation

We use this code to plot the dispersion relations in this thesis, and the parameters values generate Figure (3.2) in section 3.4

```
dd1= [1];%1
dd2=[.313]; % dv
dd3 = [.313]; % du
dd4= [.1];% d
```

\% paramters
delta=. $6 ;$
gam=1;
beta=. 1 ;
\% steady statee
ustar=delta; \%u0
vstar $=\operatorname{gam} *($ delta -beta$) *(1-$ delta $) ; \% \operatorname{vo}$

```
%Jacupain
fu= -gam*ustar*(2*ustar-(beta+1));
fv=-ustar;
gu= vstar;
gv=0;
```

    \(\mathrm{ddc}=[8.5,1.5625,1.565]\);
    $\mathrm{k}=\operatorname{linspace}(0,100,10000)$;
for $j=1:$ length (dd4)
$d 4=\operatorname{dd} 4(j) ;$
$d 3=d d 3(j)$;
$d 2=d d 2(j) ;$
$d 1=d d 1(j) ;$
$d c=\operatorname{ddc}(j) ;$
$\% \quad \operatorname{lab}\{j\}=\operatorname{sprintf}(1 d 1=\% .2 f, d 2=\% .2 f, d 3=\% .3 f, d 4=\% .2 f, d c$
$\left.=\% .2 f^{\prime}, d 1, d 2, d 3, d 4, d c\right) ;$
$G=@(k) k^{\wedge} 2 *(d 1+d 4)-g a m *(f u+g v) ;$
$h=@(k) k \wedge 4 *(d 1 * d 4-d 3 * d 2)-g a m *(d 4 * f u+d 1 * g v-d 3 * f v-d 2 *$
$\mathrm{gu}) * \mathrm{k}^{\wedge} 2+\mathrm{gam}{ }^{\wedge} 2 *(\mathrm{fu} * g v-\mathrm{fv} * \mathrm{gu}) ;$

```
    pc=@(k)roots([1, (k^2*(d1+d4) -gam*(fu+gv)),k^4*(d1*
    d4-d3*d2)-gam*(d4*fu+d1*gv-d3*fv-d2*gu)*k^2+gam
    ~2*(fu*gv-fv*gu)]);
    %Compute some values for plotting
    for i=1:length(k)
    lam_k(j,i)=max(real(pc(k(i))));
        h_k(j,i)=h(k(i));
        G_k(j,i)=G(k(i));
    end
end
cond1=fu+gv;
cond2=fu*gv-fv*gu;
cond3=(d1*d4-d3*d2);
cond4=(d4*fu+d1*gv-d3*fv-d2*gu)
cond5=(d4*fu+d1*gv-d3*fv-d2*gu) ^2-4*(fu*gv-fv*gu)*(d1*
    d4-d3*d2);
figure(1);
plot(k.`2, lam_k,k([1, end]),[0,0],'k--',''LineWidth', 3)
% ylim([-10 30])
    xlim([00 80])
% legend(lab{:})
% legend('d<dc','d=dc','d>dc');
xlabel('k^2','FontSize',16)
ylabel('Re \lambda(k^2)','FontSize',16)
```

```
% title('Plot of the eigenvalue Re\lambda(k^2)')
set(gca,'FontSize',20)
figure(2)
plot(k.^2,h_k,k([1,end]),[0,0],'k--','LineWidth',3)
% ylim([-10 65])
    xlim([0 80])
% legend(lab{:});
% legend('d<dc','d=dc','d>dc');
xlabel(' k^2','FontSize',16)
ylabel('H(k^2)','FontSize',16)
% title('Plot of H(k^2).')
set(gca,'FontSize',20)
```


## B. 4 PDEPE

PDEPE is MATLAB function that solve initial-boundary value problems for parabolicelliptic PDEs in 1-D. We use it to solve all the partial differential equations in this thesis. For example this code used to solve the new non-linear cross-diffusion system.

```
function []=CDpde()
m=0;
xmax=1;
tmax=152;
xstep=200;
tstep=5;
x=linspace(0,xmax,xstep);
```

```
t=linspace(0,tmax,tstep);
%parameters
global d1;
global d2;
global d3;
global d4;
global ri;
global di;
global dm,
global rm;
global beta;
global alpha;
global A;
global B;
global C;
global D;
global kk;
global a;
global b;
global cc;
global gam;
global sig;
global mu;
global rho;
```

```
global p;
```

```
%%Yahong model a
global delta;
global gam;
global beta;
% %%pp with alle effect
delta=.6;
gam=.2;
beta=.4;
d1=0.0007; % du
d2=6; % dv
d3 = 6; % dv
d4=0.0007 ; %du
```

```
    options=odeset('RelTol',1e-6,'AbsTol',1e-6);
sol=pdepe(m,@CDfun,@CDinitial,@CDbc,x,t,options);
u=sol(:,:,1);
v=sol(:,:,2);
```

```
% plot u
figure(1);
plot(x,u,'LineWidth',3);
    lgd = legend(['t=' num2str(t(1))],['t=' num2str(t(2))
            ],['t=' num2str(t(3))],['t=' num2str(t(4))],['t='
            num2str(t(5))]);
    xlabel('x','Color','k')
ylabel('u(x,t)','Color','k')
    set(gca,'FontSize',20)
% plot v
figure(2);
plot(x,v,'LineWidth',3);
        lgd = legend(['t=' num2str(t(1))],['t=' num2str(t(2))
            ],['t=' num2str(t(3))],['t=' num2str(t(4))],['t='
            num2str(t(5))]);
    xlabel('x','Color','k')
ylabel('v(x,t)','Color','k')
        set(gca,'FontSize',20)
% % annotation('arrow', [.2 .2], [.25 .45]);
% annotation('arrow', [.5 .5], [.8 .6]);
```

```
% % plot of derivative of soln
% figure(5)
% plot(x,dif_1,'LineWidth',3)
% xlabel(' x')
% ylabel('^{du}/_{dx}','Color','k')
% set(gca,'FontSize',20)
%
%
% figure(6)
% plot(x,dif_2,'LineWidth',3)
% xlabel(' x')
% ylabel('^{du}/_{dx}','Color','k')
% set(gca,'FontSize',20)
%
% figure(7)
% plot(x,dif_3,'LineWidth',3)
% xlabel(' x')
% ylabel('^{du}/_{dx}','Color','k')
% set(gca,'FontSize',20)
%
% figure(8)
% plot(x,dif_4,'LineWidth',3)
% xlabel(' x')
% ylabel('^{du}/_{dx}','Color','k')
% set(gca,'FontSize',20)
function [c,f,s]=CDfun(x,t,u,DuDx)
```

```
%function
global d1;
global d2;
global d3;
global d4;
global beta;
global alpha;
global A;
global B;
global C;
global D;
global kk;
global a;
global b;
global cc;
%%%shi model
global gam;
global sig;
global mu;
global rho;
global p;
```

\%\%Yahong model a
global delta;

```
global gam;
global beta;
c=[1;1];
%simple c-d flux
% f=[d1*DuDx (1)+d2*DuDx (2);d4*DuDx(2) +d3*DuDx (1)];
%non-linear c-d flux
f=[d1*(1-u(1))*DuDx(1)-d2*u(1)*DuDx (2); d3*(1-u(2))*DuDx
    (2) - d 4*u(2)*DuDx (1)];
%reaction term
    s=[gam*u(1)*(u(1)- beta)*(1-u(1))-u(1)*u(2);u(1)
        *u(2)-delta*u(2)];
function value=CDinitial(x)
% % % % small pret
    u0=.6+.1*(cos(1*pi*x));
v0=.0160+.0001*(cos(1*pi*x));
```

```
value=[u0;v0];
```

```
% step function
% value=[1;.1];
% if ((x >.5) && (x>.7));
% value = [0,.1];
% end;
    function [pl,ql,pr,qr]=CDbc(xl,ul,xr,ur,t)
    %no flux
pl=[0;0];
ql=[1;1];
pr=[0;0];
qr=[1;1];
```


## B. 5 Pplane Tool

The pplane [24] is software that allows the user to utilize a graphical interface to plot direction fields for differential equations. Instead of defining array vectors of all points in the range of the desired differential equation graph, a user can simply enter their equations in the software, determine the desired range to graph, and the shape of the arrow. This MATLAB package was written and developed by the professor of Rice

University John C. Polking. He made this software free for use in educational institutions [37].
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