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Abstract

Deep learning (DL) is currently the largest area of research within artificial intelligence (AI). This success can

largely be attributed to the data-driven nature of the DL algorithms themselves: unlike previous approaches

in AI which required handcrafting and significant human intervention, DL models can be implemented and

trained with little to no human involvement. The lack of handcrafting, however, can be a two-edged sword. DL

algorithms are notorious for producing uninterpretable features, generalising badly to new tasks and relying

on extraordinarily large datasets for training. In this thesis, on the assumption that these shortcomings

are symptoms of the under-constrained training setup of deep networks, we address the question of how to

incorporate knowledge into DL algorithms without reverting to complete handcrafting in order to train more

data efficient algorithms. We start by motivating this line of work with an example of a DL architecture

which, inspired by symbolic AI, aims at extracting symbols from a simple environment and using those for

quickly learning downstream tasks. Our proof-of-concept model shows that it is possible to address some of

the data efficiency issues as well as obtaining more interpretable representations by reasoning at this higher

level of abstraction. Our second approach for data-efficiency is based on pre-training: the idea is to pre-train

some parts of the DL network on a different, but related, task to first learn useful feature extractors. For our

experiments we pre-train the encoder of a reinforcement learning agent on a 3D scene prediction task and

then use the features produced by the encoder to train a simulated robot arm on a reaching task. Crucially,

unlike previous approaches that could only learn from fixed view-points, we are able to train an agent using

observations captured from randomly changing positions around the robot arm, without having to train a

separate policy for each observation position. Lastly, we focus on how to build in prior knowledge through

the choice of dataset. To this end, instead of training DL models on a single dataset, we train them on a

distribution over datasets that captures the space of tasks we are interested in. This training regime produces

models that can flexibly adapt to any dataset within the distribution at test time. Crucially they only need a

small number of observations in order to adapt their predictions, thus addressing the data-efficiency challenge

at test time. We call this family of meta-learning models for few-shot prediction Neural Processes (NPs).

In addition to successfully learning how to carry out few-shot regression and classification, NPs produce

uncertainty estimates and can generate coherent samples at arbitrary resolutions.
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Chapter 1

Introduction

Deep learning (DL) has attracted a lot of attention from the machine learning (ML) community over the past

decade. The excitement around this particular field of research has, without a doubt, been fueled by its many

exceptional successes [Levine et al., 2016, Mnih et al., 2015, Silver et al., 2016]. Crucially, DL has also been

successfully applied to a wide range of real world problems beyond academic research [Karpathy and Fei-Fei,

2015, Xu et al., 2015, Vaswani et al., 2017, Senior et al., 2020]. At a higher level, the exceptional achievements

of DL can largely be attributed to ongoing hardware improvements (such as GPUs and TPUs), as well as the

increased availability of large training datasets. Equipped with these tools, practitioners have been able to

train increasingly complex DL models, while establishing crucial theoretical and practical foundations along

the way. These advances continue to drive the extraordinary growth of the DL field of research today.

Despite these successes some downsides of deep learning algorithms are becoming increasingly apparent. One

of the most critical ones is their data inefficiency [Lake et al., 2017, Garnelo et al., 2016, Marcus, 2018]:

training neural networks on supervised tasks, a problem which is largely considered to be solved today,

usually requires datasets with thousands of samples. Training reinforcement learning (RL) agents often calls

for several orders of magnitude more samples in the form of experience. Whether the data needs to be

labelled, as in the case of supervised learning, or gathered from interactions with an environment, as in RL,

these numbers are prohibitively large for most real-world applications. To make matters worse, a trained

network will often not generalise well to test samples that lie outside of the distribution of the training set,

limiting the application of deep models to data samples that are similar to the training samples.

The work presented in this thesis can be split into three separate research ideas. A common objective among

all of them is to address the data intensity of deep learning algorithms. To this end, we take inspiration

from three different research areas of artificial intelligence to explore whether various aspects of deep learning

models can be rendered more efficient. We start by motivating the need for data efficiency with a simple
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experiment in chapter 3 where, inspired by symbolic methods, we test whether concept-level reasoning allows

for faster adaptation to new tasks. Our second approach is based on model pre-training methods and addresses

the question of whether pre-training parts of our deep neural model on different, but relevant tasks can result

in increased data efficiency on other down-stream tasks. Finally, we take inspiration from few-shot prediction

models (such as Gaussian processes) to develop neural algorithms that are flexible and data-efficient at test

time.

We start with a simple motivating example in chapter 3 where we take inspiration from symbolic reasoning

to design our neural network architecture. Symbolic methods are not subject to many of the drawbacks of

deep learning algorithms. Given that the symbolic language is defined in terms of objects and relations,

symbolic algorithms are able to reason at a higher level of abstraction than neural networks, whose input is

usually higher-dimensional raw data samples (e.g. pixel values of an image). This abstraction allows symbolic

methods to generalise at a higher conceptual level, whereas deep learning algorithms often fail to generalise to

tasks that would seem trivial to a human (the prediction of a deep image classifier can be changed drastically

by adding some human imperceptible noise, for example) [Akhtar and Mian, 2018]

Combining symbolic and deep methods, however, is not straightforward. Symbolic approaches owe the

abstraction of their representations to careful human handcrafting, whereas deep learning models leverage a

large part of their power from the data directly with little constraints on what the intermediate representations

generated by the network should look like. As part of this work we build a deep architecture that extracts

salient features from an image and returns a list of symbols and their relations. This list is then passed on

to a reinforcement learning system that learns a policy based on the higher-level symbols rather than some

unstructured latent representations. We show that by taking this approach the resulting agent is able to

generalise better to unseen situations. Moreover, when trained on a single task, the agent doesn’t overfit and

is able to generalise to new tasks at test time.

In chapter 4 we tackle the data-efficiency problem from a pre-training point of view. Pre-training is a

technique widely used in machine learning whereby a deep network that has been trained on a particular

task is reused for a different task by either using it to initialise the parameters for fine-tuning or as a feature

extractor. The idea behind pre-training is that there are common patterns between the two tasks that render

the weights of the pre-trained network more useful than random initialisation. This method is particularly

common in computer vision, where the image encoders often consist of large networks which have been pre-

trained on natural images. Using these pre-trained networks has been shown to result in better performance

on other down-stream tasks such as classification [Sharif Razavian et al., 2014, Erhan et al., 2010, Hendrycks

et al., 2019].

In the case of image classification (or any similar task which requires image processing) it is clear why using

a network that has been pre-trained on natural images can help speed up the learning process, as the first
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network will pick up common patterns of pixels that are present in most natural images. It is less straight-

forward, however, how this notion of pre-training can be generalised to tasks where the common pattern is

not as obvious e.g. reinforcement learning (RL). In order to obtain a pre-trained network that is useful for

other complex downstream tasks it is therefore crucial to design a suitable pre-training task. In chapter 4

our goal is to train an RL agent that successfully learns to carry out a simulated reaching task in a 3D

environment. Crucially, we want the agent to take in observations which are taken from any point in 3D

space (within a reasonable distance) as input, rather than images observed from a fixed camera position as is

usually the case in RL. In order to train this agent in a data-efficient manner we pre-train the input encoder

on a separate task. Given that we want the encoder to produce representations that are small and invariant

to the position of the observer, we first train a generative query network (GQN) [Eslami et al., 2018a], a

recently introduced model of scene understanding which is able to carry out scene predictions from varying

camera angles, to reconstruct scenes from the reaching task. Using the trained GQN encoder to pre-process

the agent’s observations leads to significantly faster learning and more robust performance on the reaching

task compared to architectures which are trained from scratch.

For the final part of this thesis we focus on data-efficiency at test time and to this end we draw inspiration

from Gaussian processes (GPs). GPs are non-parametric, Bayesian models which are usually applied to

few-shot regression tasks. Unlike neural networks, GPs are not trained. Depending on the kernel and its

parameters a GP will capture a certain prior belief over the underlying ground truth function. This belief

is expressed in terms of a mean estimate as well as a measure of uncertainty over the predicted values given

any observations. As we add observations of the ground truth this belief is updated in a Bayesian fashion.

Because GPs are regressing entire distributions over functions rather than a single function, they are able to

adapt to any instantiation of a function at test time. In addition, since GPs carry a prior belief over what

the function space looks like they can produce reasonable predictions from few observations already.

In order to combine ideas from GPs with neural networks we modify the training regime of standard deep

models in chapters 5 and 6. Instead of training on a dataset that consists of several mini-batches drawn

from a single function we use datasets consisting of distributions over functions. For example, rather than

training a network to regress a function describing the dynamical model of a single cartpole pendulum we

train our model on functions that model lots of different cartpoles with different properties. As a result our

model learns a whole distribution over functions from the dataset, rather than a single one and can narrow

down its predictions on what cartpole it is observing based on observations it is given at test time. This

type of training setup is currently also often referred to as meta-learning and it has been successfully applied

to classification [Vinyals et al., 2016, Rusu et al., 2018] as well as reinforcement learning tasks [Finn et al.,

2017]. In chapters 5 and 6 we introduce Neural Processes (NPs), which learn to carry out these few-shot

regression tasks and are able to generate accurate predictions from a limited number of observations at test

time.
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In addition to viewing the work in this thesis through the lens of data-efficiency it is also possible to interpret

the different approaches as alternative ways of building in prior knowledge into a deep learning system. In

the case of the symbolic approach the prior knowledge is built in by handcrafting parts of the architecture

to produce individual symbols. In doing so we are explicitly incorporating a notion of objects and object

persistence over time. In addition, by focusing on the relation between symbols rather than considering them

individually we build in our belief that relational information is important for higher level reasoning. In the

case of the pre-trained model in the following chapter we are building in prior knowledge about our goal task

by designing pre-training tasks that will capture relevant information about the final task and speed up the

training process. In this case the prior is not explicitly built into the architecture but is instead expressed

through the choice of pre-training task. Finally, neural processes learn to capture some prior belief over what

the underlying ground truth function looks like from the data directly. Unlike Gaussian processes, for NPs

the prior knowledge is not incorporated through the choice of kernel. Instead, we build in prior knowledge

by selecting a training dataset that we believe captures a reasonable prior over the test-time distribution of

interest.

The rest of this thesis is structured as follows:

• We introduce the relevant technical background in Chapter 2. This includes neural networks (Sec-

tion 2.1), generative models (Section 2.3), non-parametric methods (Section 2.4) and reinforcement

learning (Section 2.5).

• In Chapter 3 we present our neuro-symbolic model and compare its performance against DQN on a

simple pick-up game.

• We use the representations from a pre-trained generative query network to train a reinforcement learning

agent in Chapter 4 and show that doing so improves robustness and accelerates learning.

• In Chapter 5 we introduce conditional neural processes, a family of models that extend the training

regime of generative query networks to tasks beyond scene understanding such as few-shot regression

and few-shot classification.

• We introduce neural processes, the latent variable version of conditional neural processes in Chap-

ter 6 and show how this extension allows us to generate different coherent predictions on the few-shot

regression tasks.
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1.1 Publications

The following peer-reviewed publications have come out of the research presented in this thesis:

Garnelo, Marta, Kai Arulkumaran, and Murray Shanahan. Towards deep symbolic reinforcement learning.

NIPS - Deep Reinforcement Learning Workshop, 2016

For this publication I developed the main idea and the experimental setup in collaboration with my PhD

advisor Prof Murray Shanahan. I implemented the environment and the model and carried out all of the

experiments except for the baseline on DQN which was done by the second author. The paper was written

jointly with Prof Shanahan.

SM Ali Eslami, Danilo Jimenez Rezende, Frederic Besse, Fabio Viola, Ari S Morcos, Garnelo, Marta,

Avraham Ruderman, Andrei A Rusu, Ivo Danihelka, Karol Gregor, et al. Neural scene representation and

rendering. Science, 360(6394):1204–1210, 2018b

As part of this paper I carried out the experiments that used GQN for reinforcement learning. All other

sections of the paper focus on the scene understanding task, while this section shows that the representations

learned by GQN can be applied to other downstream tasks as well. I created the environments and the

models and trained GQN and RL agents (the latter with the help of Andrei Rusu). I also wrote the RL part

of the paper.

Garnelo, Marta, Dan Rosenbaum, Christopher Maddison, Tiago Ramalho, David Saxton, Murray Shana-

han, Yee Whye Teh, Danilo Jimenez Rezende, and Ali Eslami. Conditional neural processes. In International

Conference on Machine Learning, 2018a

The idea for CNPs was primarily developed by me (in conversations with Dan Rosenbaum, Ali Eslami and

Danilo Rezende). I designed, implemented and ran the experiments for the paper and also wrote the majority

of the paper.

Garnelo, Marta, Jonathan Schwarz, Dan Rosenbaum, Fabio Viola, Danilo J Rezende, SM Eslami, and

Yee Whye Teh. Neural processes. In ICML Workshop on Theoretical Foundations and Applications of Deep

Generative Models, 2018b As with CNPs this project was primarily driven and carried out by me. I also

received help writing from Prof Yee Whye Teh and Jonathan Schwarz ran the experiments for the section on

Bayesian optimisation.
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Chapter 2

Technical Background

2.1 Neural networks

Neural networks (NNs) lie at the core of deep learning research. At a higher level, NNs can be used as

function approximators that map an input x to an output y = f(x) via a sequence of transformations and

non-linearities. More concretely, a neural network consists of several layers of ‘neurons’ (thus the name neural

network) that are connected in a particular fashion. The first layer is referred to as input layer and, similarly,

the last layer is called output layer. Any layers in between are termed hidden layers as their values are, in

principle, unknown to the user. We will refer to the jth neuron of the ith hidden layer as hi,j . In the case

of feedforward networks, hi,j is connected to all the neurons of the previous layer hi−1 and the following

layer hi+1. The activations of all the neurons hi in layer i is therefore a function of the activations of hi−1

weighted by the connection weights Wi.

hi = Wihi−1 + bi (2.1)

where hi and hi−1 are vectors of length ni and ni−1 respectively and ni and ni−1 correspond to the number

of neurons in layers i and i − 1. Wi is the weight matrix of shape ni × ni−1 containing the weights of the

connections between layers i and i− 1 and finally bi is the vector of biases of length ni.

As a result of stacking several of these layers deep neural networks of sufficient capacity are able to approx-

imate functions of arbitrary complexity. In order to achieve this, however, one needs to include non-linear

activation functions between the linear layers described in equation 2.1. These activation functions are usually
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Figure 2.1: Schematic of a fully connected neural network with two hidden layers.

added on top of each layer in the network as:

hi = g(Wihi−1 + bi) (2.2)

Some of the most common choices include (see Figure 2.2 for plots of the functions):

• Rectified Linear Units (ReLU) - ReLU is the the most commonly used activation function. It is

given by

g(x) = max(0, x) (2.3)

which is an easy function for optimisation as it corresponds to a linear function for non-negative values.

Extensions of this activation function include leaky ReLU [Maas et al., 2013] where a fixed small value

is chosen instead of 0 in equation 2.3 or parametric ReLU [He et al., 2015] where this small value is

learned.

• Logistic Sigmoid - The sigmoid activation function is defined as:

g(x) =
1

1 + exp(−x)
(2.4)

Sigmoid units are bounded from above and below and quickly saturate for very positive and very

negative values. Because they are only sensitive to a small range of values around 0 their use is now

discouraged.

• Hyperbolic Tangent - The hyperbolic tangent function is closely related to the sigmoid function

with:

tanh(x) = 2σ(2x)− 1 (2.5)
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(a) ReLU activation. (b) Sigmoid activation. (c) Hyperbolic tangent activation.

Figure 2.2: Three different types of activation functions.

where σ(x) corresponds to the sigmoid function described in equation 2.6. The hyperbolic tangent is

generally preferred over the sigmoid as it passes through the origin (0, 0) and therefore its behaviour

is somewhat more similar to that of a linear function.

The output of the final layer is often left as is (this could be considered as using a linear unit as the output

activation). An alternative approach used for representing probability distributions over the output values is

the softmax activation. This output unit is a generalisation of the sigmoid unit and is dfined as:

g(x) =
exp(x)∑
exp(xj)

(2.6)

Softmax functions are usually applied to classification tasks where they produce a probablility distribution

over the possible labels.

2.1.1 Optimisation

The idea behind training a neural network is to learn the parameters θ (consisting of the weights W and

biases b in equation 2.1) such that the resulting network fθ(x) is able to approximate the desired target

function. More concretely, our goal is to update the parameters θ such that the network’s performance,

as assessed by an objective function L(θ) (also called cost function or loss function), improves with every

iteration. As such, at its core this training procedure is an optimisation problem, where the best possible

performance will correspond to the global minimum of our objective function.

θ∗ = arg minL(θ) (2.7)

The most common approaches to this optimisation problem are gradient descent-based methods. At a higher

level these methods use the derivative of the objective function L′(θ) = dL
dθ to update the parameters along

the descending slope of L. While gradient-based methods work well in practice, the fact that L is non-convex
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can lead the optimisation to converge on critical points that don’t correspond to the global minimum but

where L′(θ) = 0 still holds, such as local minima and saddle points.

In the context of neural networks the derivative is taken with respect to a vector rather than a single value

and as such we speak of gradients. More concretely, the gradient is a vector containing the partial derivatives

∂
∂xi

f(x) for all dimensions i of x. We denote the gradient of f(x) as ∇xf(x). The update rule for the

network’s parameters θ is then given by:

θ′ = θ − α∇θL(θ) (2.8)

where α is the learning rate.

The gradient of the objective function∇θL(θ) is calculated via back-propagation. Given some measure l(y, ŷ)

that evaluates the prediction ŷ = fθ(x) from our network for any input x we define the objective function as

L(x) = l(fy,θ(x)) (2.9)

The relation between the gradients of this objective function L with respect to θ and f is given by the chain

rule:

∇θL =

(
∂fθ(x)

∂x

)⊤

∇fL (2.10)

As a result in order to determine the gradients we need to calculate the Jacobians of the operations in our

computation graph and use them to propagate the gradient backwards.

So far we have not specified the loss function l(y, ŷ) that we are using for our network. There are many

options and some of the most common ones are:

• Mean Squared Error (MSE): commonly used for linear regression.

l(y, ŷ) =
1

N

N∑
n=1

(
yn − ŷn

)2
(2.11)

• Squared L2 Norm: effectively an unnormalised MSE loss.

l(y, ŷ) =

N∑
n=1

(
yn − ŷn

)2
(2.12)

• Cross entropy: a common choice for classification tasks. In the binary case the loss is given by:

l(y, ŷ) = −d log(ŷ) + (1− d) log(1− ŷ) (2.13)
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where d is a binary variable that corresponds to 1 if the data point was assigned to the correct class

and 0 if it was not.

Finally one needs to choose an optimiser to carry out the gradient descent updates. There are a large number

of variations (see [Ruder, 2016] for an extensive overview) that usually differ in the way they adapt the learning

rate α in Equation 2.10. For the majority of the experiments we will make use of an optimiser called Adam

(Adaptive Moment Estimation). At a high level Adam adapts the learning rate of each individual parameter

by taking into consideration the recent history of each parameter’s gradient as well as each parameter’s

squared gradient. Using the parameter’s previous gradients corresponds to adding ‘momentum’ to the learning

rate, which encourages larger values of α along steeper directions and dampens oscillatory behaviour. In

addition, Adam uses the square gradients of the previous time steps to encourage larger learing rates for

parameters that correspond to infrequent features in the data.

2.2 Common types of Neural Networks

In recent years a number of neural modules have established themselves as fundamental building blocks for

current deep architectures. In the following we outline a few of the most important ones.

2.2.1 Convolutional neural networks

Convolutional neural networks (CNNs) are a common type of network that is primarily applied to image

data. CNNs differ from fully connected networks in the wiring between layers: rather than being connected

to every neuron of the previous layer hi−1, neurons are only connected to units in its so-called receptive field.

In the case of 2-dimensional data this is usually a square patch of small dimensions. Crucially, the weights

that connect this patch to the neuron in the next layer are shared across all of the patches in that layer.

As an illustration imagine a 3 × 3 matrix of weights that is shifted pixel-wise across an image and at every

position we obtain the neuron of the next layer by summing the products of the weight matrix with the pixel

values. This type of architecture has some desirable properties:

• Sparse connectivity: rather than connecting all the neurons between two layers CNNs capture local

correlations in the data. These local correlations play a crucial role for image processing, for example.

• Translation invariance: given that the same weights are applied to the different patches, features of

the data (e.g. egdes) will be captured regardless of their position within the image.

• Parameter sharing : since all receptive fields share the same weights, the number of parameters of

CNNs is significantly smaller than feedforward networks.
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Figure 2.3: The graphical model for recurrent neural networks.

Some CNNs include so-called pooling layers between the convolutional layers that reduce the dimensionality

of the image by summarising the value of a patch using a single value. This is usually achieved by either

selecting the maximum value within the receptive field (max-pooling) or taking the average over the patch

(average-pooling).

Throughout this thesis we will make use of CNNs whenever we need to process image input (Chapters 3, 4

and 5).

2.2.2 Recurrent neural networks

When working with sequential data the most common family of models are Recurrent Neural Networks

(RNNs). Unlike feedforward networks RNNs are defined recursively:

h(τ) = fθ(h
(τ−1), x(τ)) (2.14)

where h(τ) is the output at the τ th iteration. In contrast to feedforward networks where the number of

layers is fixed, the number of iterations in RNNs can be of variable length. The diagram in Figure 2.3a

is a visualisation the update rule described in equation 2.14. However it is often easier to visualize the

computational graph of RNNs by unfolding it as shown in figure 2.3b.

Long Short-Term Memory networks (LSTM)

While RNNs are well suited for time series, training them over large numbers of iterations can lead to vanishing

gradients and long-term dependencies might not be captured. LSTMs [Hochreiter and Schmidhuber, 1997]

overcome this problem by introducing an additional variable c that captures the long-term dependencies along

with a differentiable gating mechanism that determines how c is updated at every iteration (see Figure 2.4

for a schematic of the LSTM and how it compares to an RNN).

More concretely, at every iteration τ the input xτ and the previous state hτ−1 are combined and passed

through three different gating mechanisms. The first one is termed the ‘forget gate’ as it calculates a mask
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Figure 2.4: RNN (left) vs LSTM (right). See section 2.2.2 for a detailed explanation.

f1τ over the values in the long-term memory cτ−1. The second gate is the ‘input gate’ and it combines a

second mask f2τ with the updates c′τ for the long-term memory, to determine how the long-term memory

is going to be modified after having been processed by the forget gate. Finally the ‘output gate’ takes in

the previous state hτ−1 and returns an updated estimate h′τ which is combined with the updated long-term

memory cτ to produce the next state hτ .

LSTMs have been applied to a wide range of tasks such as speech recognition [Graves et al., 2013, Fernández

et al., 2007, Graves and Schmidhuber, 2005], time series prediction [Schmidhuber et al., 2005] or handwriting

recognition [Graves and Schmidhuber, 2009, Graves et al., 2008] and have established themselves as the most

effective deep learning model for processing time series. In addition to being powerful and flexible models

RNNs and LSTMs have the following benefits:

• Variable length: given that linear algebra underlies most of deep learning, the sizes and shapes of

most elements (layers, weights, inputs) have to be specified in advance and remain fixed. RNNs and

LSTMs, however, are capable of working with data of varying length.

• Weight sharing: Similarly to CNNs that apply the same set of weights to each receptive field, RNNs

share the weights between the computations at every step. This significantly reduces the overall number

of parameters that need to be trained.

Although none of the work in this thesis handles temporal sequences directly we make use of LSTMs as part

of a recurrent generative model for images in the decoder of the generative query network (this is described

in more detail in section 4.2).

2.2.3 Relational Modules

So far we have considered convolutional networks, which incorporate a spatial bias and recurrent networks

which are suitable for processing sequential data. Another bias that is straight forward to build into a deep
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Figure 2.5: Schematic of a relation network.

learning architecture is a relational bias. This can be done by explicitly establishing connections between all

the different sub-parts of the input data in our neural network architecture.

Relation Networks

Relation networks (RN) [Santoro et al., 2017] encode data (e.g. an image) into an intermediate representation

r, which is divided into n smaller patches that capture different parts of the input. These patches are

concatenated in pairs forming a n × n grid of patch combinations. The concatenated patches are passed

individually through another network before being aggregated into a single representation by adding them

up. More formally:

RN(O) = gϑ

( n∑
i=1

n∑
j=1

hθ(oi, oj)
)

(2.15)

where O is a set of n objects {o1, o2, ..., on}, oi ∈ Rm (in practice these correspond to the patches in the

images) and g and h are neural networks with parameters ϑ and θ respectively.

At a higher level, this type of architecture enforces the processing of the relations between the patches and

has been shown to perform better than regular deep networks on tasks that require relational reasoning.

2.2.4 Autoencoders

Autoencoders are neural models for data compression that have become widely used for representation

learning, particularly in the field of generative models. In their simplest form autoencoders are multi-layer

feedforward networks with varying layer sizes, which are trained to produce an output that is as close as

possible to the input.

In practice, the number of neurons in the first half of the network typically decreases with every layer, while

the size of the layers in the second half increases layer-wise until it reaches the original size at the output-layer.

31



The smallest layer in the center can be seen as a compressed version of the input data and is often referred to

as the intermediate representation of the autoencoder (although technically any intermediate representation

would fit that description). Because this representation is usually the focal point of autoencoders people

refer to the layers preceding it as the ’encoder’ since it ’encodes’ the input data (e.g. an image) into a

lower-dimensional representation (e.g. a single vector). Similarly the layers that decompress the latent

representation into the original input data are called the ’decoder’.

More formally an autoencoder can be described as:

r = hθ(y) (2.16)

ŷ = gϑ(r) (2.17)

where r is the (generally) lower dimensional intermediate representation, h and g the encoder and decoder

of the autoencoder with parameters ϑ and θ respectively and ŷ the model’s prediction of the input y. The

parameters are updated using the difference between the prediction ŷ and the input y as the loss.

In Chapter 3 we make use of an autoencoder as a way of training an unsupervised neural model to pick

up salient regions of the images. The encoder of the trained autoencoder is then used in a second stage to

produce representations which are processed into symbols and fed to the reinforcement learning agent.

In the case of autoencoders the mapping from input data to latent representation and back to input space

is completely deterministic. In the following section we will introduce variational autoencoders which take a

probabilistic approach to autoencoders.

2.3 Generative models

Machine learning algorithms can be broadly divided into two categories: discriminative models and generative

models. Given an observed variable x and a target variable y discriminative models model only p(y|x) whereas

generative models learn the joint probability p(x, y). This can be particularly useful if the target variable y

is an unobserved latent variable z and training p(z|x) directly is not an option.

Consider a set of random variables with the joint distribution p(x, z) where x are observed and z latent

variables. We can generate samples of x by first sampling from p(z) and then from p(x|z). Alternatively we

can compute the value of the unseen variable z given some observation x by sampling from p(z|x). We refer

to this second process as inference. Calculating p(z|x), however, is intractable as it requires computing the

following integral:
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Figure 2.6: Left: Graphical model for a VAE. Middle: The prediction task carried out by a VAE on the
MNIST dataset. Right: latent traversals with disentangled representations of models trained on the 3D
Shapes dataset (figure from [Kim and Mnih, 2018])

p(z|x) =
p(z, x)

p(x)
=

p(z, x)∫
z
p(x, z)dz

(2.18)

One approach to approximating the density of p(z|x) is to use sampling methods such as Markov chain Monte

Carlo. A second approach is to apply variational inference, which we explain in the following section.

2.3.1 Variational Inference

Variational inference is a powerful statistical tool for approximating intractable integrals [Blei et al., 2017].

In the context of Bayesian inference it is often used as an alternative to Markov chain Monte Carlo methods

to approximate posterior densities as in Equation 2.18.

The key idea is to choose a family of functions Q which are easy to optimise and try to find the q(z) ∈ Q that

best matches p(z|x). This turns the task of calculating an intractable integral into an optimisation problem

over a family of functions of our choice. A common variational family is the mean-field variational family.

The assumption for this type of funtions is that the latent variables are independent of each other, which

simplifies the inference process:

q(z) =
∏
i

qi(zi) (2.19)

We measure the similarity between q(z) and p(z|x) using the Kullback-Leibler (KL) divergence, a measure

for comparing probability distributions which is frequently used in variational inference. The KL divergence

is defined as:

KL
(
q(x)||p(x)

)
= Eq

[
log

q(x)

p(x)

]
(2.20)
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where the subscript in Eq indicates calculating the expected value with respect to q(x):

Eq
[

log
q(x)

p(x)

]
=

∫
x

log
q(x)

p(x)
q(x)dx (2.21)

In the following section we describe in detail how variational inference is applied in the case of variational

autoencoders.

2.3.2 Variational Autoencoders

The graphical model of variational autoencoders (VAEs) [Rezende et al., 2014, Kingma and Welling, 2013] is

shown in Figure 2.6 and corresponds to the problem setup discussed at the beginning. As motivated earlier

the goal is to learn a variational posterior q(z) that best approximates the true posterior p(z|x). We measure

similarity using the KL divergence:

KL
(
q(z)||p(z|x)

)
= Eq

[
log

q(z)

p(z|x)

]
= Eq

[
log q(z)

]
− Eq

[
log p(z, x)

]
+ log p(x) (2.22)

Note that log p(x) is a constant which we don’t have control over and therefore we can drop the last term when

minimising equation 2.22. The remaining terms correspond to the negative evidence lower bound (ELBO):

L = −Eq
[

log q(z)
]

+ Eq
[

log p(z, x)
]

(2.23)

Minimising the original KL divergence therefore corresponds to maximising the ELBO in equation 2.23. We

can rearrange the terms of the ELBO to distinguish between different components:

L = −Eq
[

log q(z)
]

+ Eq
[

log p(z, x)
]

= Eq
[
− log q(z) + log p(x|z) + log p(z)

]
= Eq

[
log p(x|z) + log

p(z)

q(z)

] (2.24)

34



(a) Target function. (b) Prior mean and variance.

Figure 2.7: An example target function and the uninformed prior mean and variance of a GP.

In this case the first term p(x|z) corresponds to the reconstruction error while the second term corresponds

to the KL between the prior p(z) and the approximate posterior q(z).

From a practical point of view, p(x|z) and q(z) are implemented as neural networks whose outputs parametrise

the mean and variance of a Gaussian distribution. The prior p(z) is often set to a standard Gaussian, as this

provides a closed form expression for the KL divergence.

Interestingly, it has been shown that weighting the KL-term induces factorised representations that are

disentangled with respect to the attributes of the dataset. If the dataset consists of images of shapes in

different colours and sizes, for example, different dimensions of a representation obtained with this type of

VAE are going to capture different attributes of the data. In this particular example fixing all the values

of the representation except for one and gradually modifying that one value would lead to changes of a

single attribute (eg. colour or size) at output level (see Figure 2.6). This modified VAE is referred to as

beta-VAE [Higgins et al., 2016].

At a higher level generative query networks (Chapter 4) and neural processes (Chapters 5 and 6) are condi-

tional VAEs. As a result the objective functions and training setups will be variations of the original ELBO

formulation described here.

2.4 Non-parametric methods

All of the models mentioned so far are implemented as neural networks and therefore fall under the category

of parametric methods. This type of algorithms learn distributions with a pre-specified, fixed functional form

which is governed by a set of learnable parameters. In the case of neural networks the form is defined by the

neural architecture, and the network weights and biases constitute the parameters. In the following sections

we will cover two of the most common non-parametric models: k-nearest neighbours and Gaussian processes.

Unlike their parametric counterparts, non-parametric models don’t assume a fixed functional form. Instead,
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their functional form grows with the number of data points and as a result they are generally more flexible

than parametric methods. However, given that non-parametric models generate their predictions by storing

and processing the data points observed so far they tend to be slower to query at test time.

2.4.1 Nearest Neighbours Methods

Despite its simplicity k-nearest neighbours (kNN) remains a common tool for data analysis. The idea behind

kNN is the following: given some context observations xc that have some associated values yc (these can be

labels in the case of classification or function outputs in the case of regression) the goal is to predict the value

of yt for a target point xt. This is achieved by measuring the distance from xt to all of the context points

xc using any given metric (eg. Euclidean or Manhattan distance) and then selecting the k closest xc points.

The estimated value for yt is the average of these k yc values.

2.4.2 Gaussian Processes

Gaussian processes (GPs) are a powerful alternative to neural networks for regression tasks. Formally, GPs

are defined as stochastic processes that consist of an infinite number of random variables. Crucially, the

distribution over any finite number of these random variables is jointly Gaussian. In the following we will

discuss how this property allows us to estimate function values yt at unseen positions xt based on some

context observations (xc,yc).

Consider the regression task mentioned in the previous section. As with kNNs, GPs make use of the context

observations (xc,yc) to make predictions at some target locations xt. However, instead of averaging over the

k-nearest neighbours, GPs combine the values of yc weighted by a metric which is defined by the so-called

kernel K(x,x). The choice of kernel will have an impact on the form of the predictions generated by the GP

and practitioners can build in any prior knowledge about the underlying data by choosing different kernels.

Common options are:

• Squared Exponential Kernel (Gaussian Kernel):

KSE(xc,xt) = σ2 exp

(
− (xc − xt)2

2l

)
(2.25)

where σ2 is the output variance and l is the lengthscale that determines how far the GP can extrapolate.

• Linear Kernel:

KLIN (xc,xt) = σ2
b + σ2(xc − c)(xt − c) (2.26)

where σ2
b corresponds to the constant variance and c to the offset.
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(a) Target with observations. (b) Posterior mean. (c) Posterior mean and variance.

Figure 2.8: The predicted mean and variance (red) given five observations (blue circles) from the target
function (blue).

• Periodic Kernel:

KPER(xc,xt) = σ2 exp

(
− sin2(π|xc − xt|/P

l2

)
(2.27)

where P is the period.

As mentioned above, the key underlying assumption of GPs is that the distribution of any subset of its

random variables are jointly Gaussian. If we assume a zero-mean prior (i.e. we don’t impose any prior

knowledge about our distribution on the model) this can be expressed as:

y ∼ N (0,K(xt,xt)) (2.28)

where N is a multivariate Gaussian parametrised by a zero-mean vector and a covariance defined by the

kernel K(x,x). For the visualizations of this section we will make use of the squared exponential kernel, but

all subsequent derivations hold under any choice of kernel.

Equation 2.28 captures the fact that for any set of target variables xt (take, for example, a vector containing

100 values on the x-axis) each sample will produce a set of variables yt (another vector of 100 values) that

all come from the same sample function. Each of the functions in figure 2.9a corresponds to one sample of

equation 2.28. Note that in the absence of any observations which narrow down our belief over the space of

possible functions, repeatedly sampling from equation 2.28 will result in functions that cover the entire space.

Importantly, the sampled functions will all behave similarly (i.e. have similar amplitudes and frequencies) as

this is defined by the kernel, which is shared across samples.

Instead of sampling functions we can also visualize the model’s predicted mean and variance on some regres-

sion task. Take the function depicted in figure 2.7a, for example, and let’s assume that this function is our

target function y = f(x) that we are trying to approximate. f is unknown to us. Since we haven’t observed

any points on this function our prior belief over what it looks like corresponds to equation 2.28 and amounts
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(a) Samples from prior. (b) Samples from posterior.

Figure 2.9: Generating samples from the prior and the posterior of a GP. Each curve corresponds to one
sample.

to the zero-mean and constant variance visualized in figure 2.7b. This uninformed prior captures our belief

over the set of possible functions before observing any context points (xc,yc).

We now turn to the more interesting task of sampling functions that agree with a set of observation points

(xc,yc). We can split y in equation 2.28 into observed context variables yc and un-observed target variables

yt. Take the example in figure 2.8a: we have our unknown underlying ground truth function from which we

have observed five context points (xc,yc) (indicated by the small circles). The goal is to predict the y-values

yt of this function at other x-values xt. For visualization purposes we will choose xt such that it covers the

entire x-range of that function in small intervals. The crucial insight here is that if two random variables yc

and yt are jointly Gaussian (which is true by eq. 2.28), their conditional probabilities are also Gaussian. We

can thus rewrite equation 2.28 as:

⎡⎣yc

yt

⎤⎦ = N
(

0,

⎡⎣K(xc,xc),K(xc,xt)

K(xt,xc),K(xt,xt)

⎤⎦) (2.29)

Taking a Bayesian approach, the posterior probability p(yt|xt,xc,yc) can then be calculated in closed-form

as:

yt|xt,yc,xc ∼ N
(
K(xt,xc)K(xc,xc)−1yc,

K(xt,xt)−K(xt,xc)K(xc,xc)−1K(xc,xt)
) (2.30)

The derivation of equation 2.30 goes beyond the scope of this introduction. For a more detailed explanation

see [Rasmussen and Williams, 2004].

From equation 2.30 we can see that computing posterior predictions for yt only requires us to calculate the

mean function
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µt = K(xt,xc)K(xc,xc)−1yc (2.31)

and the covariance function

Σt = K(xt,xt)−K(xt,xc)K(xc,xc)−1K(xc,xt). (2.32)

Calculating these two involves computing all the kernels in equation 2.29, which is straightforward once we

have defined our kernel. Note that it is necessary to invert the kernel matrix K(xc,xc) which is the reason

behind the high computational cost of GPs that notoriously scale with O(n3) where n is the number of

context points.

The resulting mean and covariance functions for the example introduced in Figure 2.8a are shown in Fig-

ures 2.8b and 2.8c respectively. Alternatively, we can also sample entire functions conditioned on the

observations, as shown in figure 2.9b.

While GPs are only used as baselines in this thesis, a large part of the motivation behind neural processes

(Chapters 5 and 6) is to recreate some of the properties of GPs with neural networks, which is why we cover

them in this technical background review as well.

2.5 Reinforcement learning

2.5.1 The Markov Decision Process Framework

Markov decision processes (MDPs) are the most commonly used framework to describe the sequential decision

making problem encountered in Reinforcement Learning (RL) [Sutton et al., 1998]. In this setup, the learning

problem is framed as follows:

Consider an agent that acts in an environment over several discrete time steps τ . At each time step the agent

finds itself in a state sτ ∈ S of the environment and has to carry out one of the actions aτ ∈ A(s) associated

with that state. As a result of its action aτ the agent’s state will be updated to state sτ+1 and it will receive

a reward rτ that is associated with carrying out action aτ in state sτ . This reward is captured by the reward

function p(rτ |aτ , sτ ). In addition the environment defines the state-transition probabilities p(sτ+1|aτ , sτ )

that capture the probability of ending up in a certain state sτ+1 when taking action aτ in state sτ .
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The goal of an agent is to learn some behaviour captured by a policy π that maximises the expected reward

in the long run. This is captured by the expected return:

Rτ = rτ+1 + rτ+2 + ...+ rT (2.33)

where T corresponds to the final time step. For cases when the number of time steps is infinite it makes

sense to think about the discounted return:

Rτ = rτ+1 + γrt+2 + γ2rt+3 + ... =

∞∑
k=0

γkrt+k+1 (2.34)

where γ is a value between 0 and 1 called the discount factor. The discount factor not only prevents the

expected return from diverging, but also expresses the fact that the agent cares more about rewards in the

near future than in the distant future.

The policy π = p(aτ |sτ ) itself describes a probability distribution over the possible actions A(sτ ) conditional

on the current state sτ . The optimal policy π∗ is the policy whose expected return is greater or equal to that

of any other policy πi for all states sτ ∈ S. The goal of RL is to train agents that find this optimal policy π∗

for a given environment.

State-Value Function (v-function)

We define vπ(sτ ) to be the expected return for being in state sτ and acting according to policy π.

vπ(sτ ) = Eπ[Rτ |sτ ] = E
[ ∞∑
k=0

γkrt+k+1

⏐⏐⏐sτ], ∀sτ ∈ S (2.35)

An important property of the value function is its recursive nature:

vπ(sτ ) = Eπ[Rτ |sτ ]

= E
[ ∞∑
k=0

γkrt+k+1

⏐⏐⏐sτ]
=
∑
aτ

π(aτ |sτ )
∑
sτ+1

∑
rτ

p(sτ+1, rτ |sτ , aτ )
[
rτ + γEπ[Rτ+1|sτ+1]

]
=
∑
aτ

π(aτ |sτ )
∑

sτ+1,rτ

p(sτ+1, rτ |sτ , aτ )
[
rτ + γvπ(sτ+1)

]
, ∀sτ ∈ S

(2.36)
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SARSA (on-policy) Q-learning (off-policy)

Figure 2.10: Difference in the value function update between the on-policy and off-policy TD methods SARSA
and Q-learning. The crucial difference is the term in blue, which corresponds to the update applied to the
q-value and depends on the policy in the case of SARSA but is independent of it for Q-learning.

This equation, which captures the relation between the value of a state sτ and the value of its following state

sτ+1, is referred to as the Bellman equation for vπ [Sutton et al., 1998].

Action-Value Function (q-function)

The q-function qπ(sτ , aτ ) is defined as the expected return for being in state sτ , carrying out action aτ and

acting according to policy π from there on.

qπ(sτ , aτ ) = Eπ[Rτ |sτ , aτ ] = E
[ ∞∑
k=0

γkrt+k+1

⏐⏐⏐sτ , aτ], ∀sτ ∈ S, aτ ∈ A(s) (2.37)

As with vπ the recursive definition of qπ can expressed by the Bellman equation for qπ.

2.5.2 Approximating the Value Functions

There are various different approaches to approximating value functions:

• Dynamic programming: Dynamic programming (DP) makes use of the Bellmann equation described

in Equation 2.36 to iteratively compute an estimate of the value function. This method, however,

requires the environment dynamics to be known, which limits its applicability.

• Monte Carlo methods: Monte Carlo (MC) methods don’t require the model dynamics to be known

in advance. Instead they rely on learning an approximation of the value function by averaging over

trajectories from the agent’s experience directly.

• Temporal Difference Methods: Temporal difference (TD) methods combine aspects of the two

previous approaches. Like MC they don’t require the environment model to be known and they use

experience to update their estimate of the value funtion. In addition, like dynamic programming, TD
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takes advantage of the recursive nature of the value function and uses estimations from previous updates

to bootstrap the current value approximation.

On and off-policy learning

An important distinction that can be made for RL algorithms is whether they are trained ‘on-policy’ or

‘off-policy’. The difference here is whether the policy that is used to explore is the same as the one that is

being trained (on-policy) or not (off-policy). This difference is visualized in Figure 2.10 on the most common

on-policy and off-policy TD algorithms: SARSA and Q-learning.

2.5.3 Policy gradient Methods

Instead of learning the value function and using it to find the best policy one can also learn a parametrised

policy directly. This approach is called Policy Gradients (PG) and there are a few reasons why one might

want to choose these methods over value function-based ones. For certain tasks, for example, the function

describing the policy might be simpler to approximate than the value function. In addition, PG methods are

able to approach both stochastic and deterministic policies, which is not the case for value-function methods.

In PG the performance of an agent is measured as the expected reward following policy π parametrised by θ:

J(θ, ϕ) = Eπθ(aτ |sτ )[rϕ(aτ )] (2.38)

To be able to clarify an important point later on we will assume now that our reward function rϕ is

parametrised by ϕ but this need not be the case in general. The update rule for the policy parameters

θ is given by:

θτ+1 = θτ + α∇θJ(θ) (2.39)

where α is the learning rate. Unfortunately, the gradient ∇θ,ϕJ(θ) can usually not be computed in closed

form and cannot be approximated using Monte Carlo methods. To demonstrate why this is the case we

will follow the example in [Maddison et al., 2016] and compare the gradients of the computation graph for

the expected reward. In this particular computation graph aτ is sampled from the probability distribution

πθ(aτ |sτ ) and fed to the reward function rϕ(aτ ). Because both πθ(aτ |sτ ) and rϕ(aτ ) may be stochastic

we refer to this as a stochastic computation graph. We can now write out the gradients of this stochastic

computation graph with respect to both parameters θ and ϕ. ∇ϕJ(θ, ϕ) can be rewritten as:
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∇ϕJ(θ, ϕ) = ∇ϕEπθ(aτ |sτ )[rϕ(aτ )]

= ∇ϕ
∫
πθ(aτ |sτ )rϕ(aτ )daτ

=

∫
πθ(aτ |sτ )∇ϕrϕ(aτ )daτ

= Eπθ(aτ |sτ )[∇ϕrϕ(aτ )]

(2.40)

The gradient of the expectation with respect to ϕ is still an expectation and can thus be approximated with

Monte Carlo methods. However this is not the case for ∇θJ(θ, ϕ):

∇θJ(θ, ϕ) = ∇θEπθ(aτ |sτ )[rϕ(aτ )]

= ∇ϕ
∫
rϕ(aτ )πθ(aτ |sτ )daτ

=

∫
rϕ(aτ )∇θπθ(aτ |sτ )daτ

(2.41)

Because the gradient is calculated for the term we are taking the expectation over, the overall expression is

not an expectation itself and thus it is not possible to approximate it using Monte Carlo methods. There are

two alternatives that overcome this issue: REINFORCE and the reparametrisation trick.

REINFORCE

REINFORCE [Williams, 1992] (also referred to as the score function estimator [Fu, 2006] or likelihood-ratio

estimator [Glynn, 1990]) applies the identity ∇θpθ(x) = pθ(x)∇θ log pθ(x) to rewrite ∇θJ(θ, ϕ) as:

∇θJ(θ, ϕ) = ∇θEπθ(aτ |sτ )[rϕ(aτ )]

= ∇θ
∫
πθ(aτ |sτ )rϕ(aτ )daτ

=

∫
∇θπθ(aτ |sτ )rϕ(aτ )daτ

=

∫
πθ(aτ |sτ )

πθ(aτ |sτ )
rϕ(aτ )∇θπθ(aτ |sτ )daτ

=

∫
πθ(aτ |sτ )rϕ(aτ )∇θ log πθ(aτ |sτ )daτ

= Eπθ(aτ |sτ )[rϕ(aτ )∇θ log πθ(aτ |sτ )]

(2.42)

This expectation can now be approximated using Monte Carlo. Note that only π(aτ |sτ ), and not rϕ, needs

to be differentiable. Beyond that r(aτ ) can be a continuous or discrete random variable.
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Reparametrization trick

A second option is to apply the reparametrization trick and express a stochastic variable x as a function of

an independent noise variable z and calculate the gradient as:

∇θEπθ(aτ |sτ )[r(aτ )] = Eπθ(aτ |sτ )[∇θr(aτ )] (2.43)

Actor-critic algorithms

A common practice is to combine policy gradient with value function estimation in what is referred to as

actor-critic methods. This type of model consists of a learned policy that corresponds to the ‘actor’ and

a learned value function the ‘critic’. During training the value function estimated by the critic is used to

update the policy of the actor. Compared to regular PG methods actor-critic algorihtms have been shown

to reduce the variance of the gradient estimators.

2.5.4 Common Deep Reinforcement Learning Agents

In recent years most RL agents have been implemented using deep networks and successes like [Mnih et al.,

2013, Silver et al., 2016] established deep reinforcement learning as a core research field within machine

learning. In the following we provide a high level description of the most common DRL agents:

• Deep-Q-Networks - DQN [Mnih et al., 2013]: This agent is a neural implementation of the q-learning

algorithm described in 2.5.2. It also includes experience replay, which consists of an experience buffer

that stores previous experiences and allows the agent to train on random steps taken from it.

• Asynchronous advantage actor-critic - A3C [Mnih et al., 2016]: As its name indicates this agent

works by running on several parallel workers (asynchronous) and is implemented as an actor-critic agent

where the critic approximates the advantage (aπ(s, a) = qπ(s, a) − vπ(s)) rather than the state-value

function q(s, a).

• Deep Deterministic Policy Gradients - DDPG [Lillicrap et al., 2015]: an off-policy, actor-critic

agent that makes use of a stochastic policy for exploration but uses deterministic policy gradients to

update the model. This agent works in continous action space.

• Stochastic Value Gradients - SVG [Heess et al., 2015]: SVG applies the pathwise derivative esti-

mator to backpropagate through several time steps in the stochastic computation graph. In order to

do this it requires a differentiable model of the environment.
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• Proximal policy optmisation - PPO [Schulman et al., 2017]: PPO addresses the convergence issues

of policy gradient methods by limiting the amount that a policy can be modified at each step. This

is achieved with an additional regularization term consisting of the KL between the policy before and

after the update. When the amount of regularization provided by the KL is adaptive the agent is

referred to as Trust Region Policy Optimisation (TRPO).

For some of the chapters the ultimate goal is to apply the learned representations to RL. In particular we

will train a tabular Q-learning agent on the symbolic representations obtained in Chapter 3 and use DQN

as a baseline. In addition we will train an A3C agent on top of the representations obtained from generative

query networks in Chapter 4.
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Chapter 3

Symbols and Deep Reinforcement

Learning

3.1 Introduction

Over the past decade deep learning (DL) has established itself as the most prolific area within machine learning

and Artificial Intelligence (AI) research. The increase in computational power along with the availability of

progressively larger datasets has enabled the development of powerful deep neural models that can be trained

from data directly and with minimal handcrafting. Milestones such as reaching superhuman performance

on image classification [Krizhevsky et al., 2012] and complex games [Mnih et al., 2013, Silver et al., 2017]

or realistic image generation [Brock et al., 2018] have consolidated deep learning algorithms as fundamental

tools of AI research.

However, despite their success current deep learning models still exhibit some critical flaws that result in a

number of undesirable failure cases [Rocktäschel et al., 2015, Heaven, 2019, Evtimov et al., 2017]. Some of

the most notable downsides include:

1. Low data efficiency: Deep networks can model complex functions thanks to the large number of

parameters that are tuned during training. Unfortunately, training such a large number of parameters

via gradient descent requires large amounts of data, with current algorithms often training on millions

of examples.

2. Weak generalisation: Good performance on the training set does not guarantee good performance

on the testing set. This lack of generalisation is particularly striking at a concept level as deep networks
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tend to focus on low-level features (e.g. changing visual properties of the same image can decimate a net-

work’s performance). Humans, on the other hand, are very robust to this type of perturbations [Geirhos

et al., 2018].

3. Uninterpretable representations: Even if deep learning algorithms learn to carry out a task suc-

cessfully the intermediate representations produced by the networks are usually large tensors that are

the result from non-obvious interactions between the input and a large set of learned weights. As such,

these representations are not human readable and it is not straight forward to understand why a net-

work produced a certain output. While understanding this is not always necessary, some applications

like medical recommendations or legal decisions usually require some transparency that deep neural

networks can not provide.

An alternative paradigm within Artificial Intelligence (AI) is symbolic AI, where algorithms reason about

symbols and their relations with language-like propositions. Symbolic methods do not suffer from many of

the drawbacks mentioned above: given the abstract nature of symbols and predicates, symbolic methods

are good at higher-level generalisation, for example. In addition, because the symbols are handcrafted by

humans, the outputs produced by these algorithms are easily interpretable. This handcrafting, however, is

also the main reason symbolic methods are currently not as popular as deep learning approaches: rather than

grounding the features in data directly, symbolic methods require a large amount of human intervention in

order to define the symbols and predicates.

Inspired by symbolic methods we propose two desiderata for deep learning algorithms.

Abstraction We argue that reasoning at concept-level abstraction is a key component for data-efficient

learning and good for generalisation and transfer learning. As such we would like deep learning algorithms

to generate representations at different levels of abstraction from the data directly.

Common sense priors There are a number of fixed common sense priors that govern most of our everyday

lives (e.g. we live in a world that contains objects which, for the most part, persist over time and generally

move on continuous trajectories), which are helpful to carry out predictions and generalise to unseen situa-

tions. Ideally these priors should be learned by an intelligent system from data or interactions with the real

world directly. So far it has proven difficult to train such an unconstrained system to learn these priors, so

alternatively we argue for building in constraints (through the choice of architecture or training regime, for

example) which embody these priors and which facilitate learning.

With these desiderata in mind we propose a proof-of-concept model which constitutes a first step towards

integrating deep learning and symbolic approaches. By defining an architecture that extracts individual

objects and focuses on their relations we can explicitly reason at a higher level of abstraction than regular
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Figure 3.1: Our suggested neuro-symbolic architecture. The agent consists of a neural front end that extracts
features from raw observations. These features are processed into a compositionally structured symbolic
representation that serves as input to a reinforcement learning agent which maps these symbols to an action.

deep learning approaches. In addition, by focusing on salient regions of the image and their relations, as well

as comparing symbols across time steps, we build in the concept of objects and relations as well as object

persistence. We apply our model to a small 2D game and show that this type of algorithm outperforms

current Q-learning based reinforcement learning algorithms when it comes to data efficiency and generalising

to unseen situations and in addition it produces interpretable intermediate representations.

The rest of the chapter is structured as follows:

• In Section 3.2 we introduce the environment and the different conditions that we use for our experiments.

• We describe the different parts of our model as well as the training procedure in Section 3.3.

• After introducing our model we cover related research in Section 3.5.

• The results of the experiments are described in Section 3.4.

• Finally in Section 7 we conclude the chapter with a brief discussion.

3.2 The environment

As a benchmark for our prototype system, we implemented several variants of a simple game where the agent

(shaped as a ‘+’) has to learn either to avoid or to collect objects depending on their shape. Once the agent

reaches an object using one of four possible move actions (up, down, left, or right), this object disappears

and the agent obtains either a positive or a negative reward. Encountering a circle (‘o’) results in a negative

reward while collecting a cross (‘x’) yields a positive reward.

We applied the system to four variants of this game (Figure 3.2) wherein the type of objects involved and

their initial positions vary as follows:
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Object with positive 
reward

Object with 
negative 
reward

Agent symbol

Environment 3
1 object type at random

Environment 1
1 object type in a grid

Environment 2
2 object types in a grid

Environment 4
2 object types at random

Figure 3.2: The four different game environments. The agent is represented by the ‘+’ symbol. The static
objects return positive or negative reward depending on their shape (‘x’ and ‘o’ respectively). The images
produced by the environment are 84 x 84 pixels and the individual objects are up to 12 pixels in diameter.

Variant 1. In this environment there are 16 objects that all have the same shape (‘o’) and all return a

negative reward of -1. The layout is the same for every new game: the 16 objects are positioned on a 4x4

grid and at the beginning of the game the player is located in the middle of the board.

Variant 2. The layout is the same as in version 1 but there are two types of objects. As before, collecting

a circle results in a reward of -1 points and collecting a cross returns a reward of 1.

Variant 3. As in version, 1 this game only contains one type of object that returns a negative reward. In

order to increase the difficulty of the learning problem however, the position of the objects is set at random

at the beginning of each new episode. We lower the number to 14 objects to reduce the probability of objects

overlapping.

Variant 4. This version combines the randomness in the position of the 14 objects from environment 3 with

the two different object types from version 2.

3.3 Methods

Our algorithm can be thought of as a pipeline comprising three stages: low-level symbol generation, repre-

sentation building, and reinforcement learning (see Figure 3.1).
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3.3.1 Low-level symbol generation

The goal of this first stage is to generate, in an unsupervised manner, a set of symbols that can be used to

represent the objects in a scene. We train a convolutional autoencoder on 5000 randomly generated images

of varying numbers of game objects scattered across the screen. Given the simplicity of the images, which

consist of objects with three different geometric shapes (cross, plus sign, and circle) on a uniform background,

we don’t need to train a very deep network to detect the different features for our current game benchmark.

Our network consists of two 5x5 convolutional layers with 32 channels each followed by a 2x2 max pooling

layer plus the corresponding decoding layers. The activations across features in the middle layer of the CNN

are used directly for the detection of the objects in the scene.

Object detection and characterisation. The next step of the symbol generation stage uses the salient

regions of the convoluted image (Figure 3.3). As shown by Li et al [Li et al., 2016], salient areas in an image

will result in higher activations throughout the layers of a convolutional network. Given that our games are

geometrically very simple, this property is enough to enable the extraction of the individual objects from

any given frame. To do this, we first select, for each pixel of the intermediate representation, the feature

with the highest activation. We then threshold these activation values, forming a list of those that are

sufficiently salient. Ideally, each member of this list is a representative pixel for a single object. The objects

identified this way are then assigned a symbolic type according to the geometric properties computed by the

autoencoder. This is done by comparing the activation spectra of the salient pixels across features. In the

current implementation, this comparison is carried out using the sum of the squared distances, which involves

setting an ad hoc threshold for the maximal distance between two objects of the same type. More recent

approaches to object extraction are able to successfully extract object level representation from more complex

environments using models that are trained end-to-end and do not require such thresholding [Burgess et al.,

2019].

The information extracted at this stage consists of a symbolic representation of the positions of salient objects

in the frame along with their types. (See the left-hand table of Figure 3.4.)

3.3.2 Representation building

Once we have extracted the low-level symbols from a single snapshot of the game we need to be able to track

them across frames in order to observe and learn from their dynamics. To do this, we need to build in the

first common sense prior: object persistence across time. The concept of persistence we deploy is based on

three measures combined into a single value. This value, which captures how likely an object Θτ
i identified in

one frame is the same as object Θτ+1
i identified in the next frame, is a function of three components: spatial

proximity, type transitions and neighbourhood.
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Figure 3.3: Unsupervised extraction of low-level symbols from the information provided by the convolutional
autoencoder. The spectrum of activations across features is obtained by selecting the pixels with the highest
activations across features. In a second step each symbol is assigned one of the existing types by comparing
their spectra. If no match is found a new type is created. Figure taken from [Garnelo et al., 2016]

Spatial proximity. We build in the notion of continuity by defining the likelihood that an object in frame

τ is the same as another object in frame τ + 1 to be inversely proportional to the distance between the two

objects in consecutive frames. We have

Ldist(d) =
1

1 + d

where d is the Euclidean distance between two objects Θτ
i and Θτ+1

j in consecutive frames τ and τ + 1

respectively. Distance, however, is not the sole determiner of an object’s identity, given that objects can

replace each other.

Type transitions. Because we don’t constrain the the types generated by the filters of the convolutional

neural network to have any particular form, the type of the same object might change between frames (the

same object will produce different features depending on its location within the convolution, for example).

As long as these transitions are consistent throughout training and the same for all objects of a certain

shape this behaviour is fine as long as we take the type changes into account when tracking the individual

symbols. Given the types of two objects type(Θτ
i ) and type(Θτ+1

j ) in consecutive frames, we can determine

the probability that they are the same object that has changed from one type to the other by learning a

transition matrix T from previously observed frames. Given that this is a transition matrix it is already

normalised to be a probability.
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Ltrans = Ttype(Θτi )→type(Θτ+1
j )

In order to be able to describe all transitions, including the ones that correspond to objects appearing and

disappearing, we introduce the object type 0. This type corresponds to ’non-existent’. An object of type 1

that appears in frame t has thus carried out the transition 0→ 1. If that object disappears later on it would

transition 1 → 0. This addition can only be carried out after the tracking step and once every object has

been assigned its corresponding type in the previous time steps.

Neighbourhood. The neighbourhood of an object will typically be similar from one frame to the next. This

allows us to discriminate between objects that are spatially close but approaching from different directions.

For now we just consider the difference in the number of neighbours, ∆N between two objects, where we

define a neighbour to be any object, Θi, within a distance dmax of another object Θj . Future improvements

could include considering the types of neighbours rather than just the number.

Lneigh(∆N) =
1

1 + ∆N

We track an object by combining the three measures just described. We have

L = w1Ldist + w2Ltrans + w3Lneigh (3.1)

where w1, ..., w3 are ad hoc weights. In future implementations these weights could be learned and set

dynamically as the importance of each term varies during the learning process.

As a result of the tracking process, we acquire an additional attribute for each object in the scene: a unique

identifier that labels it across time. This identifier is added to the symbolic representation of the ongoing

game state. (See the middle table of Figure 3.4.)

Symbolic interactions and dynamics. So far, information about the game is expressed in terms of static

frame-by-frame representations (albeit taking advantage of information in consecutive frames). But the final,

reinforcement learning stage of the algorithm will require information about the dynamics of objects and their

spatial interactions. This is obtained from the static representations constructed so far using two principles.

First, we consider the difference between frames rather than working with single frames, thus moving to a

temporally extended representation. Second, we represent the positions of objects relative to other objects

rather than using absolute coordinates.
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Figure 3.4: Overview of the symbolic representations extracted after each of the three main steps. The
images on the left show two consecutive frames of a toy example where the cross symbol moves one step to
the right. The first column corresponds to the information obtained from these frames after low-level symbol
extraction from the convolutional autoencoder. After tracking, a unique label is assigned to each persistent
object (Θ1, Θ2 or Θ3) and its associated type and position is recorded. The last column on the right lists
the interactions between objects which are used for the reinforcement learning stage. The information is
now expressed in terms of relative distance rather than absolute position and corresponds to the difference
between two frames. Relations between objects that don’t change (like the third element of the rightmost
column) are not considered. Figure adapted from [Garnelo et al., 2016].
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We now have a concise spatio-temporal representation of the game situation, one that captures not only what

objects are in the scene along with their locations and types, but also what they are doing. In particular,

it represents frame-to-frame interactions between objects, and the changes in type and relative position that

result (see the right-hand table in Figure 3.4). This is the input to reinforcement learning, the third and final

stage of the pipeline.

In practise we only record relative positions of objects that lie within a certain maximum distance of each

other in order to reduce computational cost. In doing so we are building in the assumption that local relations

between objects are more relevant than global ones. Of course, this assumption is not always valid, even in a

simple game like ours, so the interactions captured by this system will only be an approximation of the real

dynamics. We discuss further discuss the effect of this approximation in the following section.

3.3.3 Reinforcement learning

The spatio-temporal representation constructed in stages one and two of the system pipeline can now be used

to learn an effective policy for game play. Since most interactions between objects are independent of each

other in our environment we will focus on individual pairwise interactions in order to reduce the size of the

state-space. As such, instead of defining a single global state space which contains all pairwise interaction we

will define an independent state space for every interaction between two object types and train separate Q

functions for each. This independence assumption allows for faster learning and enables generalisation across

object types but, again, only yields an approximation of the real value function. It is worth stressing that

the fact that we can decompose this Q function in this way is a result of the simplicity of our environments,

where only the player moves and the relative changes in position are always only between player and objects.

For more complex environments this decomposition would be too simplistic and not scale well. We discuss

the effects of approximating the global value function with multiple local ones later on in this section.

More concretely, we train a separate Q function for each interaction between two object types. The main

idea is to learn several Q functions for the different interactions and query those that are relevant for the

current situation. Given the simplicity of the game and the reduced state space that results from the sparse

symbolic representation we can approximate the optimal policy using tabular Q-learning. The update rule

for the interaction between objects of types i and j is therefore

Qij(sijτ , aτ )← Qij(sijτ , aτ ) + α
(
rt+1 + γ(max

a
Qij(sijt+1, a)−Qij(sijτ , aτ ))

)
(3.2)

where α is the learning rate, γ is the temporal discount factor, and each state sijτ represents an interaction

between object types i and j at time step t. In this case the interactions are changes in relative distance

between the objects in question. The state space Sij thus describes the different possible relations between
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two objects of types i and j. Given that we have limited the interactions to a certain radius of proximity this

state space is bounded but learning is not guaranteed to converge on a global optimum. Finally, in order to

choose the next action we add up all values obtained from the Q functions of interactions that are present

at the current time step and pick the action that will return the highest reward overall.

at+1 = arg max
a

(
∑
Q

(Q(st+1, a))

During training we use an ϵ-greedy exploration strategy with a 10% chance of choosing an action at random.

Note that, in the present benchmark games, the only moving object is the one the agent acts on directly (the

plus sign), which ensures that every currently relevant Q function pertains to a possible agent action. In a

more general implementation it would be necessary to automatically identify which objects in the world the

agent controls directly (its own body, for example) and restrict the Q function accordingly.

Approximating the global Q-function with multiple interaction-specific Q-functions

Choosing separate Q-functions instead of a single global one deviates from the established Q-learning learning

regime. In the following we show that in most situations the behaviour obtained with our approximation

doesn’t deviate from the behaviour of an agent with a single Q-function and we address the exception. There

are two questions that we need to address:

1. Does the sum over the local Q-functions correspond to the global Q-function?

2. How can we ensure the reward is assigned to the correct pairwise interaction?

In the following we cover both questions. For simplicity we assume perfect identification of the symbols by

the neural front end, although the arguments hold for any representations generated by the encoder, as long

as they are consistent.

One way to think about how the interaction-specific Q-functions relate to the global Q-function is to compare

them for a simple environment and then consider increasingly complex setups.

• Environments with a single object of one type: In this case learning a type-specific Q-function

corresponds to learning a global Q-function exactly.

• Environments with several objects of one type: In this case there is still only a single Q-function,

which again corresponds to a global Q-function. The main difference to regular Q-learning is that in

order to choose the next action the policy sums over the Q-values of all symbols in the scene rather
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Figure 3.5: Behaviour difference between agents that estimate a global Q-function versus the sum of symbol-
specific Q-functions. While both Q-functions are likely to produce the same behaviour in most situations,
there are cases like the one depicted above where the outcome of the policy will differ. This is a result of the
latter up-weighing areas with more objects.

than just picking a single value for the global state. The sum of Q-functions and the global Q-function

have the same values except where the symbol-specific Q-functions both have non-zero support. For

those states the values of the different Q-functions will be added and will therefore be higher than in

the regular global Q-function. While this makes a numerical difference, in practice the policy only takes

the max, which is unaffected by this scaling in many cases.

There can be a few exceptions like the one depicted in Figure 3.5. As shown in the schematic for some

particular symbol arrangements the effect of summing over several symbols can change the policy’s

behaviour. In particular, regular Q-learning tends to be more myopic and favour short-term rewards

over multiple long-term ones. This is a result of only considering the action with maximum reward

when bootstrapping the value. By taking the sum, our policy can consider several values and in cases

where the agent can pick multiple rewards this might be a better suited approach since it weights the

Q-value by the number of symbols. It’s important to point out that while the Q-values are weighted

by the number of symbols, in most of the cases this will not influence the policy’s behaviour, as the

discount factor will enforce a behaviour that is as short-sighted as the global Q-function.

• Environments with a single object that can be of one of two types: In this case different types

means different rewards (+1 and -1 for our environment). Types with the same reward could be seen

as a special case of the previous category. This environment learns separate Q-functions for separate

symbols and since these symbols don’t appear together in the same game, this is the same as learning

two separate tasks with a global Q-function for each.

• Environments with several objects that can be of one of two types: A key insight here is the

fact that the Q updates only use the max function. As a result the negative rewards will only affect

the Q-functions for state and action pairs that directly lead to negative rewards. This is also the case

for the symbol-specific Q-functions. As such, having an additional negative type of object leads to the

same behaviour in both the global and the type-specific Q-functions.

Therefore the only difference between a global Q-function and our symbol-based Q-functions is the fact that
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in the case of multiple, neighbouring symbols summing over several Q-functions leads to a Q estimate that

is weighted by the number of objects. However, it’s worth noting, that while this weighted sum differs from

the original Q-learning formulation, the cases where this actually affects behaviour are likely to be very rare,

given that the discount quickly reduces the value of future rewards and that we are currently only comparing

objects within a limited radius.

We now address the second question of how to ensure that the right value function is updated with the current

reward. In our environment only one interaction at a time can lead to reward (whenever the agent picks up

another object). In our formulation, however, we have a different Q-function update for every interaction in

the game, even between objects that are not involved in the action that generated the reward. As such, the

question arises of how to associate the reward with the Q-update that corresponds to the agent picking up

the object that returned the reward. We overcome this issue by updating the Q-values of all the interactions

at a given time point. The idea behind this is that in expectation the wrong updates will be cancelled out

and only the true signal will be consistently reinforced.

Approximations and limitations

Beyond setting some hard-coded values (such as the threshold for the type clustering), which is common

practice even for deep learning algorithms, we have simplified the task by making some assumptions and

approximations. In the following we discuss the limitations that result from doing so.

An important assumption is the plainness of the environment. The ability of the encoder to extract objects

relies on the visual simplicity of the game. In principle a simple encoder like ours could still work with

complex environments but the level of abstraction would be greatly reduced. For visually rich environments

with complex patterns and objects of different sizes it would be necessary to resort to more sophisticated

object detection methods. Building deep unsupervised object detection algorithms, remains a challenge in

machine learning, with some promising successes such as [Burgess et al., 2019, Engelcke et al., 2019, Greff

et al., 2019]. Additionally, the fact that all objects are stationary greatly reduces the required amount of

computation. While in theory our setup should work with moving objects as well, the number of relations

that the model would be tracking would increase exponentially.

Approximating the global Q-function using several symbol-centric ones also deviates from the standard RL

framework. While the behaviour obtained with multiple Q-functions is a good approximation there are cases

where a policy that makes use of these approximations might choose different actions than the global policy.

Note that this need not be a bad property of the model. By focusing only on the single object with the

highest reward for each action, Q-learning is optimising for single immediate rewards, rather than several

rewards from different sources over time. Since our system is able to model the different reward sources

separately it has the ability to weigh these into its decision process.
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Figure 3.6: Average scores for the different game environments. Every training epoch consists of 100 steps
and the reward is averaged over 20 repeats. Figure adapted from [Garnelo et al., 2016].

Finally, we have limited the interactions that we track to a certain distance between symbols. As mentioned

above this was done for computational purposes and while it takes away the guarantee for a global optimum,

in practice it works well enough for this proof of concept. Note that for an agent that is placed in the center

the circumference of visibility will still cover over 34% of the game’s surface.

3.4 Results

Agents were trained in epochs of 100 time steps for a maximum of 1000 epochs. We trained 20 agents

separately and tested them for 200 time steps on 10 games at every tenth epoch. The resulting average score

is plotted in Figure 3.6 for all four games. In all four cases the score increases within the first few hundred

epochs and remains approximately constant for the remaining time.

While plotting the average score in this way is a common way of visualising successful learning for this type of

experiment, this measure can produce an incomplete characterisation of the learning process in environments

with both positive and negative objects. There are two reasons for this. First, given that the scores returned

by the objects can cancel each other out, there is more than one way to achieve any given final score. For

example, collecting ten positive and nine negative objects will result in the same final score as only collecting

one positive object. Yet in the first case the number of positive objects the agent collects is about 53%
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Figure 3.7: Comparison between DQN and our symbolic approach. We show the average percentage of
objects collected over 200 games that return positive reward in the grid environment (left) and in the random
environment (right). Figure adapted from [Garnelo et al., 2016].

while in the second scenario it is 100%. Therefore, although they both have the same score, this percentage

measure reveals that the agent in the latter case has learned to react to the different objects correctly while

the agent in the former case collects items without regard for their type. Second, our agent only has a limited

radius of view and can therefore get stuck in a location surrounded by negative objects. In this case the

agent is forced to spend most of the test time avoiding these negative objects and won’t obtain a high score.

For these reasons we introduce a second measure: the percentage of positive objects collected of the total

number of objects encountered. Rather than measuring how well our agent performs on a global level, this

measure shows whether or not the agent has learned to interact correctly with the individual objects at a

local level.

The results for the two game variants that feature objects of two different types are shown in Figure 3.7. As

expected, about 50% of the objects that the agent initially collects are positive. As training continues the

percentage increases to approximately 70% in both cases.

Finally, we tested the transfer learning capabilities of our algorithm by training an agent only on games

of the grid variant then testing it on games of the random variant. While this setup is similar to the

experiments on the random game in the sense that the grid setup can be seen as one among the possible

random initialisations, the difference lies in the fact that the agent is exposed to just this one type of

environment during training, whereas in the random experiments the agent experiences numerous random

variations. As shown in Figure 3.8, the learning curve is comparable to the random case, albeit showing a

slightly inferior performance.
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3.4.1 Comparison to DQN

Finally we compare our approach to DQN1. The environments that are suited the best are those with two

types of objects as the initial score will be independent of the speed of the agent at the beginning given that

they cancel each other out. Figure 3.7 shows the performance of DQN over time. It’s important to note that

our system’s convolutional network was pre-trained on 5000 images, which corresponds to 50 epochs worth

of frames. We don’t include these in the plots because this pre-training is applicable to all the games and

only has to be carried out once.

Thanks to the geometrical simplicity of the grid scenario, the DQN agent quickly learns to move down

diagonally to collect only positive objects and avoid negative ones. As a result, the relative number of

objects with positive reward for this game variant reaches 100% after only a few hundred epochs of training,

while our agent can only achieve 70%. On the other hand, when the objects are positioned at random, the

DQN agent is not able to learn an effective policy within 1000 epochs, with the number of positive items

collected fluctuating around 50%. So on this game variant, our agent’s performance is markedly better than

DQN’s.

This is also the case for our final experiment where the agent is trained on the grid variant and tested on the

random variant (Figure 3.8). While our agent rapidly attains a percentage of approximately 70%, and then

fluctuates around that value, DQN is again unable to do better than chance after 1000 epochs. Although we

haven’t run the experiment long enough to confirm this, we hypothesise that, while DQN might eventually

learn to play the random game effectively when trained on the same game, it will never achieve competence

at the random game when trained on the grid setup, as it will overfit on the latter.

3.5 Related work

The goal of this chapter is to implement an algorithm that combines ideas from symbolic learning with

current deep learning methods. Despite both being prevalent areas of research the combination of the two is

not as common. We will divide up the space of related research into work that is more closely related to the

symbolic methods, which we will refer to as ‘explicitly symbolic’, and work from the deep learning literature

that has been inspired by symbolic reasoning, which we call ‘deep methods inspired by symbolic reasoning’.

3.5.1 Explicitly symbolic

Object oriented reinforcement learning Object oriented reinforcement learning [Liao and Poggio,

2017, Keramati et al., 2018] combines object-level representations of the environment with the classic re-

1For this comparison we used an open source implementation of DQN: https://github.com/Kaixhin/Atari
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Figure 3.8: Average percentage of objects collected over 200 games that return positive reward by an agent
that is trained on the grid environment and tested on random environments. Figure adapted from [Garnelo
et al., 2016].

inforcement learning framework. Despite early successes, this type of methods still requires hand-crafted

preprocessing of the input or even direct access to the ground truth object descriptions [Woof and Chen,

2018], which has limited their application. In contrast, out method picks up symbols automatically depending

on their saliency in the image.

Follow-up work More directly related are follow-up papers which extend the work described in this chapter

itself. Garcez et al improved the performance of our model by building in some ‘common sense’-inspired

constraints, such as weighting the Q-values by the distance of objects to the agent [Garcez et al., 2018]. In

addition Dutra et al compare our model’s performance on a simpler version of the task against DQN in order

to further understand its generalisation abilities [Dutra and Garcez, 2017].

Theorem proving Mathematics Finally, a separate branch of research on deep networks which extract

and handle symbolic representations from the data focuses on theorem proving [Cai et al., 2018, Irving et al.,

2016, Rocktäschel and Riedel, 2017, Minervini et al., 2018] as well as logical reasoning [Serafini and Garcez,

2016, Garcez et al., 2008]. Recent work on combining deep networks with probabilistic logic programming is

also related [Manhaeve et al., 2018]. In contrast to our work, this line of research does not focus directly on

training RL agents on games and has more explicitly symbolic representations.

Common sense For this project we also mention the concept of injecting ‘prior’ or ‘common sense’ knowl-

edge in the form of algorithmic constraints (such as focusing on object saliency and tracking objects over

time to capture object persistence). This idea of common sense knowledge has also been considered in the
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context of machine comprehension [Chabierski et al., 2017]. In this case, however this common sense was

learned from an explicit Question Answer dataset using Inductive Logic programming directly, rather than

encoded as an inductive bias.

3.5.2 Deep methods inspired by symbolic reasoning

Interpretability A growing area of research in deep learning that shares some of its motivations with

our line of work is research on interpretable neural network representations. The goal of work in this area

is to train deep networks that successfully carry out a task (such as image generation) with the additional

constraint that the network’s representations or outputs need to be human-readable.

Probably the largest area of research within the field of interpretability is on learning models with disentangled

latent representations. Although definitions vary, at a high level a representation generated by a deep neural

network is said to be disentangled when different dimensions encode different higher-level attributes of the

underlying data distribution. For a more formal definition of disentanglement see [Higgins et al., 2018a].

Disentangled representations can be induced by constraining the objective function directly [Chen et al.,

2016, Higgins et al., 2016, Kim and Mnih, 2018, Siddharth et al., 2016] and representations obtained this

way have been shown to be useful for downstream tasks [Higgins et al., 2017] as well as learning hierarchical

concepts [Higgins et al., 2018b]. While our method learns individual representations for the different symbols

our focus is not to learn features that have disentangled dimensions for the different properties of the objects

in the environment.

A different approach to inducing interpretable representations is to build a renderer into the network [Wu

et al., 2017, Ganin et al., 2018], thus forcing the network to produce human-readable representations that

adhere to the language of the renderer. Finally, it is also possible to train a network to generate interpretable

representations that capture the individual objects and their properties by rendering each object at a time

or just encoding them separately [Eslami et al., 2016, Greff et al., 2016, Nash et al., 2017].

Beyond training models to generate interpretable representations one can also design a model that pro-

duces entire interpretable programs [Parisotto et al., 2016, Bhupatiraju et al., 2017, Reed and De Freitas,

2015, Tremblay et al., 2018], graph structured outputs [Li et al., 2018] and policies [Verma et al., 2018] for

reinforcement learning.

Relations In addition to considering objects the model we introduce in this chapter also takes into consid-

eration their relations. A similar approach is taken by relation networks [Santoro et al., 2017], which explicitly

encode relational computations in a comparable way to our model. Relation networks have been shown to

outperform regular feed forwad architectures on relational tasks such as the CLEVR dataset [Johnson et al.,
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2017] as well as reasoning tasks [Barrett et al., 2018]. Also related is a more recent line of work which focuses

on relational learning on propositional representations extracted from pixel data directly [Shanahan et al.,

2019].

Other areas In addition, larger research areas are related to some of the ideas discussed in this chapter.

As we are learning separate Q functions for the same environment, our model could be described through the

lens of multi agent reinforcement learning [Buşoniu et al., 2010] where each interaction between two types is

an agent. Also related is work on value function factorisation [Rashid et al., 2018] that introduces a formal

way of combining per-agent values from local observations into a joint action-value.

3.6 Discussion

In this chapter we have introduced a neuro-symbolic proof-of-concept architecture that addresses some of the

drawbacks of current deep learning algorithms. Unlike most deep learning approaches our model extracts

explicit symbols and focuses on their relations when generating representations for a downstream RL agent.

As a result of working with these symbolic-like representations, the final agent is able to generalise to unseen

environments at test time and to produce intermediate representations that are interpretable.

While the results obtained with our neuro-symbolic architecture are promising for future research on combin-

ing symbolic and deep methods, our implementation is still an early proof-of-concept architecture and thus

has a number of challenges that could be addressed. First of all, the neural front end is comparably simple

and, while it works on environments that are not too complex (i.e. flat background and simple shapes that

are approximately the same size and which are, for the most part, stationary), it is likely not going to perform

well on more intricate environments. In addition, we built in an explicit measure of how likely a symbol in

one frame would correspond to a symbol in the next frame in order to track it across time. This approach

reflects common-sense knowledge about the world such as object persistence and it would be interesting to

see if this could be learned rather than handcrafted. Finally, we made some simplifying assumptions for

our RL agent in order to make use of the symbolic structure of our input. While we show that such an

agent is able to learn, this way of approximating the Q-function with several independent ones doesn’t have

the guarantees of regular RL algorithms. As an alternative one could consider different approaches such as

relational reinforcement learning [Džeroski et al., 2001].

Designing neural architectures that produce representations with some particular, desirable properties, as

we have done in this chapter, is one way of encouraging data-efficient learning. In the following chapter we

take an alternative approach and consider pre-training parts of a network on tasks that will speed up the

learning process on a second target task, thereby shifting the main challenge from handcrafting architectures
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to designing meaningful pre-training tasks.
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Chapter 4

Generative Query Networks for

Reinforcement Learning

4.1 Introduction

In the previous chapter we introduced a proof-of-concept neuro-symbolic model that addressed some of

the drawbacks of DL algorithms. In particular, our approach tackled generalisation and abstraction by

explicitly building in the notions of objects and relations into the architecture. The resulting neuro-symbolic

architecture is able to abstract away from pixels and reason at the level of symbols which leads to better

generalisation performance on unseen game environments.

In this chapter we concern ourselves again with generalisation and data efficiency. However, unlike in the

previous chapter the goal here is to learn the representations that improve our model’s generalisation abil-

ity, rather than hand-crafting them. Given that we would like these representations to be learned from

data directly, the emphasis now lies on defining datasets and tasks that require the model to learn general

representations in order to succeed.

An example of such an approach are Generative Query Networks (GQN) [Eslami et al., 2018a], a recent deep

generative model for scene understanding. Given a few images rendered from a 3D scene and the position

that these images were observed from, GQN learns to predict what the 3D scene would look like from any

different viewpoint (see Figure 4.1A). While the model’s ability to accurately reconstruct scenes from new

viewpoints is interesting in itself, we will focus on the properties of the representations that are generated by

a trained GQN.

As shown in the original publication) [Eslami et al., 2018a], GQN is able to generalise to held-out combinations
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A B

C

Figure 4.1: Figures from the original GQN publication [Eslami et al., 2018a]. A: The GQN scene reconstruc-
tion task on the MuJoCo room environment. The model’s predictions given the single observation at the
top are shown alongside the ground truth images for each of the query views. B: Testing the generalisation
abilities of GQN on a held out object. GQN is able to reconstruct combinations of object attributes that it
didn’t encounter during training. C: t-SNE projection of representations obtained from images of different
rooms with a VAE vs GQN. Each dot corresponds to an image. Points of the same colour correspond to
images of the same room from different views. As shown in the plot the representations generated by GQN
cluster by room rather than pixel similarity even for rooms that cotain identical objects in different possitions
(marked with † and *). Figure adapted from [Eslami et al., 2018a].

of attributes in the dataset. More concretely, the authors trained GQN on a dataset of rooms that contain a

single object which can vary in colour and shape. In the training set the object can be red or a sphere but is

never both at the same time. Despite never having been trained on a red sphere, when asked to reconstruct

one at test time GQN is able to carry this out successfully (see Figure 4.1B). The ability to generalise in

such a way is likely to result from the choice of dataset. By training on a dataset containing objects with

a large range of colours and shapes the resulting model is not able to get away with overfitting to a small

set of attribute combinations. Instead, it is likely to learn a more distributed representation that allows for

combinatorial combinations of the different object attributes.

Beyond performing well on generalisation tasks the representations obtained with GQN also seem to cap-

ture higher-level semantics of the data (Figure 4.1C). When clustering lower dimensional projections of the

representations, these clusters are formed by room rather than just by pixel similarity as is the case with

representations obtained with a regular VAE. This is likely a result of the task design. Because GQN has to
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be able to reconstruct the scene from an arbitrary point of view during training, it has to put more emphasis

on encoding the objects in the scene rather than just focusing on reconstructing pixel-level patterns as is the

case with VAEs.

With this in mind, the goal of this chapter is to investigate whether using the representations generated by a

pre-trained model, which have been shown to exhibit such desirable properties, leads to improved performance

on learning other downstream tasks. In particular, we are interested in applying the representations obtained

with a pre-trained GQN model to training a reinforcement learning (RL) agent in a 3D environment. This

setup is interesting for a number of reasons. First, it consolidates results obtained with GQN by establishing

the usefulness of its learned representations for tasks beyond scene rendering. In addition, it addresses

the question whether using pre-trained parts of a model can prove more successful and potentially less data

intensive than training deep networks end-to-end. Finally, a working pipeline would be able to take advantage

of the experience GQN gained from learning to reason about a 3D environment and result in more robust RL

agents. In particular, the agent would be robust to the position of the source for its visual input, which is, to

the best of our knowledge, something that has not been achieved with deep reinforcement learning systems

and would contribute towards training more data-efficient agents.

The chapter is structured as follows:

• We discuss related work on transfer learning and model pre-training in section 4.5.

• In section 4.2 we give an overview of the GQN model introduced in [Eslami et al., 2018a] and outline

its training procedure.

• In section 4.3 we present the Jaco arm reaching task and describe the experimental setup as well as the

agent baselines for our experiments.

• Section 4.4 covers the results obtained with GQN on the reconstruction of the Jaco arm environment

as well as the performance of our agent on different conditions of the reaching task.

• In section 4.6 we summarize the findings of this chapter.

4.2 Generative Query Networks

4.2.1 Model

The Scene Rendering Task

Generative Query Networks (GQN) learn to generate representations that capture the information about

an underlying 3D scene provided by 2D renderings from that scene. More concretely, given a set of 2D
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Figure 4.2: Left: Training environment for GQN. A 3D room environment contains objects of different shapes,
colours, sizes and positions. The observations (xc,yc) are shown alongside the target image yt at xt. Right:
the GQN model. E corresponds to the encoder that computes the representations ri and C is a cell of the
LSTM in the generation network. Figure adapted from [Eslami et al., 2018a].

observations yc of a 3D environment and the positions xc within that environment from which they were

rendered the task is to predict what the 2D rendering of that scene would look like from an unobserved

viewpoint xt. There are several reasons why this task is interesting from a machine learning research point

of view:

• Flexibility at test time: Because GQN is presented with a different scene at every training iteration

it has to learn to use the context C = (xc,yc) to make accurate predictions about the current one.

As a result even once the training phase is over GQN is still able to form predictions about any scene

within the data distribution.

• Representation learning: In order to succeed at reconstructing the 2D view of a 3D scene, an

algorithm needs to learn how to capture the main characteristics of that environment (e.g. objects,

shapes, colours etc). In addition it needs to learn about more abstract concepts like occlusion and

lighting.

• Uncertainty: When uncertain about certain aspects of the underlying scene, the model should learn

to generate predictions that are coherent and agree with the information provided by the observations

(xc,yc), while suggesting a variety of possible alternatives.

GQN Model

The architecture of GQN (see Figure 4.2 for a schematic) reflects the scene rendering task described above. We

will refer to the observations as the context points {(xc,yc)i}ni=1, which consist of n pairs of images yci and the

corresponding position from which they were rendered xci . Each of these (xc,yc)i pairs is processed by a shared

encoder module which generates an individual representation ri for each. Given that the information about

the scene obtained from the different observations is cumulative we aggregate the individual representations

ri into a single representation r. The simplest form of aggregation that reflects the order-invariance of the
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Figure 4.3: The computations carried out by a cell of the LSTM in the generation network of GQN. The cell
corresponds almost exactly to the original LSTM cell (Figure 2.4) except for the additional skip-connections
through ut.

observation is to take the sum over all ri. While this is a very simple operation we found that in practice it

works well and is straightforward to implement.

The representation r captures all the information about the underlying scene that the model can gather from

the context points. In the next step this representation is fed alongside the new target position xt and a

source of noise z into a generation network that produces a rendering yt of the scene from the target position

xt. The generation network is implemented as a conditional Deep Recurrent Attentive Writer (DRAW), a

deep network for image generation introduced by Gregor et al [Gregor et al., 2015]. At a higher level this

model can be seen as a VAE (see Section 2.3.2) that generates images over several iterations using an LSTM

(Section 2.2.2). As a result of its recursive nature DRAW models an auto-regressive density:

p(z|xt, r) =

T∏
τ=1

p(zτ |xt, r, z<τ ) (4.1)

where τ indexes the current iteration and T is the total number of iterations. The auto-regressive definition

of p(z|xt, r) makes it possible to approximate complex densities, including multi-modal ones.

We can summarize the computations carried out by GQN using the following equations:
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Encoded representation r =

n∑
i=1

ηϑ(xci ,y
c
i ) (4.2)

Initial state (prior) (cp0,h
p
0,u

p
0) = (0,0,0) (4.3)

Initial state (posterior) (cq0,h
q
0) = (0,0) (4.4)

State update (posterior) (cqτ+1,h
q
τ+1) = Cqξ (yt,xt, r, z, cpτ ,h

p
τ ,h

q
τ ,uτ ) (4.5)

Prior distribution p(zp|xt, r, zp<τ ) = N
(
ηθ(h

p
τ )
)

(4.6)

Posterior distribution p(zq|xt, r, zq<τ ) = N
(
ηξ(h

q
τ )
)

(4.7)

Prior sample zp ∼ p(zp|xt, r, zp<τ ) (4.8)

Posterior sample zq ∼ p(zq|xt, r, zq<τ ) (4.9)

State update (prior) (cpτ+1,h
p
τ+1,u

p
τ+1) = Cpθ (xt, r, zp, cpτ ,h

p
τ ,u

p
τ ) (4.10)

Observation sample x ∼ N
(
y|ηω(uT )

)
(4.11)

Where c, h and u correspond to the cell state, output and skip connections of the LSTM respectively and

η denotes a neural network. More concretely: ηϑ is the convolutional encoder network that generates the

representations ri from the context observations (xc,yc)i. ηθ and ηξ are networks that take in the LSTM

state h and produce the sufficient statistics for the Gaussian latent distributions of the prior and the posterior

distribution respectively. Finally, ηω corresponds to a network that outputs the sufficient statistics for the

output distribution which generates the final observations from the final uT .

The variables in Equations 4.2 to 4.11 are indexed by iteration τ as well as p or q depending on whether the

variable is associated with the computation of the prior or posterior distribution. The detailed computations

carried out within one of the LSTM cells C are depicted in Figure 4.3.

Generation

Equations 4.2 to 4.11 capture both the generation and the inference process. However, during generation only

a subset of these equations needs to be evaluated. In the interest of clarity we highlight those computations

that are part of the generation path:
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r =

n∑
i=1

hϑ(xci ,y
c
i )

(cp0,h
p
0,u

p
0) = (0,0,0)

(cq0,h
q
0)= (0,0)

(cqτ+1,h
q
τ+1)= Cqξ (yt,xt, r, z, cpτ ,h

p
τ ,h

q
τ ,uτ )

p(zp|xt, r, zp<τ ) = N
(
ηθ(h

p
τ )
)

p(zq|xt, r, zq<τ )= N
(
ηξ(h

q
τ )
)

zp ∼ p(z|xt, r, zp<τ )

zq∼ p(z|xt, r, zq<τ )

(cpτ+1,h
p
τ+1,u

p
τ+1) = Cpθ (xt, r, zp, cpτ ,h

p
τ ,u

p
τ )

x ∼ N
(
y|ηω(uT )

)

4.2.2 Training GQN

In order to train GQN we sample a number B of different scenes from the environment and render M

observations from each. The number of observations M is sampled at random for each scene to ensure the

model does not overfit to a specific number of observations.

Objective function

Given that, in essence, GQN is a conditional VAE the loss function resembles that of the VAE:

L(θ, ξ, ω, ϑ) = E(x,y)∼D,z∼q

[
− lnN

(
y|ηω(uT )

)
+

T∑
τ=1

KL
[
N
(
z|ηθ(hpτ )

)
||N
(
z|ηξ(hqτ )

)]]
(4.12)

As in Equation 6.9 the first term of the right hand side corresponds to the reconstruction error, while the

second term encourages the posterior containing the target observations to match the prior.

4.3 The Jaco Arm Reaching Task

The Jaco arm reaching task is embedded into the MuJoCo room environment [Todorov et al., 2012]. A

MuJoCo reproduction of the robotic Jaco arm is placed in the middle of the room along with one target

object. The arm has nine joints. The appearance of the room is modified for each episode by randomly
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Figure 4.4: Experimental setup of the pre-training pipeline. First GQN is trained on the scene reconstruction
task with images from the Jaco arm environment. The weights of the trained encoder are then frozen and
used for the input encoder for an A3C agent that is trained on the reaching task from pixels.

modifying both colour and position of the target. In the second version of the environment described later

on we also change the texture for the walls and floor from a fixed pool of options. Finally, the joint angles

of the arm are also initialised at random within a range of physically sensible positions. The goal of the RL

task is for the hand to reach the target and remain close to it for the remaining duration of the episode. The

reward obtained at every step is a decreasing function of the distance from the hand to the target:

dfinal = 1− tanh2

(
max

(
0,
(dpalm + dpinch

2
− 0.15

)
× 10

))
(4.13)

where dpalm and dpinch are the distance from the target to either the palm of the hand or the pinch site

weighted by [1.41, 1.41, 1] along the x, y and z axes, respectively.

In order to carry out the reaching experiments we train two models: first we pre-train a GQN model on the

scenes of the room containing the Jaco arm. We then replace the encoder of an A3C agent (see Section 2.5.4)

by the trained GQN encoder and train the agent following the same setup as [Rusu et al., 2017]. To ensure

that GQN learns a complete representation of the Jaco-arm space we generate a dataset with a variety of

arm positions. We achieve this by selecting random points in 3D space as targets for a proprioception-

driven agent and recording one random intermediate state from the resulting trajectory. We do this with

50 independently trained agents to ensure diversity. We sample 4 million scenes and 20 images per scene to

construct the dataset.
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(a) Ground truth images. (b) Predictions.

Figure 4.5: Predictions of GQN on the Jaco arm dataset.

The model is trained by conditioning on n observations, where n is randomly chosen between 1 and 7 for

each mini-batch. Finally, to avoid having a very large state space for reinforcement learning we modify the

representation network by adding two fully connected layers after the convolutional layers. These layers

reduce the representation size from 8x8x128 to 64x1.

Crucially, while GQN is trained using several input images at each step, we only feed one image at every step

during RL training in order to remain close to current experimental protocols. When training the agent, the

pre-trained weights of the representation network are not updated.

We compare our agent to a few baselines (see Figure 4.4 for a schematic):

• A3C without pre-trained weights: We train a feed-forward A3C [Rusu et al., 2017] agent from

pixels using nine independent policies for each of the nine arm joints. The only difference to the

previously published setup, apart from the change in environment, is that we modify the architecture

of the A3C baseline input network to be identical to the representation network architecture of GQN

for comparison.

• GQN with fixed random weights: This agent makes use of the GQN encoder as well, but in this

particular case the weights are set at random and not updated during training. This setup provides

lower bound on the performance of the agent.

• Beta-VAE: The encoder of this agent corresponds to a beta-VAE as in [Higgins et al., 2017]. We only

run this baseline where applicable (i.e. where the input for the agent comes from a single fixed camera).
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4.4 Results and analysis

4.4.1 Training GQN on the Jaco Arm dataset

The results of training GQN on the first Jaco arm environment are shown in Figure 4.5. As evidenced by the

generated predictions, the model learns to carry out the task successfully. While the predictions sometimes

appear blurry in some parts of the image, they capture the overall structure (position of the arm, shape and

colour of the target etc.) correctly. The model also successfully reproduces lighting and shadows.

Varying the representation size

As mentioned in Section 4.3 the representations generated by the GQN encoder are one-dimensional vectors

of length λ. In order to analyse the model’s response to different representation sizes we train GQN setting

λ to the following sizes: 1, 2, 8, 128, 256, 512.

Note that the degrees of freedom in this dataset are limited. The model only needs to encode:

• The 9 joint angles of the robot arm.

• The hue of the table.

• The shape and colour of the target.

• The position of the target.

In addition, the joint angles are likely to be correlated (e.g. the finger joints generally behave similarly) and a

small model could get away with only encoding the position of the hand and interpolating the arm position.
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(a) Ground truth images. (b) Predictions.

Figure 4.7: Predictions of the Jaco arm environment generated with GQN. The size of the representation r
for this set of experiments was set to 2.

As a result of this observation we looked into the effect of reducing the size of r (effectively the information

bottleneck) on the model’s performance.

Given that the posterior distribution observes the target image yt, we can measure the KL-divergence between

the prior and the posterior distribution to track how much information is missing from the representation.

The results of this experiment are shown in Figure 4.6 and they confirm our initial hypothesis that this

task does not require a large bandwidth at the bottleneck: using vectors of length 1 or 2 for the model’s

representation is not sufficient, but beyond that there is not much difference between a representation of

length 8 or 512. This is particularly convenient since we want to use this representation as the input to our

RL agent and the size of the state space will depend on the size of the representation.

Finally, we provide some examples of the images generated by a GQN with representation size λ = 2.

Interestingly, while the prediction of the arm and the target object are wrong in the majority of the cases,

the colour of the table is correct for all. This behaviour is reasonable, since the model gets a significantly

larger loss-signal from the large number of pixels that belong to the table than from the smaller number of

pixels depicting the arm or the target.
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4.4.2 GQN representations for RL

GQN trained from all possible view points

In the following experiments we use the trained GQN encoder as pre-processing for the input of an RL

agent. The motivation behind this is to test whether training an agent using representations that exhibit

desirable properties such as good generalisation and, to a certain extent, camera invariance leads to more

robust performance and faster learning on RL tasks as well.

For our first set of experiments we define three different setups to test the flexibility and robustness of the

agent when combined with GQN. Each setup requires the agent to carry out the same reach task described

above. The key difference between the three is the number of different camera-positions used to train the

same agent. Note, however, that the data used to pre-train the GQN is the same across all environments

and corresponds to images taken at random from a dome around the arm. The different down-stream RL

environments are:

• Environment 1: Produces observations from a single fixed camera only.

• Environment 2: Generates observations from one of five possible fixed camera positions. The camera

position is chosen at random at the beginning of each episode.

• Environment 3: Produces observations from a camera position chosen at random from a dome around

the Jaco arm. As before, a new camera position is chosen at the beginning of each episode.

The results for these experiments including the three baseline agents are summarised in figure 4.8. We only

compare performance against beta-VAE on the first experimental setup, as this is the only one provided by

the authors in [Higgins et al., 2017].

For all three task the combination of A3C + GQN learns the fastest and achieves the best performance. It

is especially interesting that learning from a representation that was optimised to capture 3D scenes renders

the agent more robust against changing camera views.

Comparing different types of pre-training

The main idea behind the research in this chapter is to take a pre-trained model and apply it to a down-stream

task that is different from the one it was trained on. In the era of end-to-end training this is not necessarily

a popular approach. In this section we compare the performance between four different experimental setups

to investigate if splitting the training procedure can be beneficial for some tasks. The four variations of the

task differ in their encoder (see Figure 4.9 for a schematic of each setup).
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(a) Left: Training setup. GQN (blue) was trained on images sampled from any view point
on the dome around the Jaco arm. The RL agent (red) was trained on images from a single
camera. Right: Reward over training iterations for three agents with different image pre-
processing: none (standard A3C, with an untrained GQN encoder), beta-VAE and GQN.
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(b) Left: Training setup. GQN (blue) was trained on images sampled from any view point on
the dome around the Jaco arm. The RL agent (red) was trained on images from five different
fixed cameras. Right: Reward over training iterations for three agents with different image
pre-processing: none (standard A3C, with an untrained GQN encoder), random weights and
GQN
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(c) Left: Training setup. GQN (blue) and the RL agent (red) were both trained on images
sampled from any view point on the dome. Right: Reward over training iterations for three
agents with different image pre-processing: none (standard A3C, with an untrained GQN
encoder), random weights and GQN.

Figure 4.8: Agent’s performance on the reaching task for different experimental setups. The different baselines
differ in the pre-processing procedures applied to the input frames.
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Figure 4.9: Maximum score achieved on the reaching task for four different training setups. Left: Schematic
of the four setups used to generate the bar plots on the right. Random initialises the weights of GQN at
random and does not update them when training the RL agent. End-to-end starts with randomly initialised
weights, but allows them to be trained with the agent. The weights of the GQN in Finetuned are trained
separately first but then updated when the agent is trained. Pre-trained also makes use of pre-trained
weights for the GQN network, but doesn’t update them during RL training. All of these conditions are
compared on the reaching task where the camera is randomly switched once every episode and where the
camera is randomly switched at every step. Right: The performance of the different setups.

• Random: The weights of the encoder are not pre-trained. Instead they are initialised randomly and

not updated during training. This is the agent we are using as a lower bound baseline throughout this

chapter.

• End-to-end: The weights of the encoder are not pre-trained. They are initialised randomly and trained

together with the agent. This corresponds to the A3C baseline that we present throughout the chapter.

Current deep learning agents are usually trained in this fashion.

• Fine-tuned: The weights of the encoder correspond to the pre-trained weights of the GQN encoder.

During RL training these weights are also updated with the agent.

• Pre-trained: The weights of the encoder correspond to the pre-trained weights of the GQN encoder.

During RL training, however, these weights remain fixed and are not updated. This corresponds to our

main GQN+A3C agent.

We apply these four setups to the reaching task where the camera position for the observations is picked

at random from around the Jaco arm either once per episode or at every time step. The results from

this experiment are shown in Figure 4.9. As we observed in the previous experiments the random agent

performs the worst and our GQN+A3C agent performs the best. Interestingly, initialising the agent with the

trained GQN weights and updating them during RL training leads to worse performance than leaving them

fixed. We hypothesize that since the gradients from the agent are noisy at the beginning of RL training the

initial updates to the encoder weights are actually counter-productive and lead to catastrophic forgetting.

Nevertheless, both methods with pre-trained weights still perform better than the agent trained end-to-end

from scratch. Overall these results seem to suggest not only that pre-training can be beneficial for learning
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down-stream tasks efficiently but also that updating pre-trained weights on a new task might not actually

improve performance.

There is an additional benefit to pre-training fixed models that we don’t test in this chapter. Given that

the GQN encoder improves performance on a task it was not trained for, it is likely that it will improve

performance on a number of other tasks that involve processing 3D information. So, although pre-training

a separate model does require more computation than training a single agent when tested on one task, if we

were to use it for a whole set of RL tasks we could overall end up being more data efficient.

GQN trained from a small number of possible view points

The previous set of experiments showed that by training agents on representations generated by the encoder

of GQN we achieve better and more robust performance. However, the experimental setup would not be

realistic for a real life robot arm since it requires taking pictures of the scene from almost every possible view

point around the arm in order to train GQN.

In this section we try out a more realistic approach and train GQN on a small number of fixed cameras only,

which will later also be used to train the RL agent. We choose the frontal and side view cameras (to make

sure there are some views that do capture the Jaco arm well) and three additional random cameras. We use

all five as the view points to train GQN and the representation obtained with the trained encoder are used

to train an A3C model. As before, we have different setups for the RL training:

• Environment 1: Produces observations from a single fixed camera only.

• Environment 2: Generates observations from one of five possible fixed camera positions. There are

two versions of this environment: one where the camera is chosen at random at the beginning of each

episode and one where the camera is changed at every time step.

We compare our agent’s performance against an A3C agent without the pre-trained GQN encoder and an

A3C agent where the encoder weights are set at random and not updated during training. The latter serves

as a lower bound on performance as it is essentially acting randomly.

As before, an agent trained on GQN representation learns faster and reaches higher performance for both

environments. In addition this performance remains consistent across both versions of environment 2, which

means the agent is indifferent as to whether it is given the same camera view throughout an episode or a

different one at each step. Interestingly, the performance of the standard A3C agent improves when trained

on the switching cameras task. We hypothesize that it might have learned to aggregate the information

provided to it from the different camera views over time in a similar fashion to GQN.
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(a) Left: Training setup. GQN (blue) was trained on images from 5 fixed cameras whereas
the RL agent (red) was only trained on images from one fixed camera. Right: Reward over
training iterations for three agents with different image pre-processing: none, random weights
and GQN

Re
w

ar
d

40

80

120

2 4 6 8 10

Environment steps [millions]
0

Random

GQN

None

Input 
pre-

processing
New 

camera 
position 

every

Frame

Episode

(b) Left: Training setup. GQN (blue) and the RL agent (red) were both trained on images
from five fixed cameras. Right: Reward over training iterations for three agents with different
image pre-processing: none, random weights and GQN. For each setting we also compare
switching camera every frame versus every episode.

Figure 4.10: Agent’s performance on the reaching task with different experimental setups that all involve a
small number of fixed cameras. The different baselines differ in the pre-processing procedures applied to the
input frames.

4.4.3 Realistic-looking room environment

Finally, our goal is to reproduce the results within an environment that matches the other experiments

in [Eslami et al., 2018a] in terms of appearance and complexity of textures.

The updated Jaco arm environment

We update the previous environment by adding walls around the Jaco arm table and changing the textures

to match those of the other experiments in [Eslami et al., 2018a]. These textures contain more detail than

the original gray table and add to the complexity of the learning task. There are three different wall textures

and seven different floor textures that are sampled at random for each episode. In addition we change the

target object to a sphere, for aesthetic purposes. The friction of the sphere was set to a very large value,

to prevent it from rolling away when touched by the arm, as the goal of these experiments is to reach for a
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Figure 4.11: A high resolution rendering of the updated Jaco arm environment.

stationary target.

The resulting environment is shown in Figure 4.11. Given that the input resolution for all the models was

only 32×32 we use a simplified model of the Jaco arm, that approximates the shape with rectangular cuboids

rather than the more realistic looking mesh. Furthermore we remove the shadow of the robot arm to match

the experiments in [Rusu et al., 2017] which we use as a baseline.

GQN Performance on the New Environment

We train GQN on this new environment using the same procedure as before. As shown in Figure 4.12, GQN

is able to successfully carry out the prediction task. Although this is not necessarily relevant for the RL tasks

it is important to note that GQN is able to reproduce the new textures of the walls and floors.

Reaching Task in the New Environment

Finally, we use the trained GQN model to train an agent in this updated environment. For this final

experiment we will focus on the setup where GQN is trained on images from all possible view points around

the arm. We train two versions of the reaching task: one with a fixed camera and one where the camera is

changing at every step.

As before, our baseline is an A3C agent whose encoder matches the architecture of the GQN encoder, but

has not been pre-trained. In addition to this baseline we trained and agent that was given propioception
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(a) Ground truth images.

(b) Reconstructions.

(c) Predictions.

Figure 4.12: Reconstructions and predictions produced by GQN on the updated Jaco arm environment.
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Figure 4.13: Agent performance on both versions of the reaching task in the updated Jaco arm environment.
Figure adapted from [Eslami et al., 2018a].

information of the jaco arm as well as the position of the target as input. This agent served as an upper

bound on performance. We also trained an agent with random pre-processing in the encoder that served as

a lower bound. For this set of experiments we have normalised the performance of our agents by the upper

and lower bound and the results of the training process are shown in Figure 4.13.

As before, an agent learning from the representations generated by the GQN encoder learns the task faster

for both variations. It is interesting that in the experimental setup involving a single camera, the A3C agent,

while slower, is sometimes able to reach a higher performance than our GQN agent. The reason for this

might be that by training an encoder whose loss is independent of the follow-up RL task it might miss some

details that are necessary for the reaching task but not as important for the reconstruction. Given that the

encoder is not updated, if GQN is not capturing something that is relevant for RL the agent will not have

any way of accessing that information during training. Despite this, the learning process of the GQN agent

is much more robust as evidenced by the variance in the performance across learning curves.

In the case of the moving camera the performance of the GQN agent varies more, but it still achieves high

scores overall, while the regular A3C agent is not able to learn at all in that period of training time.

4.5 Related Work

The idea of re-using some pre-trained network to facilitate the training of an RL agent on some new task

lies at the heart of transfer learning research in machine learning [Pan et al., 2010]. Some of the models in

83



this area focus on how to transfer knowledge between agents [Gupta et al., 2016] or from a labelled subset

of the training data to the rest of the unlabelled data [Finn et al., 2016b]. A different branch of transfer

learning research considers the task of continual learning, where the same agent has to learn a number of

different tasks with different reward functions. This has been achieved by progressively growing the network

with each new task that is being trained [Rusu et al., 2016] or by decoupling the environment dynamics from

the reward in the value function [Barreto et al., 2017], for example.

More related to our line of research are approaches that aim at learning a representation that will lend itself

to transfer learning tasks. These representations can be learned in the loop with a controller [Finn et al.,

2016a] to enable fast adaptation in robots. Another possibility is to learn several state representations and

a task-specific gate that filters them as in [Raffin et al., 2016].

Both of these approaches learned task-specific representations that were trained alongside the agent. Alter-

natively one can train a model to produce task-independent representations that facilitate transfer learning.

This is the case in Darla [Higgins et al., 2017], where beta-VAE (Section 2.2.2) is trained to encode the

environment and the disentangled representations are used for robust RL. This approach is the closest to the

research described in this chapter. As in Darla, we train our generative model on a task that is unrelated

to the subsequent RL task and use the trained model as pre-processing for the agent’s input during RL

training. Unlike Darla, we don’t explicitly aim to have disentangled representations, but rather make use of

representations that were useful for 3-D reasoning tasks.

Finally it might seem ill-fitted to compare our work to transfer learning algorithms given that we only apply

the learned representations to the Jaco arm reaching task. However, since the scene prediction task that GQN

is trained on is unrelated to the reaching task we can consider this to fall into the transfer learning category.

Furthermore, while we have not applied it to any other RL task there is nothing inherently ‘reaching-task

specific’ about the scene reconstruction experiments used to train GQN that would suggest that the benefits

of using its representations would not also apply to other RL tasks.

4.6 Discussion

In this chapter we have used a pre-trained generative model of 3D scenes as the encoder for the visual input

of an RL agent. The purpose of this was threefold. First, we wanted to test whether the representations

generated by GQN are useful for other tasks beyond scene understanding. Second, we wanted to investigate

whether using pre-trained parts for a model can be more beneficial than training end-to-end. Finally, another

goal was to train a robust RL agent that can receive as input images from any point of view in a 3D

environment.

With the exception of these experiments, the results presented in the original GQN publication all revolved

84



around scene understanding. As such we wanted to test whether the representations generated by GQN are

helpful for other tasks as well. For all of the experiments presented in this chapter the agent trained with

the GQN encoder has proven to be the most robust and the most data efficient. In the majority of the cases

it also reaches the best performance. From this we can conclude that the GQN representations capture 3D

scene information in a way that is useful for other 3D tasks beyond scene reconstruction.

Our results comparing pre-trained encoders with agents that are trained end-to-end seem to imply that pre-

training models can lead to higher performance. Interestingly fine-tuning the pre-trained parts of the model

to specific tasks is not necessarily beneficial for training and can, indeed, decrease final performance.

Finally, the proposed agent architecture is able to carry out the task it is trained on from visual information

taken at any position within the dome. To achieve such a level of performance with an agent trained from

scratch one would have to train multiple agents for the different camera views. As such using pre-trained

model parts can result in better data efficiency.

A large part of these results goes back to the power of the pre-trained model itself: the fact that the repre-

sentations generated by GQN have a range of interesting properties such as generalisation and abstraction

is what drives our agent’s performance. These properties of GQN are a result of its training regime. In the

following chapters we extend this training regime beyond the specific task of scene understanding to more

general machine learning tasks such as regression and classification as we introduce Neural Processes.
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Chapter 5

Conditional Neural Processes

5.1 Introduction

In the previous chapter we looked at Generative Query Networks (GQN) and how their training regime

produces latent representations with interesting properties that can be applied to different downstream tasks,

such as reinforcement learning. We focused on two properties in particular: flexibility at test time and

generalisation to unseen attribute combinations.

Beyond that, the representations generated by GQN have been shown to display other desirable traits. In

the original GQN publication the authors show, for example, that GQN is able to capture the uncertainty

over its predictions given the observed context. This is demonstrated on the top-down view prediction task

in Figure 5.1. In these experiments GQN is provided with first-person views from a randomly generated

maze environment and has to predict the top-down view of the maze. As demonstrated by the predicted

images in the bottom two rows, the accuracy of GQN’s predictions increase as it is provided with more context

observations. In addition to looking at the predictions we can also measure the model’s predicted uncertainty

at different positions in the room. We do this by calculating the expected information gain obtained from

including a context point at a given location. As illustrated by the heat-maps the uncertainty estimates of

GQN agree with the observations of the room it has seen so far.

Altogether, GQN produces representations with three desirable traits that are not common for deep learning

algorithms:

1. The ability to generalise to held-out attribute combinations.

2. The flexibility to adapt the predictions to a set of observations at test time.
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Figure 5.1: Uncertainty estimation in generative query networks. Given some observations within a small
virtual maze (top row) and the positions from which they were taken (second row) GQN is trained to predict
the top down view of the maze. The two bottom rows show two predictions of the model. GQN starts off
with no context observations and is provided with an increasing number of observations. Each column shows
the new observation and the model’s predictions given the observations so far. As the number of observations
grows the accuracy of the predictions increases and the samples look more and more alike. Crucially, we
can measure the model’s predicted uncertainty by calculating the information gain of each location given the
context, as shown in the third row. Figure adapted from [Eslami et al., 2018a].

3. The capacity to estimate the uncertainty over its predictions.

The goal of the research presented in this chapter is to take advantage of this meta-learning training setup

and apply it to more general machine learning tasks beyond scene understanding, such as regression and

classification. To that aim we introduce Conditional Neural Processes (CNPs), a meta-learning algorithm that

expands the training regime of GQN to few-shot regression and classification algorithms. To understand why

CNPs are different from current regression models, it is useful to compare their training set-up and properties

to those of other algorithms. Take conventional neural networks (NNs), for example (see Section 2.1). NNs

are generally trained to approximate a single function (e.g. a value function in reinforcement learning) by

updating the randomly initialised parameters of the network using a large number of training examples. Once

the training phase is over, these parameters remain fixed and the hope is that the learned function is a good

approximation for the unseen test points. Some of the benefits of neural network models include:

Data-driven learning. NNs are able to learn the model parameters from data directly using gradient

descent updates.

Complex functions. The large number of parameters of neural networks makes it possible to model

complex functions with few functional restrictions.

Fast evaluation. Evaluating neural networks at test time is very fast, as it only involves a forward
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pass which boils down to matrix multiplication.

Gaussian processes provide a different approach to regression (see Section 2.4.2). If we assume the kernel and

its parameters are known in advance, GPs don’t need to be trained as is the case with NNs. At inference time,

the GP updates its belief over the underlying distribution using the observations from the target function.

GPs display some desirable properties:

Distribution over functions. Rather than just approximating a single function that agrees with the

observations GPs learn a whole distribution over functions. This allows them to flexibly adapt their

predictions at inference time.

Measure of uncertainty. Given a choice of kernel, GPs have a statistically grounded measure of

uncertainty over their predictions.

CNPs aim at combining the benefits of both. They are implemented as neural networks, but rather than

approximating a single function CNPs learn to approximate a whole distribution over them. This distribution

is learned from the data directly by updating the CNP’s parameters using gradient descent. This is a result of

the data: unlike traditional machine learning algorithms, CNPs train on whole sets of functions rather than

just a single function (see Figure 5.3). As with NNs the parameters of CNPs remain fixed at test time, but

the model can still adapt its predictions to the context information it is given. CNPs thus combine benefits

of NNs and GPs:

Data-driven learning. CNPs learn the model parameters via gradient descent updates from datasets

that consist of distributions over functions.

Complex functions. CNPs are implemented as neural networks and thus the large number of pa-

rameters allows it to model complex functions.

Fast evaluation. Evaluating CNPs at test time only involves a forward pass and has a runtime of

O(n+m) where n are the number of context observations and m the number of targets.

Distribution over functions. Rather than just approximating a single function CNPs learn to

capture the distribution over functions from the dataset.

Measure of uncertainty. Given some context points CNPs are able to not only predict the expected

function value, but also the uncertainty of that prediction, as captured by the variance in the training

set.

Finally, CNPs and their extension Neural Processes (introduced in Chapter 6) can be interpreted as a neural

approximation of a stochastic process (thus the name Neural Processes). We will elaborate on this relation

in the next chapter.
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Conventional function regression in DL Meta-learning for function regression

Figure 5.2: Conventional deep learning datasets versus meta-learning datasets. Traditional DL datasets
consist of points from a single target function. At every iteration we select a subset of these data points
(called a batch) and use them to update the network’s parameters. datasets for meta learning algorithms on
the other hand conform to a hierarchical structure and consist of a dataset over datasets (e.g. a dataset of
functions). At every episode we first select a subset (i.e. a function) and then choose our training batch from
this subset.

The rest of this chapter is structured as follows:

• In Section 5.2 we introduce the regression task and the CNP model.

• In Section 5.4 we discuss related research.

• In Section 5.3 we present the results on few-shot regression and few-shot classification.

• In section 5.5 we summarise the findings and motivate an extension of CNPs introduced in the next

chapter.

5.2 Model

5.2.1 The Regression Task

As mentioned before, CNPs are flexible enough to be applied to a number of tasks that can range from

regression to classification. In the following we lay the foundations for CNPs by focusing on the regression

task only. We will build on this when applying CNPs to classification in the results section later on.

The formulation of the regression task is similar to that of the GQN scene rendering task. Where in the

previous chapter we started by picking a room, in the case of CNPs we first sample a function f ∼ D from

the distribution over functions D. This could mean sampling a function f ∼ GP from a Gaussian process or

choosing an image from a dataset of images (in this last case each of the pixels would correspond to a point
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on the function, see Figure 5.5). Given n context points C = {(xc,yc)i}ni=1 on f , the goal is to predict the

value of yt = f(xt) at the target position T = {xti}mi=1.

5.2.2 Conditional Neural Process Model

The CNP model (shown in Figure 5.11) can be summarised as follows:

ri = hθ(x
c
i ,y

c
i ) ∀(xci ,yci ) ∈ C (5.1)

r = r1 ⊕ r2 ⊕ . . . rn−1 ⊕ rn (5.2)

ϕi = gϑ(xti, r) ∀(xti) ∈ T (5.3)

yti ∼ p(yti |ϕi) (5.4)

where hθ : X × Y → Rd and gϑ : X × Rd → Re are neural networks with parameters θ and ϑ, ⊕ is a

commutative operation that takes a row of elements in Rd and maps them into a single element of Rd,

and p is a probability distribution with sufficient statistics ϕ. Depending on the task, the model learns to

parametrise a different output distribution. For regression tasks we use ϕi to parametrise the mean and

variance ϕi = (µi, σ
2
i ) of a Gaussian distribution N (µi, σ

2
i ) for every xti ∈ T . For classification tasks ϕi

parametrises the logits of the class probabilities pc over the c classes of a categorical distribution. In most of

our experiments we take a1 ⊕ . . .⊕ an to be the mean operation (a1 + . . .+ an)/n.

This architecture ensures permutation invariance and O(n+m) scaling for conditional prediction. We note

that, since r1 ⊕ . . .⊕ rn can be computed in O(1) from r1 ⊕ . . .⊕ rn−1, this architecture supports streaming

observations with minimal overhead.

Within this specification of the model there are still some aspects that can be modified to suit specific

requirements. The exact implementation of h, for example, can be adapted to the data type. For low

dimensional data the encoder can be implemented as an MLP, whereas for inputs with larger dimensions and

spatial correlations it can also include convolutions.

5.2.3 Training Conditional Neural Processes

To train CNPs we first sample f ∼ D and then select a subset n of points as the context C = (xc,yc) =

{(xci ,yci )}ni=1. We pick a second subset n′ as targets and combine them with C to form our full target set

T = (xt,yt) = {(xti,yti)}mi=1, where m = n+n′. Asking the model to predict the values of f both at the new

target positions as well as at the known context points ensures that the network makes use of the context.

Both n and n′ are sampled randomly with n ∼ uniform[1, ..., N ] where N is the maximum number of context
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Figure 5.3: Training and inference stages of neural networks (NNs), Gaussian processes (GPs) and neural
processes (NPs). The first row illustrates the predictions of the different regression algorithms before training.
As we are not addressing the choice of kernel for the GPs in this work, we assume there is no training phase
which we have illustrated by plotting some examples of possible kernels in grey. The middle row shows the
models’ predictions after training and the bottom row shows the updated predictions upon observing some
new points at test time.

points. We use C and T to minimise the negative conditional log probability

L(θ) = −Ef∼D

[
EN
[

log pθ(y
t|xt, (xc,yc), ϕ)

]]
(5.5)

In practice, we take Monte Carlo estimates of the gradient of this loss by sampling f and N .

5.3 Experimental Results

5.3.1 Function Regression

As a first experiment we test CNP on the classical 1D regression task that is used as a common baseline for

GPs. We generate two different datasets that consist of functions generated from a GP with an exponential
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Figure 5.4: 1-D Regression. Regression results on a 1-D curve (black line) using 5 (left column) and 50
(right column) context points (black dots). The first two rows show the predicted mean and variance for the
regression of a single underlying kernel for GPs (red) and CNPs (blue). The bottom row shows the predictions
of CNPs for a curve with switching kernel parameters. Figure adapted from [Garnelo et al., 2018a].

[x1, x2] [x1, x2] [x1, x2] [x1, x2]

Context Targetx1

x2

?

Figure 5.5: Image completion as a regression task. This figure illustrates how image completion can be
phrased as a regression task where the position of a pixel is the function input x and the colour of the
pixel the function output f(x). When training neural processes on this task we provide a varying number
of pixel positions and their colour and query the colour of pixels at other target locations. Figure adapted
from [Garnelo et al., 2018a].
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kernel. In the first dataset we use a kernel with fixed parameters, and in the second dataset the function

switches at some random point on the real line between two functions, each sampled with different kernel

parameters.

At every training step we sample a curve from the GP, select a subset of n points (xc,yc) as observations,

and a subset of points (xt,yt) as target points. Using the model described in Figure 5.11, the observed

points are encoded using a three layer MLP encoder h with a 128 dimensional output representation ri. The

representations are aggregated into a single representation r = 1
n

∑
ri which is concatenated to the target

inputs xt and passed to a decoder g consisting of a five layer MLP. The decoder outputs a Gaussian mean

and variance for the target outputs ŷt. We train the model to maximise the log-likelihood of the target points

using the Adam optimiser of Kingma and Ba [2014].

Two examples of regression results obtained for each of the datasets are shown in Figure 5.4. We compare

the model to the predictions generated by a GP with the correct hyperparameters, which constitutes an

upper bound on our performance. Although the prediction generated by the GP is smoother than the CNP’s

prediction both for the mean and variance, the model is able to learn to regress from a few context points

for both the fixed kernels and switching kernels. As the number of context points grows, the accuracy of

the model improves and the approximated uncertainty of the model decreases. Crucially, we see the model

learns to estimate its own uncertainty given the observations very accurately. Moreover it provides a good

approximation that increases in accuracy as the number of context points increases.

Furthermore the model achieves similarly good performance on the switching kernel task. This type of

regression task is not trivial for GPs whereas in our case we only have to change the dataset used for

training.

5.3.2 Image Completion

We consider image completion as a regression task over functions in either f : [0, 1]2 → [0, 1] for greyscale

images, or f : [0, 1]2 → [0, 1]3 for RGB images. The input x is the 2D pixel coordinates normalised to [0, 1]2,

and the output y is either the greyscale intensity or a vector of the RGB intensities of the corresponding

pixel. For this completion task we use exactly the same model architecture as for 1D function regression

(with the exception of making the last layer 3-dimensional for RGB).

We test CNP on two different datasets: the MNIST handwritten digit database LeCun et al. [1998] and

large-scale CelebFaces Attributes (CelebA) dataset Liu et al. [2015]. The model and training procedure are

the same for both: at each step we select an image from the dataset and pick a subset of the pixels as

observations. Conditioned on these, the model is trained to predict the values of all the pixels in the image

(including the ones it has been conditioned on). Like in 1D regression, the model outputs a Gaussian mean
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Figure 5.6: Pixel-wise image regression on MNIST. Left: Two examples of image regression with
varying numbers of observations. We provide the model with 1, 40, 200 and 728 context points (top row) and
query the entire image. The resulting mean (middle row) and variance (bottom row) at each pixel position is
shown for each of the context images. Right: average model accuracy over 100 runs with increasing number
of observations that are either chosen at random (blue) or by selecting the pixel with the highest variance
(red). Figure adapted from [Garnelo et al., 2018a].

and variance for each pixel and is optimised with respect to the log-likelihood of the ground-truth image.

It is important to point out that we choose images as our dataset because they constitute a complex 2-D

function that is easy to evaluate visually, not to compare to generative models benchmarks.

MNIST

We first test CNP on the MNIST dataset and use the test set to evaluate its performance. As shown in

Figure 5.6a the model learns to make good predictions of the underlying digit even for a small number of

context points. Crucially, when conditioned only on one non-informative context point (e.g. a black pixel on

the edge) the model’s prediction corresponds to the average over all MNIST digits. As the number of context

points increases, the predictions become more similar to the underlying ground truth. This demonstrates

the model’s capacity to extract dataset specific prior knowledge. It is worth mentioning that even with a

complete set of observations the model does not achieve pixel-perfect reconstruction, as we have a bottleneck

at the representation level.

An important aspect of the model is its ability to estimate the uncertainty of the prediction. As shown in

the bottom row of Figure 5.6a, as we add more observations, the variance shifts from being almost uniformly

spread over the digit positions to being localised around areas that are specific to the underlying digit,

specifically its edges. Being able to model the uncertainty given some context can be helpful for many tasks.

One example is active exploration, where the model has a choice over where to observe. We test this by

comparing the predictions of CNP when the observations are chosen according to uncertainty (i.e. the pixel

with the highest variance at each step), versus random pixels (Figure 5.6b). This method is a very simple way

of doing active exploration, but it already produces better prediction results than selecting the conditioning
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points at random.

Figure 5.7: Pixel-wise image completion on CelebA. Two examples of CelebA image regression with
varying numbers of observations. We provide the model with 1, 10, 100 and 1000 context points (top row) and
query the entire image. The resulting mean (middle row) and variance (bottom row) at each pixel position
is shown for each of the context images. Figure adapted from [Garnelo et al., 2018a].

CelebA

We also apply CNP to CelebA [Liu et al., 2015], a dataset of images of celebrity faces, and report performance

obtained on the test set. As shown in Figure 5.7 our model is able to capture the complex shapes and colours

of this dataset with predictions conditioned on less than 10% of the pixels being already close to ground

truth. As before, given few context points the model averages over all possible faces, but as the number of

context pairs increases the predictions capture image-specific details like face orientation and facial expression.

Furthermore, as the number of context points increases the variance is shifted towards the edges in the image.

An important aspect of CNPs demonstrated in Figure 5.8 is its flexibility not only in the number of obser-

vations and targets it receives, but also with regards to their input values. It is interesting to compare this

property to GPs on one hand, and to trained generative models van den Oord et al. [2016], Gregor et al.

[2015] on the other hand.

The first type of flexibility can be seen when conditioning on subsets that the model has not encountered

during training. Consider conditioning the model on one half of the image, for example. This forces the

model to not only predict pixel values according to some stationary smoothness property of the images, but
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Figure 5.8: Flexible image completion. In contrast to standard conditional models, CNPs can be directly
conditioned on observed pixels in arbitrary patterns, even ones which were never seen in the training set.
Similarly, the model can predict values for pixel coordinates that were never included in the training set,
like subpixel values in different resolutions. The dotted white lines were added for clarity after generation.
Figure adapted from [Garnelo et al., 2018a].

also according to global spatial properties, e.g. symmetry and the relative location of different parts of faces.

As seen in the first row of the figure, CNPs are able to capture those properties. A GP with a stationary

kernel cannot capture this, and in the absence of observations would revert to its mean (the mean itself can

be non-stationary but usually this would not be enough to capture the interesting properties).

In addition, the model is flexible with regards to the target input values. This means, e.g., we can query the

model at resolutions it has not seen during training. We take a model that has only been trained using pixel

coordinates of a specific resolution, and predict at test time subpixel values for targets between the original

coordinates. As shown in Figure 5.8, with one forward pass we can query the model at different resolutions.

While GPs also exhibit this type of flexibility, it is not the case for trained generative models, which can only

predict values for the pixel coordinates on which they were trained. In this sense, CNPs capture the best of

both worlds – it is flexible in regards to the conditioning and prediction task, and has the capacity to extract

domain knowledge from a training set.

We compare CNPs quantitatively to two related models: kNNs and GPs (see Section 2.4.1 and 2.4.2 for

an introduction to kNNs and GPs, respectively). As shown in Table 5.1, CNPs outperform the latter when
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number of context points is small (empirically when half of the image or less is provided as context). When

the majority of the image is given as context exact methods like GPs and kNN will perform better. From the

table we can also see that the order in which the context points are provided is less important for CNPs, since

providing the context points in order from top to bottom still results in good performance. Both insights

point to the fact that CNPs learn a data-specific ‘prior’ that will generate good samples even when the

number of context points is very small.

Random Context Ordered Context

# 10 100 1000 10 100 1000
kNN 0.215 0.052 0.007 0.370 0.273 0.007
GP 0.247 0.137 0.001 0.257 0.220 0.002
CNP 0.039 0.016 0.009 0.057 0.047 0.021

Table 5.1: Pixel-wise mean squared error for all of the pixels in the image completion task on the CelebA
dataset with increasing number of context points (10, 100, 1000). The context points are chosen either at
random or ordered from the top-left corner to the bottom-right. With fewer context points CNPs outperform
kNNs and GPs. In addition CNPs perform well regardless of the order of the context points, whereas GPs
and kNNs perform worse when the context is ordered.

5.3.3 Classification

The Few-shot Classification Task

So far we have been focusing on few-shot regression tasks. Conditional neural processes, however, can be

easily extended to few-shot classification as well. As with regression the few-shot classification framework

differs from the traditional deep learning classification regime.

Take image classification (Figure 5.9): traditionally every image is associated to a fixed label (e.g. images

of dogs, are always labelled ‘dog’). In the case of few-shot classification this is different: at every training

iteration a subset K of the available classes are selected and assigned the labels 1 to K at random. For the

next iteration we sample a different set of K classes and re-label them. As a result the same class can have

different labels at different iterations. The task is therefore not to learn to associate a label with an image,

but to be able to compare the context images with the target images and determine which class the targets

are most likely to be part of. If we look at the image vs class distribution (depicted on the side in blue in

Figure 5.9) in traditional DL classification this distribution remains fixed, whereas in few-shot learning the

distribution is different at every iteration. As before we can therefore claim that CNPs learn to approximate

a distribution over functions rather than a single function.
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Figure 5.9: Conventional image classification versus few-shot classification. In the conventional training
regime the labels for each image remain fixed. In the few-shot classification setup the labels of the images
are changed at every iteration.

Few-Shot Classification of Omniglot Images

We apply the model to one-shot classification using the Omniglot dataset of Lake et al. [2015] (see Fig-

ure 5.10 for an overview of the task). This dataset consists of 1,623 classes of characters from 50 different

alphabets. Each class has only 20 examples and as such this dataset is particularly suitable for few-shot

learning algorithms. As in [Vinyals et al., 2016] we use 1,200 randomly selected classes as our training set

and the remainder as our testing dataset. In addition we augment the dataset following the protocol described

in Santoro et al. [2016]. This includes cropping the image from 32 × 32 to 28 × 28, applying small random

translations and rotations to the inputs, and also increasing the number of classes by rotating every character

by 90 degrees and defining that to be a new class. We generate the labels for an N-way classification task by

choosing N random classes at each training step and arbitrarily assigning the labels 0, ..., N − 1 to each.

Given that the input points are images, we modify the architecture of the encoder h to include convolution

layers as mentioned in section 5.2. In addition we only aggregate over inputs of the same class by using the

information provided by the input label. The aggregated class-specific representations are then concatenated

to form the final representation. Given that both the size of the class-specific representations and the number

of classes are constant, the size of the final representation is still constant and thus the O(n + m) runtime

still holds.

The results of the classification are summarised in Table 5.2. CNPs achieve higher accuracy than models that

are significantly more complex (like MANN [Santoro et al., 2016]). While CNPs do not beat state-of-the-art

for one-shot classification, our accuracy values are comparable. Crucially, we reach those values using a

significantly simpler architecture (three convolutional layers for the encoder and a three-layer MLP for the

decoder) and with a lower runtime of O(n+m) at test time as opposed to O(nm).
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Figure 5.10: One-shot Omniglot classification. At test time the model is presented with a labelled
example for each class, and outputs the classification probabilities of a new unlabelled example. The model
uncertainty grows when the new example comes from an un-observed class. Figure adapted from [Garnelo
et al., 2018a].

5-way Acc 20-way Acc Runtime

1-shot 5-shot 1-shot 5-shot
MANN 82.8% 94.9% - - O(nm)

MN 98.1% 98.9% 93.8% 98.5% O(nm)

CNP 95.3% 98.5% 89.9% 96.8% O(n +m)

Table 5.2: Classification results on Omniglot. Results on the same task for MANN [Santoro et al., 2016],
and matching networks (MN) [Vinyals et al., 2016] and CNP.

5.4 Related research

5.4.1 Gaussian Processes

The goal of our research is to incorporate ideas from GP inference into a NN training regime to overcome

certain drawbacks of both. There are a number of papers that address some of the same issues within the

GP framework. Scaling issues with GPs have been addressed by sparse GPs [Snelson and Ghahramani,

2006], while overcoming the limited expressivity resulting from functional restrictions is the motivation for

Deep GPs [Damianou and Lawrence, 2013, Salimbeni and Deisenroth, 2017]. The authors of Deep Kernel

learning [Wilson et al., 2016], also combine ideas from DL and GPs. Their model, however, remains closer

to GPs than Neural Processes as the neural network is used to learn more expressive kernels that are then

used within a GP.
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Figure 5.11: The CNP model. The context pairs (xc,yc) are processed individually by an encoder h and
aggregated by an aggregator a to obtain a single representation r. This representation is fed into the decoder
g along with the target query xt to generate prediction yt. Figure adapted from [Garnelo et al., 2018a].

5.4.2 Meta-Learning

Deep learning models are generally more scalable than GPs and are very successful at learning features and

prior knowledge from the data directly. However, they tend to be less flexible with regards to input size

and order. Additionally, in general they only approximate one function as opposed to distributions over

functions. Meta-learning approaches address the latter and share our core motivations. Recently meta-

learning has been applied to a wide range of tasks such as RL [Wang et al., 2016, Finn et al., 2017] and

program induction [Devlin et al., 2017].

More related to Neural Processes are meta-learning algorithms which are implemented as deep generative

models that learn to do few-shot estimations of the underlying density of the data. One way to achieve this is

by updating existing models like PixelCNN [van den Oord et al., 2016] and augmenting them with attention

mechanisms [Reed et al., 2018] or including a memory unit in a VAE model [Bornschein et al., 2017]. Another

successful latent variable approach is to explicitly condition on some context during inference [J. Rezende

et al., 2016]. Given the generative nature of these models, they are usually applied to image generation tasks,

but models that include a conditioning class-variable can be used for classification as well. In general these

approaches have not been used in the context of regression.

Classification itself is another common task in meta-learning. Few-shot classification algorithms usually rely

on some distance metric in feature space to compare target images to the observations provided [Koch et al.,

2015], [Santoro et al., 2016]. Matching networks (MNs) [Vinyals et al., 2016, Bartunov and Vetrov, 2017]

are closely related to CNPs. In their case, features of samples are compared with target features using an

attention kernel. At a higher level, one can interpret this model as a CNP where the aggregator is just the

concatenation over all input samples and the decoder g contains an explicitly defined distance kernel. In this
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sense matching networks are closer to GPs than to CNPs, since they require the specification of a distance

kernel that CNPs learn from the data instead. In addition, as MNs carry out all-to-all comparisons they

scale with O(n×m), although they can be modified to have the same complexity of O(n+m) as CNPs [Snell

et al., 2017].

A model that is conceptually very similar to CNPs (and in particular the latent variable version) is the

“neural statistician” [Edwards and Storkey, 2017] and the related variational homoencoder [Hewitt et al.,

2018]. As with the other generative models, the neural statistician learns to estimate the density of the

observed data but does not allow for targeted sampling at what we have been referring to as input positions

xi. Instead, it can only generate i.i.d. samples from the estimated density.

5.5 Discussion

In this chapter we have introduced Conditional Neural Processes (CNPs), a model for few-shot regression and

classification that is both flexible at test time and has the capacity to extract prior knowledge from training

data. We have demonstrated its ability to perform a variety of tasks including regression, classification and

image completion. We compared CNPs to Gaussian Processes on one hand, and deep learning methods on

the other, and also discussed the relation to meta-learning and few-shot learning. As such, this work can be

seen as a step towards learning high-level abstractions, one of the grand challenges of contemporary machine

learning. Functions learned by most conventional deep learning models are tied to a specific, constrained

statistical context at any stage of training. A trained CNP is more general, in that it encapsulates the

high-level statistics of a family of functions, that can be reused for multiple tasks.

Despite these advantages CNPs remain a deterministic model, which means it can only generate one prediction

for each set of context points. In the following chapter we overcome this shortcoming by introducing a latent

variable extension of CNPs we call Neural Processes (NPs). In addition to making it possible to generate

multiple samples the latent variable in NPs allows us to draw parallels to stochastic processes and a range of

conditional latent variable models.
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Chapter 6

Neural Processes

6.1 Introduction

In the previous chapter we introduced Conditional Neural Processes (CNPs) as flexible meta-learning models

for few-shot regression and classification. We showed that CNPs learn to model a whole distribution over

functions rather than a single function, which allows them to adapt their prediction to the observed context

points even once the training phase is over. In addition, CNPs can capture the uncertainty of their own

estimates and are computationally cheap to evaluate.

Despite these benefits, CNPs fundamentally can only learn a deterministic mapping from observations to

targets. Take the example of image completion introduced in the previous chapter (Figure 5.5). For a fixed

set of context points CNPs can only generate a single prediction for each pixel and therefore we can only

generate one image. If we wanted to sample different images that agreed with the observed context points, the

only distribution we could sample from are the output distributions parametrised by the means and variances

produced by the decoder. These distributions, however, are generated independently for each target point

and thus the values of different targets are not correlated (the covariance of the joint distribution over all

target points is therefore a diagonal rather than a full covariance matrix). Sampling from these independent

output distributions results in noisy variations of the mean image (see Figure 6.1) instead of different coherent

images.

There are a number of possible alternatives to obtaining varied, coherent samples. One could build a model

that learns a covariance matrix rather than just the independent variances of the target points. This approach

would be more similar to a Gaussian process than the original CNP. However, the dependency of each target

point on every other target point would result in a higher computational cost and would reduce the flexibility

of the decoder. Another option would be to generate the target points auto-regressively, i.e. generate
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Figure 6.1: Generating samples using a CNP versus an NP. The only way to sample a distribution with a CNP
is to sample the independent output distributions. Because these are not correlated the resulting samples
are just noisy variations of the mean image. By sampling the latent variable of the NP the mean values for
the different samples will generate different coherent images that agree with the context observations.

one target point at a time conditioned on all the target points predicted so far. While this approach has

proven very successful [van den Oord et al., 2016], auto-regressive models don’t lend themselves as well to

parallelisation and tend to be slower.

In this chapter we opt for a different approach: we introduce a latent variable z parametrised by the repre-

sentation generated by the encoder. Each time we want to sample a different consistent set of targets (e.g.

a new, consistent image) we sample one z from the latent distribution and condition all the target points

on it. The images generated using this approach are shown in Figure 6.1. We refer to this model as Neural

Processes (NPs).

In addition to enabling coherent sampling the latent variable also makes it easier to draw parallels to stochastic

processes and conditional latent variable models. This allows us to compare models across different research

areas, which we carry out in the main model section and the related work section.

The chapter is structured as follows:

• In Section 6.2 we introduce the model and discuss how NPs are related to stochastic processes.

• We compare our model to related work from different areas in Section 6.5.

• In Section 6.3 we introduce a number of different regression experiments carried out using NPs and

report the results obtained on a range of different tasks.

• Finally, we summarise and discuss the contributions of this chapter in Section 6.6.
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Figure 6.2: The CNP model (left) and the NP model (right). The main difference is the latent variable
parametrised by the representation.

6.2 Model

6.2.1 The neural process model

Neural Processes (NP) and Conditional Neural Processes (CNP) share a large part of their architecture. The

main difference between the two is the handling of the intermediate representation (see Figure 6.2). CNPs

just pass this representation r generated by the encoder to the decoder along with the target input xt. NPs

on the other hand use r to parametrise the mean and variance of a multivariate Gaussian N (z|µ(r), Iσ(r))

which is used to sample z. The same z is used to predict all the target outputs yt from the target inputs xt.

As with CNPs the model of NPs can be boiled down to three core components:

• An encoder h from input space into representation space that takes in pairs of (xc,yc)i context values

and produces a representation ri = h((xc,yc)i) for each of the pairs. We parameterise h as a neural

network.

• An aggregator a that summarises the encoded inputs. We are interested in obtaining a single order-

invariant global representation r that parameterises the latent distribution z ∼ N (µ(r), Iσ(r)). The

simplest operation that ensures order-invariance and works well in practice is the mean function r =

a(ri) = 1
n

∑n
i=1 ri. Crucially, the aggregator reduces the runtime to O(n+m) where n and m are the

number of context and target points respectively.

• A conditional decoder g that takes as input the sampled global latent variable z as well as the new

target locations xt and outputs the predictions ŷt for the corresponding values of f(xt) = yt.
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6.2.2 Neural processes as stochastic processes

The additional latent variable allows us to formulate NPs as approximations of stochastic processes. In the

following we define stochastic processes and derive the NP model from this definition.

The standard approach to defining an infinite-dimensional stochastic process is via its finite-dimensional

marginal distributions. Specifically, we consider the process as a random function F : X → Y and, for each

finite sequence x1:n = (x1, . . . ,xn) with xi ∈ X , we define the marginal joint distribution over the function

values y1:n := (F (x1), . . . , F (xn)). For example, in the case of GPs, these joint distributions are multivariate

Gaussians parameterised by a mean and a covariance function.

Given a collection of joint distributions ρx1:n
we can derive two necessary conditions to be able to define

a stochastic process F such that ρx1:n
is the marginal distribution of (F (x1), . . . , F (xn)), for each finite

sequence x1:n. These conditions are: (finite) exchangeability and consistency. As stated by the Kolmogorov

Extension Theorem [Øksendal, 2003], these conditions are sufficient to define a stochastic process.

Exchangeability This condition requires the joint distributions to be invariant to permutations of the

elements in x1:n. More precisely, for each finite n, if ψ is a permutation of {1, . . . , n}, then:

ρx1:n
(y1:n) := ρx1,...,xn(y1, . . . ,yn) (6.1)

=ρxψ(1),...,xψ(n)
(yψ(1), . . . ,yψ(n)) =: ρψ(x1:n)(ψ(y1:n))

where ψ(x1:n) := (xψ(1), . . . ,xψ(n)) and ψ(y1:n) := (yψ(1), . . . ,yψ(n)).

Consistency If we marginalise out a part of the sequence the resulting marginal distribution is the same as

that defined on the original sequence. More precisely, if 1 ≤ m ≤ n, then:

ρx1:m(y1:m) =

∫
ρx1:n(y1:n)dym+1:n. (6.2)

Take, for example, three different sequences x1:n, ψ(x1:n) and x1:m as well as their corresponding joint

distributions ρx1:n
, ρψ(x1:n) and ρx1:m

. In order for these joint distributions to all be marginals of some

higher-dimensional distribution given by the stochastic process F , they have to satisfy equations 6.1 and 6.2

above.

Given a particular instantiation of the stochastic process f the joint distribution is defined as:

ρx1:n
(y1:n) =

∫
p(f)p(y1:n|f,x1:n)df. (6.3)

Here p denotes the abstract probability distribution over all random quantities. To satisfy both conditions

105



xC yT
C T

z

xTyC

(a) Graphical model

yC

xC h

rC ra z yT

xThrT

g

a

r

n m

Generation Inference

(b) Computational diagram

Figure 6.3: Neural process model. (a) Graphical model of a neural process. x and y correspond to the
data where y = f(x). C and T are the number of context points and target points respectively and z is
the global latent variable. A grey background indicates that the variable is observed. (b) Diagram of our
neural process implementation. Variables in circles correspond to the variables of the graphical model in
(a), variables in square boxes to the intermediate representations of NPs and unbound, bold letters to the
following computation modules: h - encoder, a - aggregator and g - decoder. In our implementation h and
g correspond to neural networks and a to the mean function. The continuous lines depict the generative
process, the dotted lines the inference. Figure adapted from [Garnelo et al., 2018b].

above we define the joint probability p(y1:n|f,x1:n) to be i.i.d. Gaussians yi ∼ N (F (xi), σ
2) with some

observation noise:

p(y1:n|f,x1:n) =

n∏
i=1

N (yi|f(xi), σ
2). (6.4)

Inserting this into equation 6.3 the stochastic process is specified by:

ρx1:n
(y1:n) =

∫
p(f)

n∏
i=1

N (yi|f(xi), σ
2)df. (6.5)

According to de Finetti’s Theorem De Finetti [1937] given that y1:n are conditionally independent given f the

exchangability condition is met. In addition by defining the joint as the product of i.i.d variables, we ensure

that the consistency condition also holds. In other words, exchangeability and consistency of the collection

of joint distributions {ρx1:n} imply the existence of a stochastic process F such that the observations y1:n

become i.i.d. conditional upon F .

In order to represent a stochastic process using a NP, we will approximate it with a neural network, and

assume that F can be parameterised by a high-dimensional random vector z, and write F (x) = g(x, z) for

some fixed and learnable function g (i.e. the randomness in F is due to that of z). The generative model

(Figure 6.3a) then follows from (6.5):

p(z,y1:n|x1:n) = p(z)

n∏
i=1

N (yi|g(xi, z), σ2) (6.6)
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where, following ideas of variational auto-encoders, we assume p(z) is a multivariate standard normal, and

g(xi, z) is a neural network which captures the complexities of the model.

6.2.3 Global latent variable

As mentioned above, neural processes include a latent variable z that captures F . This latent variable is of

particular interest because it captures the global uncertainty, which allows us to sample at a global level – one

function f at a time, rather than at a local output level – one yi value for each xi at a time (independently

of the remaining yt).

In addition, since we are passing all of the context’s information through this single variable, we can formulate

the model in a Bayesian framework. In the absence of context points C the latent distribution p(z) would

correspond to a data specific prior the model has learned during training. As we add observations the latent

distribution encoded by the model amounts to the posterior p(z|C) over the function given the context. On

top of this, as shown in equation 6.7, instead of using a zero-information prior p(z), we condition the prior

on the context. As such this prior is equivalent to a less informed posterior of the underlying function. This

formulation makes it clear that the posterior given a subset of the context points will serve as the prior when

additional context points are included. By using this setup, and training with different sizes of context, we

encourage the learned model to be flexible with regards to the number and position of the context points.

6.2.4 Training Neural Processes

As before, we need a training procedure that reflects the task of representing a distribution over functions

rather than a single function. More formally, to train a NP we form a dataset that consists of functions

f : X → Y that are sampled from some underlying data distribution D. As an illustration consider a

dataset consisting of functions fGP(x) ∼ GP that have been generated using a Gaussian process with a fixed

kernel. For each of the functions fGP(x) our dataset contains a number of (x,y)i tuples where yi = fGP(xi).

For training purposes we divide these points into a set of n context points C = {(xc,yc)i}ni=1 and a set

of m = n + n′ target points which consists of all points in C as well as n′ additional unobserved points

T = {(xt,yt)i}mi=1. During testing the model is presented with some context C and has to predict the target

values yt = f(xt) at target positions xt.

In order to be able to predict accurately across the entire dataset a model needs to learn a distribution that

covers all of the functions observed in training and be able to take into account the context data at test time.

Since the decoder g is non-linear, we can use amortised variational inference to learn it. Let q(z|xt,yt) be a

variational posterior of the latent variables z, parameterised by another neural network that is invariant to

permutations of the sequences xt and yt. Then the evidence lower-bound (ELBO) is given by:
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Figure 6.4: 1-D function regression. The plots show samples of curves conditioned on an increasing
number of context points (1, 10 and 100 in each row respectively). The true underlying curve is shown in
black and the context points as black circles. Each column corresponds to a different example. With only one
observation the variance away from that context point is high between the sampled curves. As the number
of context points increases the sampled curves increasingly resemble the ground truth curve and the overall
variance is reduced. Figure adapted from [Garnelo et al., 2018b].

log p(yt|xc,yc,xt) ≥ Eq(z|xc,yc)

[
m∑
i=1

log p(yti|z,xti) + log
p(z|xc,yc)
q(z|xt,yt)

]
(6.7)

Since there are no restrictions on how we can define the prior, we use the same encoder h that is used to

generate the approximate posterior q(z|xt,yt) to encode p(z|xc,yc). To make it clear that the prior and the

posterior are obtained using the same network we can express the ELBO as:

log p(yt|xc,yc,xt) ≥ Eq(z|xc,yc)

[
m∑
i=1

log p(yti|z,xti) + log
q(z|xc,yc)
q(z|xt,yt)

]
(6.8)

6.3 Results

6.3.1 1-D function regression

In order to test whether neural processes indeed learn to model distributions over functions we first apply

them to a 1-D function regression task. The functions for this experiment are generated using a GP with

varying kernel parameters for each function. At every training step we sample a set of values for the Gaussian
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Figure 6.5: Pixel-wise regression on MNIST and CelebA The diagram on the left visualises how pixel-
wise image completion can be framed as a 2-D regression task where f(pixel coordinates) = pixel brightness.
The figures to the right of the diagram show the results on image completion for MNIST and CelebA. The
images on the top correspond to the context points provided to the model. For better clarity the unobserved
pixels have been coloured blue for the MNIST images and white for CelebA. Each of the rows corresponds to
a different sample given the context points. As the number of context points increases the predicted pixels
get closer to the underlying ones and the variance across samples decreases. Figure adapted from [Garnelo
et al., 2018b].

kernel of a GP and use those to sample a function fD(x). A random number of the C = (x,y) pairs are

passed into the decoder of the NP as context points. We pick additional target pairs T = (x,y) which we

combine with the observed context points C as targets and feed xt to the decoder that returns its estimate

ŷt of the underlying value of yt.

Some sample curves are shown in Figure 6.4. For the same underlying ground truth curve (black line) we

run the neural process using varying numbers of context points and generate several samples for each run

(light-blue lines). As evidenced by the results the model has learned some key properties of the 1-D curves

from the data such as continuity and the general shape of functions sampled from a GP with a Gaussian

kernel. When provided with only one context point the model generates curves that fluctuate around 0, the

prior of the data-generating GP. Crucially, these curves go through or near the observed context point and

display a higher variance in regions where no observations are present. As the number of context points

increases this uncertainty is reduced and the model’s predictions better match the underlying ground truth.

Given that this is a neural approximation the curves will sometimes only approach the observations points

as opposed to go through them as it is the case for GPs. On the other hand once the model is trained it can

regress more than just one dataset i.e. it will produce sensible results for curves generated using any kernel

parameters observed during training.
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Figure 6.6: Thompson sampling with neural processes on a 1-D objective function. The plots
show the optimisation process over five iterations. Each prediction function (blue) is drawn by sampling a
latent variable conditioned on an incresing number of context points (black circles). The underlying ground
truth function is depicted as a black dotted line. The red triangle indicates the next evaluation point
which corresponds to the minimum value of the sampled NP curve. The red circle in the following iteration
corresponds to this evaluation point with its underlying ground truth value that serves as a new context
point to the NP. Figure adapted from [Garnelo et al., 2018b].

6.3.2 2-D function regression

One of the benefits of neural processes is their functional flexibility as they can learn non-trivial ‘kernels’

from the data directly. In order to test this we apply NPs to a more complex regression problem. We carry

out image completion as a regression task, where we provide some of the pixels as context and do pixel-

wise prediction over the entire image. In this formulation the xi values would correspond to the Cartesian

coordinates of each pixel and the yi values to the pixel intensity (see Figure 6.5 for an explanation of this).

It is important to point out that we choose images as our dataset because they constitute a complex 2-D

function and they are easy to evaluate visually. It is important to point out that NPs, as such, have not been

designed for image generation like other specialised generative models.

We train separate models on the MNIST [LeCun et al., 1998] and the CelebA [Liu et al., 2015] datasets. As

shown in Figure 6.5 the model performs well on both tasks. In the case of the MNIST digits the uncertainty

is reflected in the variability of the generated digit. Given only a few context points more than just one digit

can fit the observations and as a result the model produces different digits when sampled several times. As

the number of context points increases the set of possible digits is reduced and the model produces the same

digit, albeit with structural modifications that become smaller as the number of context points increases.

The same holds for the CelebA dataset. In this case, when provided limited context the model samples from a

wider range of possible faces and as it observes more context points it converges towards very similar looking

faces. We do not expect the model to reconstruct the target image perfectly even when all the pixels are

provided as context, since the latent variable z constitutes a strong bottleneck. This can be seen in the final

column of the figure where the predicted images are not only not identical to the ground truth but also vary

between themselves. The latter is likely a cause of the latent variance which has been clipped to a small value

to avoid collapsing, so even when no uncertainty is present we can generate different samples from p(z|C).
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Figure 6.7: The wheel bandit problem with varying values of δ. Figure adapted from [Garnelo et al., 2018b].

6.3.3 Black-box optimisation with Thompson sampling

To showcase the utility of sampling entire consistent trajectories we apply neural processes to Bayesian opti-

misation on 1-D function using Thompson sampling Thompson [1933]. Thompson sampling (also known as

randomised probability matching) is an approach to tackle the exploration-exploitation dilemma by main-

taining a posterior distribution over model parameters. A decision is taken by drawing a sample of model

parameters and acting greedily under the resulting policy. The posterior distribution is then updated and

the process is repeated. Despite its simplicity, Thompson sampling has been shown to be highly effective

both empirically and in theory. It is commonly applied to black box optimisation and multi-armed bandit

problems [e.g. Agrawal and Goyal, 2012, Shahriari et al., 2016].

Neural processes lend themselves naturally to Thompson sampling by instead drawing a function over the

space of interest, finding its minimum and adding the observed outcome to the context set for the next

iteration. As shown in in Figure 6.4, function draws show high variance when only few observations are

available, modelling uncertainty in a similar way to draws from a posterior over parameters given a small

dataset. An example of this procedure for neural processes on a 1-D objective function is shown in Figure 6.6.

We report the average number of steps required by an NP to reach the global minimum of a function generated

from a GP prior in Table 6.1. For an easier comparison the values are normalised by the amount of steps

required when doing optimisation using random search. On average, NPs take four times fewer iterations

than random search on this task. An upper bound on performance is given by a Gaussian process with

the same kernel than the GP that generated the function to be optimised. NPs do not reach this optimal

performance, as their samples are more noisy than those of a GP, but are faster to evaluate since merely a

forward pass through the network is needed. This difference in computational speed is bound to get more
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Neural process Gaussian process Random Search

0.26 0.14 1.00

Table 6.1: Bayesian Optimisation using Thompson sampling. Average number of optimisation steps
needed to reach the global minimum of a 1-D function generated by a Gaussian process. The values are
normalised by the number of steps taken using random search. The performance of the Gaussian process
with the correct kernel constitutes an upper bound on performance.

notable as the dimensionality of the problem and the number of necessary function evaluations increases.

δ 0.5 0.7 0.9 0.95 0.99

Cumulative regret

Uniform 100.00 ± 0.08 100.00 ± 0.09 100.00 ± 0.25 100.00 ± 0.37 100.00 ± 0.78

LinGreedy (ϵ = 0.0) 65.89 ± 4.90 71.71 ± 4.31 108.86 ± 3.10 102.80 ± 3.06 104.80 ± 0.91

Dropout 7.89 ± 1.51 9.03 ± 2.58 36.58 ± 3.62 63.12 ± 4.26 98.68 ± 1.59

LinGreedy (ϵ = 0.05) 7.86 ± 0.27 9.58 ± 0.35 19.42 ± 0.78 33.06 ± 2.06 74.17 ± 1.63

Bayes by Backprob Blundell et al. [2015] 1.37 ± 0.07 3.32 ± 0.80 34.42 ± 5.50 59.04 ± 5.59 97.38 ± 2.66

NeuralLinear 0.95 ± 0.02 1.60 ± 0.03 4.65 ± 0.18 9.56 ± 0.36 49.63 ± 2.41

MAML Finn et al. [2017] 2.95 ± 0.12 3.11 ± 0.16 4.84 ± 0.22 7.01 ± 0.33 22.93 ± 1.57

Neural Processes 1.60 ± 0.06 1.75 ± 0.05 3.31 ± 0.10 5.71 ± 0.24 22.13 ± 1.23

Simple regret

Uniform 100.00 ± 0.45 100.00 ± 0.78 100.00 ± 1.18 100.00 ± 2.21 100.00 ± 4.21

LinGreedy (ϵ = 0.0) 66.59 ± 5.02 73.06 ± 4.55 108.56 ± 3.65 105.01 ± 3.59 105.19 ± 4.14

Dropout 6.57 ± 1.48 6.37 ± 2.53 35.02 ± 3.94 59.45 ± 4.74 102.12 ± 4.76

LinGreedy (ϵ = 0.05) 5.53 ± 0.19 6.07 ± 0.24 8.49 ± 0.47 12.65 ± 1.12 57.62 ± 3.57

Bayes by Backprob Blundell et al. [2015] 0.60 ± 0.09 1.45 ± 0.61 27.03 ± 6.19 56.64 ± 6.36 102.96 ± 5.93

NeuralLinear 0.33 ± 0.04 0.79 ± 0.07 2.17 ± 0.14 4.08 ± 0.20 35.89 ± 2.98

MAML Finn et al. [2017] 2.49 ± 0.12 3.00 ± 0.35 4.75 ± 0.48 7.10 ± 0.77 22.89 ± 1.41

Neural Processes 1.04 ± 0.06 1.26 ± 0.21 2.90 ± 0.35 5.45 ± 0.47 21.45 ± 1.3

Table 6.2: Results on the wheel bandit problem for increasing values of δ. Shown are mean and standard
errors for both cumulative and simple regret (a measure of the quality of the final policy) over 100 trials.
Results normalised wrt. the performance of a uniform agent. Table adapted from [Garnelo et al., 2018b].

6.4 Contextual bandits1

Finally, we apply neural processes to the wheel bandit problem introduced in Riquelme et al. [2018], which

constitutes a contextual bandit task on the unit circle with varying needs for exploration that can be smoothly

parametrised.

The problem can be summarised as follows: the unit circle is divided into five areas (see Figure 6.7). The

blue area in the center is a low-reward region and the other four areas around it are the high-reward areas.

As shown in Figure 6.7 the size of the areas can vary depending on the radius δ of the blue center area. This

value δ is sampled anew at the start of every episode. Once the radius has been established the agent is given

1These experiments were run by Jonathan Schwartz.
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the coordinates X = (x1, x2) of some point within the circle and has to choose which of the k = 5 arms it

wants to pull. The reward obtained for pulling a certain arm will depend on which area the coordinates fall

into. If the point lies anywhere on the blue center area (so ||X|| ≤ δ) then:

• Arm 1 returns a reward drawn from R ∼ N (1.2, 0.012)

• Arms 2-5 return a reward drawn from R ∼ N (1.0, 0.012)

The optimal action in this case is therefore to pull arm 1. If the point falls within any of the remaining areas

the reward depends on the area. For the coordinates in area k the arms will return:

• Arm 1 returns a reward drawn from R ∼ N (1.2, 0.012)

• Arm k returns a reward drawn from R ∼ N (50.0, 0.012)

• Arms 2-5 except k return a reward drawn from R ∼ N (1.0, 0.012)

However, the radius δ is unknown to the agent, so it has to figure out the size of the areas by trial-and-error

in order to be able to choose the optimal arm.

We compare our model to a large range of methods that can be used for Thompson sampling, taking results

from Riquelme et al. [2018], who kindly agreed to share the experiment and evaluation code with us. Neural

Processes can be applied to this problem by training on a distribution of tasks before applying the method.

Since the methods described in Riquelme et al. [2018] do not require such a pre-training phase, we also

include Model-agnostic meta-learning (MAML, Finn et al. [2017]), a method relying on a similar pre-training

phase, using code made available by the authors. For both NPs and MAML methods, we create a batch for

pre-training by first sampling M different wheel problems {δi}Mi=1, δi ∼ U(0, 1), followed by sampling tuples

{(X, a, r)j}Nj=1 for context X, arm a and associated reward r for each δi. We set M = 64, N = 562, using

512 context and 50 target points for Neural Processes, and an equal amount of data points for the meta-

and inner-updates in MAML. Note that since gradient steps are necessary for MAML to adapt to data from

each test problem, we reset the parameters after each evaluation run. This additional step is not necessary

for neural processes.

Table 6.2 shows the quantitative evaluation on this task. We observe that Neural Processes are a highly

competitive method, performing similar to MAML and the NeuralLinear baseline in Riquelme et al. [2018],

which is consistently among the best out of 20 algorithms compared.
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6.5 Related work

6.5.1 Gaussian processes

We start by considering models that, like NPs, lie on the spectrum between neural networks (NNs) and

Gaussian processes (GPs). Algorithms on the NN end of the spectrum fit a single function that they learn

from a very large amount of data directly. GPs on the other hand can represent a distribution over a family

of functions, which is constrained by an assumption on the functional form of the covariance between two

points.

Scattered across this spectrum, we can place recent research that has combined ideas from Bayesian non-

parametrics with neural networks. Methods like [Calandra et al., 2016, Huang et al., 2015] remain fairly close

to the GPs, but incorporate NNs to pre-process the input data. Deep GPs have some conceptual similarity

to NNs as they stack GPs to obtain deep models [Damianou and Lawrence, 2013]. Approaches that are more

similar to NNs include for example neural networks whose weights are sampled using a GPs [Wilson et al.,

2011] or networks where each unit represents a different kernel [Sun et al., 2018].

There are two models on this spectrum that are closely related to NPs: matching networks (MN, Vinyals

et al. [2016]) and deep kernel learning (DKL, Wilson et al. [2016]). As with NPs both use NNs to extract

representations from the data, but while NPs learn the ‘kernel’ to compare data points implicitly these

other two models pass the representation to an explicit distance kernel. MNs use this kernel to measure

the similarity between contexts and targets for few shot classification while the kernel in DKL is used to

parametrise a GP. Because of this explicit kernel the computational complexity of MNs and DKL would be

quadratic and cubic instead of O(n+m) like it is for NPs. To overcome this computational complexity DKL

replace a standard GP with a kernel approximation given by a KISS GP [Wilson and Nickisch, 2015], while

prototypical networks [Snell et al., 2017] are introduced as a more light-weight version of MNs that also scale

with O(n+m).

Finally concurrent work by Ma et al introduces variational implicit processes, which share large part of the

motivation of NPs but are implemented as GPs [Ma et al., 2018]. In this context NPs can be interpreted as

a neural implementation of an implicit stochastic process.

On this spectrum from NNs to GPs, neural processes remain closer to the neural end than most of the models

mentioned above. By giving up on the explicit definition of a kernel NPs lose some of the mathematical

guarantees of GPs, but trade this off for data-driven ‘priors’ and computational efficiency.
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6.5.2 Meta-learning

In contemporary meta-learning vocabulary, NPs and GPs can be seen to be methods for ‘few-shot function

estimation’. In this section we compare with related models that can be used to the same end. A promi-

nent example is matching networks Vinyals et al. [2016], but there is a large literature of similar models

for classification [Koch et al., 2015, Santoro et al., 2016], reinforcement learning [Wang et al., 2016], pa-

rameter update [Finn et al., 2017, 2018], natural language processing [Bowman et al., 2016] and program

induction [Devlin et al., 2017]. Related are generative meta-learning approaches that carry out few-shot esti-

mation of the data densities [van den Oord et al., 2016, Reed et al., 2018, Bornschein et al., 2017, J. Rezende

et al., 2016].

Meta-learning models share the fundamental motivations of NPs as they shift workload from training time

to test time. NPs can therefore be described as meta-learning algorithms for few-shot function regression,

although as shown in the previous chapter they can also be applied to few-shot learning tasks beyond

regression.

6.5.3 Bayesian methods

The link between meta-learning methods and other research areas, like GPs and Bayesian methods, is not

always evident. Interestingly, recent work by Grant et al. [2018] out the relation between model agnostic

meta learning (MAML, Finn et al. [2017]) and hierarchical Bayesian inference. In this work the meta-learning

properties of MAML are formulated as a result of task-specific variables that are conditionally independent

given a higher level variable. This hierarchical description can be rewritten as a probabilistic inference

problem and the resulting marginal likelihood p(y|C) matches the original MAML objective. The parallels

between NPs and hierarchical Bayesian methods are similarly straightforward. Given the graphical model in

Figure 6.8d we can write out the conditional marginal likelihood as a hierarchical inference problem:

log p(yt|C,xt) = log

∫
p(yt|z,xt)p(z|C)dz (6.9)

Another interesting area that connects Bayesian methods and NNs are Bayesian neural networks [Gal and

Ghahramani, 2016, Blundell et al., 2015, Louizos et al., 2017, Louizos and Welling, 2017]. These models learn

distributions over the network weights and use the posterior of these weights to estimate the values of yt

given yc. In this context NPs can be thought of as amortised version of Bayesian DL.
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6.5.4 Conditional latent variable models

We have covered algorithms that are conceptually similar to NPs and algorithms that carry out similar tasks

to NPs. In this section we look at models of the same family as NPs: conditional latent variable models.

Such models (Figure 6.8a) learn the conditional distribution p(yt|yc, z) where z is a latent variable that can

be sampled to generate different predictions. Training this type of directed graphical model is intractable

and as with variational autoencoders (VAEs, Rezende et al. [2014], Kingma and Welling [2013]), conditional

variational autoencoders (CVAEs, Sohn et al. [2015]) approximate the objective function using the variational

lower bound on the log likelihood:

log p(yt|yc) ≥ Eq(zt|yc,yt)

[
log p(yt|zt,yc)

+ log
p(zt|yc)

q(zt|yc,yt)

] (6.10)

We refer to the latent variable of CVAEs zt as a local latent variable in order to distinguish from global latent

variables that are present in the models later on. We call this latent variable local as it is sampled anew for

each of the output predictions yti. This is in contrast to a global latent variable that is only sampled once

and used to predict multiple values of yt. In the CVAE, conditioning on the context is done by adding the

dependence both in the prior p(zt|yc) and decoder p(yt|zt,yc) so they can be considered as deterministic

functions of the context.

CVAEs have been extended in a number of ways for example by adding attention [J. Rezende et al., 2016].

Another related extension is generative matching networks (GMNs, Bartunov and Vetrov [2017]), where the

conditioning input is pre-processed in a way that is similar to the matching networks model.

A more complex version of the CVAE that is very relevant in this context is the neural statistician (NS,

Edwards and Storkey [2017]). Similar to the neural process, the neural statistician contains a global latent

variable z that captures global uncertainty (see Figure 6.8b). A crucial difference is that while NPs repre-

sent the distribution over functions, NS represents the distribution over sets. Since NS does not contain a

corresponding x value for each y value, it does not capture a pair-wise relation like GPs and NPs, but rather

a general distribution of the y values. Rather than generating different y values by querying the model with

different x values, NS generates different y values by sampling an additional local hidden variable zt.

The ELBO of the NS reflects the hierarchical nature of the model with a double expectation over the local

and the global variable. If we leave out the local latent variable for a more direct comparison to NPs the
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Figure 6.8: Graphical models of related models (a: conditional VAE, b: neural statistician, c: conditional
neural processes) and of the neural process (d). Gray shading indicates the variable is observed. C stands for
context variables and T for target variables i.e. the variables to predict given C. Figure adapted from [Garnelo
et al., 2018b].

ELBO becomes:

log p(yt,yc) ≥ Eq(z|yc,yt)

[
log p(yt|z)

+ log
p(z)

q(z|yc,yt)

] (6.11)

Notably the prior p(z) of NS is not conditioned on the context. The prior of NPs on the other hand is

conditional (equation 6.7), which brings the training objective closer to the way the model is used at test

time. Another variant of the ELBO is presented in the variational homoencoder [Hewitt et al., 2018], a model

that is very similar to the neural statistician but uses a separate subset of data points for the context and

predictions.

As reflected in Figure 6.8 the main difference between NPs and the conditional latent variable models is the

lack of an x variable that allows for targeted sampling of the latent distribution. This change, despite seeming

small, drastically changes the range of applications. Targeted sampling, for example allows for generation

and completion tasks (e.g. the image completion tasks) or the addition of some downstream task (like using

an NP for reinforcement learning). It is worth mentioning that all of the conditional latent variable models

have also been applied to few-shot classification problems, where the data space generally consists of input

tuples (x,y), rather than just single outputs y. The models are able to carry this out by framing classification

either as a comparison between the log likelihoods of the different classes or by looking at the KL between

the different posteriors, thereby overcoming the need of working with data tuples.

6.6 Discussion

In this chapter we have introduced an latent variable extension of CNPs called Neural Processes. Neural

processes, form a family of models which combine the benefits of stochastic processes and neural networks.
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NPs learn to represent distributions over functions and make flexible predictions at test time conditioned on

some context input. Instead of requiring a handcrafted kernel, NPs learn an implicit measure from the data

directly. As a result of including a latent variable, NPs are able to generate different coherent predictions for

a given set of context points, which was not possible with CNPs.

We have successfully applied NPs to a range of benchmarks ranging from regression to optimisation in order

to showcase their flexibility. Note that the main motivation for the research described in this chapter was to

introduce NPs as an alternative family of algorithms for few-shot regression and to assess their abilities on

a variety of tasks. As a result, the tasks presented here are diverse but relatively low-dimensional. We leave

it to future work to scale NPs up to higher dimensional problems that are likely to highlight the benefit of

lower computational complexity and data driven representations.
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Chapter 7

Conclusion and Future Work

In this thesis we have introduced three different approaches to tackling the data intensive nature of deep

learning models. In chapter 3 we first considered symbolic methods. We argued in favour of concept-level

reasoning, one of the fundamental characteristics of these methods, for obtaining algorithms capable of data-

efficient generalisation. With this in mind we posed the question of how to incorporate ideas from symbolic

reasoning into deep learning architectures. We addressed this question by identifying some key concepts

(such as objects and relations) that we claimed are crucial for concept-level reasoning and incorporated these

concepts as architectural biases. As an example, we picked out objects from images by identifying salient

features and we emphasized the importance of relations by considering pairwise relations between objects

rather than the individual objects themselves.

The goal of chapter 3 was not to find universal architectural constraints that can be applied to any network

to allow for symbolic reasoning. The assumptions that motivated our architectural choices worked well for

our particular small environment, but are unlikely to translate to more complex environments. Instead, the

motivation of this chapter was to highlight the benefits of considering symbolic reasoning and to give an

example of how to guide the design of deep networks to incorporate this type of prior knowledge. Other

successful deep learning methods, such as relation networks [Santoro et al., 2017] are also examples of how

to explicitly incorporate concept-level priors into neural networks.

Despite the promising initial results, the model itself is very simple and to a certain degree specifically tailored

to the simple game environment. Some of the architectural assumptions would not translate to more complex

environments. For example, we assume that salient areas of the image correspond to individual objects, which

does not necessarily hold for more complex images. The fact that the player is the only object in the scene

that moves also simplifies the task and is not a realistic assumption for more complex environments.

Future improvements to the model can be divided into four areas: 1. Improving the object/symbol detection
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pipeline. Developing models that learn how to extract meaningful objects and concepts from images in an

unsupervised fashion is currently an important area of research in artificial intelligence [Burgess et al., 2019]

and is crucial for building more complex and robust versions of our model. 2. Improving object tracking.

This involves having models that capture object persistence [Creswell et al., 2020] but also models with

memory modules that can keep track of the objects in the scene and their evolution. 3. Improving object-

based reinforcement learning. There are some approaches of combining object-level representations with the

current reinforcement learning (RL) frameworks [Diuk et al., 2008], as well as relational RL [Džeroski et al.,

2001] but to date there is no good framework to match the results using the regular RL setup with object-level

approaches. 4. Finding relevant training tasks and environments. Many of our current RL environments

are overly simplistic (like Atari [Bellemare et al., 2013]) and might not benefit from object-level reasoning,

or might not be conducive to models learning abstract concepts in the first place. We therefore need to

design environments and tasks that reflect the properties of real world tasks. While these four directions

of improvements span a large area of current machine learning research, research can be carried out on the

individual branches separately to gradually improve a system that combines them all.

In chapter 4 we considered an alternative approach to reducing the amount of data or experience required

to train deep neural models: pre-training parts of the network. The idea behind this technique is to train

a subset of a network on a task that is distinct from, but related to, the original target task. The learned

weights can then be used either for initialisation or as fixed weights when training the rest of the network on

the original task. The fact that the weights are reused for different tasks by itself contributes to improving

the data-efficiency of our deep models. For example, people often use pre-trained image encoders that are

publicly available online when training a classifier instead of training network weights from scratch. Beyond

this, however, training networks in separate stages can enable faster learning.

The challenge we face when pre-training parts of deep learning models, however, is to choose the right pre-

training task. Historically, the most common pre-trained networks were used for computer vision, where

practitioners rely on the common patterns present in natural images that can be useful for a range of

downstream tasks. In chapter 4 our goal was to pre-train the encoder of an RL-agent that moves in a 3D

environment. While training on natural images certainly would have provided some useful image encoders,

we further tailored the pre-training to the RL-task by training the encoder on a 3D scene reconstruction task.

In doing so the agent’s encoder was provided with the ability to integrate information from 3D scenes from

different viewpoints and the agent was able to learn to flexibly act using observations from any viewpoint in

3D space. As we move towards training increasingly larger and more complex neural models, it is likely that

we will rely more and more on pre-trained components. It is therefore important to think about designing

the right auxiliary pre-training tasks that will improve down-stream performance.

Finally, we shifted our attention to algorithms that are data-efficient at test time, i.e. that can adapt their

predictions to different tasks without having to be re-trained. One way of achieving this is to train models
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that approximate a distribution over functions rather than a single function. By doing this, the trained

models are able to adapt their predictions to a range of different functions depending on some small number

of observations at test time. This area of research is generally referred to as meta-learning or ‘learning to

learn’.

In chapters 5 and 6 we introduced neural processes (NPs), a family of deep few-shot prediction models. We

introduced two versions of the model: a deterministic one and a latent one and applied them to a number

of regression and classification tasks. A crucial part of the training setup is the choice of dataset. In order

for NPs to learn to model the uncertainty correctly and be able to do accurate predictions we need to train

on a dataset that consists of a distribution over functions. Crucially, this distribution should cover the

space of all functions that we are interested in at test time. As such, the choice of dataset can be seen as

a way of incorporating prior knowledge into our algorithms instead of handcrafting features or specifying

non-parametric kernels.

The papers presented in these chapters introduce the basic deterministic and latent variable Neural Pro-

cesses. While they produce good results on simple regression and classification tasks there are many possible

extensions that can be built on top of this original model. As a matter of fact, since the publication of the

original NP papers there has been a large number of follow-up papers that cover different additions to the

models: one important extension is that of adding attention to NPs [Kim et al., 2019] which greatly improves

the predictions at the observed context points. There has been work into adding structure to the aggrega-

tion of the context points using either recurrent architectures [Qin et al., 2019, Willi et al., 2019] or graph

architectures [Carr and Wingate, 2019, Nassar et al., 2018]. Different versions of the variational objective

have been analysed in [Le et al., 2018] and NPs have been applied to more complex tasks, for example in the

context of sequential decision making [Galashov et al., 2019].

In sum, in this thesis we investigate a number of different approaches that address data efficiency of deep

neural networks: by constraining the architecture to capture some high level concepts, by finding pre-training

tasks to train different parts of the network or by considering datasets that capture our belief over the

distribution of possible targets we are interested in. In addition to the methods that we focus on there are

other approaches, such as transfer learning [Tan et al., 2018, Weiss et al., 2016], data augmentation [Shorten

and Khoshgoftaar, 2019] or generating synthetic data [Nikolenko, 2019] that share our motivation. In general,

however, addressing the data efficiency of deep learning models, remains an open question. As our deep models

grow and the complexity of goal tasks increases, it is likely that we will have to turn to a combination of

methods.
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