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RÉSUMÉ

L’internet des objets (Internet of Things, IoT) est un secteur d’activité en plein développe-
ment. Cette technologie va permettre de faire communiquer entre eux différents appareils qui
pourront alors échanger un nombre important de données. Sécuriser les informations trans-
mises est un requis important de l’IoT. Des mécanismes de sécurité utilisés dans les réseaux
actuels peuvent être repris (chiffrement, authentification, etc). Néanmoins, l’augmentation
de la surface d’attaque nécessite de développer de nouveaux outils afin d’améliorer la sécurité
de ce type de réseau.
Le mécanisme étudié dans cette étude est le système de détection d’intrusions (Intrusion
Detection System, IDS). Les systèmes de détection d’intrusions analysent un ensemble de
données afin de détecter de potentielles intrusions. Le développement de l’apprentissage
automatique a permis d’augmenter les performances de ces algorithmes. Néanmoins, les al-
gorithmes d’apprentissage automatique sont souvent très difficilement interprétables par un
humain. Des méthodes, nommées Explainable Artificial Intelligence (XAI), ont été dévelop-
pées pour permettre une meilleure interprétation des résultats. La revue de littérature a
montré que plusieurs méthodes pouvaient être utilisées afin de réaliser un système de détec-
tion. Les contraintes des objets connectés nous ont orientés vers une approche de détection
d’anomalie à l’aide de l’analyse de paquets réseau. L’étude de la littérature a mis en avant
l’algorithme Suport Vector Machine dans la détection des intrusions et la méthode Partial
Dependence Plot (PDP) pour l’interprétation des résultats. Nous proposons une approche
combinant ces deux algorithmes dans l’objectif d’obtenir un système de détection d’intrusions
performant et ayant une meilleure interprétabilité.
Le mécanisme obtenu a fait l’objet de 3 expériences: une analyse des erreurs de l’algorithme
de détection à l’aide de la méthode PDP, une confrontation à un algorithme attaquant l’IDS
et une implémentation dans un simulateur ad hoc. Pour la première étape, notre système a
été testé sur le dataset NSL-KDD, qui est un dataset classiquement utilisé pour la détection
d’anomalies dans le domaine de la cybersécurité. À la suite de cette expérience, nous avons
découvert qu’une majorité des faux positifs étaient dus à une seule feature. Le système per-
met également de donner un niveau de confiance à l’utilisateur, car l’algorithme explicatif
permet de savoir si une anomalie détectée est probablement un vrai positif, ou probable-
ment un faux positif. Le même type d’information peut être montré à l’utilisateur dans le
cas des vrais négatifs et des faux négatifs. Nous avons également souhaité confronter notre
mécanisme de sécurité à une attaque adversarial. Le principe de ce type d’attaque est de
modifier légèrement des attaques pour qu’elles soient détectées comme des données normales
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par l’algorithme de détection. Les attaques ont été créées en ajoutant du bruit dans les don-
nées normales. Une expérience a également été effectuée sur le simulateur de réseau de notre
partenaire industriel. Cet outil permet de simuler un réseau ad hoc en prenant en compte
les capacités de calculs et de mémoires de chaque noeud du réseau. Il offre également un dé-
ploiement rapide de différentes configurations du réseau. Grâce à cet outil, nous avons testé
notre solution dans des configurations de réseaux différents. Cela a permis d’étudier le com-
portement de l’IDS avec un nombre différent de noeuds et d’attaquants. Dans ce contexte,
des attaques de type Denial-of-service (DoS) ont été créées afin de mesurer les performances
de détection.
Les résultats ont montré que l’approche proposée fournit une capacité supplémentaire à
l’utilisateur en ayant une meilleure compréhension des décisions de l’algorithme de détection.
De plus, nous avons montré que ce mécanisme peut être utilisé dans différents cas d’étude.
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ABSTRACT

The Internet of Things (IoT) is a rapidly developing sector of activity. This technology
will enable different devices to communicate with each other and exchange a large amount
of data. Securing the information transmitted is an important requirement of the IoT.
Security mechanisms used in current networks can be used (encryption, authentication, etc.).
Nevertheless, the increase of the attack surface requires the development of new tools to
improve the security of this type of network.
The mechanism studied in this study is the Intrusion Detection System (IDS). Intrusion
detection systems analyse a set of information in order to detect potential intrusions. The
development of automatic learning has made it possible to increase the performance of these
algorithms. Nevertheless, machine learning algorithms are often very difficult for a human
to interpret. Methods, called Explainable Artificial Intelligence (XAI), have been developed
to allow a better interpretation of the results. The literature review showed that several
methods could be used to build a detection system. The constraints of the connected objects
led us to an anomaly detection approach using network packet analysis. The literature
review highlighted the Support Vector Machine algorithm in intrusion detection and the
Partial Dependence Plot (PDP) method for the interpretation of the results. We propose an
approach combining these two algorithms with the objective of obtaining a high-performance
intrusion detection system with better interpretability.
The resulting mechanism has been the subject of 3 experiments: an analysis of the errors in
the detection algorithm using the PDP method, a comparison with an algorithm attacking
the IDS and an implementation in a network simulator. For the first step, our system was
tested on the NSL-KDD dataset, which is a dataset classically used for the detection of
anomalies in the field of cybersecurity. The study performed on the NSL-KDD with an SVM
algorithm resulted in an accuracy of 97.76%. As a result of this experiment, we discovered
that a majority of false positives were due to a single feature. The system also provides a level
of confidence to the user, as the algorithm allows to know if a detected anomaly is probably
a true positive, or probably a false positive. The same type of information can be shown
to the user in the case of true negatives and false negatives. We also wanted to confront
our security mechanism with an adversary attack. The principle of this type of attack is to
slightly modify attacks so that they are detected as normal data by the detection algorithm.
The attacks were created by adding noise to the normal data. An experiment was also carried
out on our industrial partner’s network simulator. This tool allows to simulate an ad hoc
network by taking into account the computation and memory capacities of each node of the
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network. It also offers rapid deployment of different network configurations. Thanks to this
tool, we have tested our solution in different network configurations. This allowed us to study
the behaviour of the IDS with a different number of nodes and attackers. In this context,
Denial-of-service (DoS) attacks were created in order to measure detection performance.
The results showed that the proposed approach provides an additional capability to the user
by having a better understanding of the decisions of the detection algorithm. Moreover, we
have shown that this mechanism can be used in different case studies.
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CHAPTER 1 INTRODUCTION

In this chapter, we introduce the global context of the research project and the security
solutions for intrusion detection in ad hoc networks. Then, we describe our objectives and
the proposed contributions.

1.1 Context

The recent development of unmanned aerial vehicles (UAV) has provided access to new func-
tionalities in many areas. At the same time, the appearance of connected objects in recent
years has also made it possible to develop communication technologies that complement the
functionalities offered by UAV. The studies increasing the performance of these objects as
well as the new means of communication bring significant improvements in several sectors.
This technology offers interesting opportunities in the field of emergency response to natural
disasters. The communication between a fleet of UAV and ground rescuers enables various
tasks such as locating victims or mapping rugged terrain. In the first moments of a humani-
tarian intervention, the rescuers need to communicate between them in order to obtain the
best possible organization. A solution to achieve this purpose is to deploy a communication
network via a UAV fleet. Thanks to the drone capabilities, the network coverage area is
increased and the quantity of exchange information can be improved. Moreover the altitude
reached allows to map the ground, lead the first aiders and detect the victims. Although it
is a great help during the mission, the sensitivity of the information requires protecting the
communication against potential attackers. An intrusion detection system (IDS) is a clas-
sification algorithm of the network packets into normal traffic or irregular behaviour. This
mechanism is the second layer of security after the classic methods like authentification or
encryption. The IDS are common in other fields (for instance, the banking actors use them
to detect transaction frauds).
The rule-based algorithms detect an anomaly when one of the rules present in its database
is not respected. Machine learning based anomaly detection algorithms detect an anomaly
when a data deviates from the model they have learned during their training phase. Nowa-
days, intrusion detection algorithms are based on the signature of the traffic. The most
popular are Snort [1] and Bro [2]. The principle is to detect a pattern in the data which
belongs to a database of fraudulent patterns. These solutions have proven their utility during
the years, but they suffer against zero-day attacks. Indeed, as long as an attack has not been
analyzed and recorded in the database, the signature-based algorithm cannot classify this
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attack as an anomaly. To counteract this weakness, studies show the interest in a machine
learning approach.
During the recent years the field of machine learning greatly improved and it has found itself
in a lot of areas. This paradigm is also applied in the context of cyber security. In general,
when machine learning is applied to cybersecurity, a model is trained with a set of data
composed by normal and anomalous data and the algorithm acquires the ability to separate
the new data into several categories. Nevertheless they are not infallible. For instance, some
data, named false positives, are classified as anomalies while it is in reality normal data.
Therefore, in case of a detected attack, the user must have the capability to rapidly know
the causes of this decision in order to get the possibility to react as fast as possible. In
order to make the right decision at the right time, it is necessary for the detection system to
provide as much information as possible on why the algorithm made the decision. To provide
these additional information, research has to be conducted to apply the field of explainable
Artificial Intelligence (AI) to an anomaly detection system [3].

1.2 Research Challenges

Several challenges have to be faced to obtain an explainable machine learning algorithm
implemented in a real system. The first challenge is given by the interpretability of the
outputs. The main issue is to adapt the existing methods of interpretation in the context
of cyber security. The difficulty lies in the complexity of the features and their relation
between them. That makes the validation process complex because the appreciation of the
explanation is more qualitative rather than quantitative. Eventually the inherent constraints
of embedded systems have to be taken account to implement the IDS into the whole system.
The classic algorithms of explainable AI are not designed to be used in an embedded system
so an optimization is necessary.

This master thesis aims to provide answers to the following research question :

How an embedded intrusion detection system based on a machine learning algorithm can
explain accurately its decisions for DoS attacks ?

1.3 Objectives

The main objective of the thesis is to implement an embedded intrusion detection system
based on an explainable machine learning algorithm.
The proposed solution has to respect the embedded constraints and provide the result as well
as the reasons behind this prediction. The drone characteristics bring many challenges for the
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implementation of an algorithm to respect the constraints in terms of power consumption.
Another performance specification is the execution time of the detection system. Indeed, the
algorithm needs to check the validity of the packet before the arrival of the next one. The
satisfaction of this property must be validated for the maximum packet size. Some previous
works developed IDS, based on a machine learning algorithm to detect the novel attacks.
The research produced algorithms with good accuracy, but the literature does not study the
problem of explaining ability of the machine learning outputs. The papers which developed
anomaly detection system are focused on the improvement in terms of temporal performance,
power consumption or accuracy. Nevertheless the obtained model is considered as black box
systems and the reason behind the decision of the algorithm are not examined.

In order to define and develop a new IDS based on machine learning and explaining the
classification output, we define the following specific objectives :

• Analyse the possible attacks on an ad hoc network

• Design an algorithm which explains the decision of the IDS

• Validate the software in a network simulator

1.4 Contribution

The previous research studies in the field have shown very interesting results, but to the
best of our knowledge, there is no contribution implementing an explainable IDS in ad hoc
networks. This is a key requirement in order to secure the network and increase the confidence
into the machine learning algorithms that detect the anomalies. The research issue focuses
on the trust increase of an IDS implemented in an embedded system. The implemented
algorithm must obtain good detection scores while explaining the reasons for these choices.
Our contributions are:

• application of an explainable AI method on an intrusion detection algorithm in order
to provide a method to analyze the detection results of the machine learning algorithm.
An analysis of false positives and false negatives is also performed to understand these
errors.

• analysis of the system behaviour against an attacking algorithm: a confrontation be-
tween a GAN attacking algorithm and an anomaly detection algorithm is achieved in
order to prepare for attacks of this kind against intrusion detection systems.
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• An implementation of our defense system in an ad hoc network simulator is carried out
in order to analyse the behaviour of our IDS in a simulated environment.
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CHAPTER 2 LITERATURE REVIEW

2.1 Security in the internet of things

The Internet of Things (IoT) sector offers important developments in different sectors: do-
motic, automotive, Internet of Drone for example. Chiang [4] shows the technological oppor-
tunity provided by Fog architectures, method in which data management and operations are
carried out as close as possible to the sensors, for the field of connected objects. However,
the strong growth in this area is taking place at the expense of aspects that are essential for
the proper development of the society. Louchez and Thomas [5] show the ecological impact
of these new components and Waisel [6] points out the significant increase in connectivity
between all digital components greatly increases the attack surface. The strong pressure
on companies to commercialize their systems as quickly as possible in order not to miss
the market window is causing a dramatic underinvestment in their security. Therefore, the
damage caused can be catastrophic because of its use and computing capacity. The Mirai
attack in September 2016 [7] shows the early stages of the potential of a set of connected
objects accessed by malicious individuals. Kolas [8] is conducting a case study on the Mirai
botnet, and similar products, with the objective of characterizing the attack and pointing out
problems related to the attacked components. With the same objective of understanding the
risks associated with this new technology, several studies have been conducted to increase
the understanding of security vulnerabilities. Sikder [9] focuses on the field of sensors. These
components allow the extraction of a lot of information on a system, such as acceleration,
temperature or position, thus allowing the user to increase his control over the object under
study. However, the researcher highlights the attacks that these components can undergo and
the impact that they can have. This subject of security is not only for researchers and must
also be discussed at the legislative level. The new European regulations on the protection of
personal data ensured a new privacy rights for the citizen [10].

2.1.1 Security in Internet of Drones (IoD)

The technology of the embedded systems allows the deployment of a new type of network:
the Internet of Drones (IoD). It refers to the communications systems that enable the ex-
change of information and ensure the operation of a UAV fleet. This will be possible thanks
to the improvement in terms of energy consumption and time performance. Nevertheless
the increase of the number of communication on this small device, compared to a classic
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computer, increases the security risk. The IoD requires security mechanisms on all the layers
and not only at the application level like it is the case nowadays [11]. Indeed the potential
attacks can also affect the routing layer or the physical layer. In their article, the authors
present the global architecture of the network and the challenges that the community needs
to face before an implementation in the real life.

The review of Motlagh [12] points out the challenges that companies will have to face. The
requirements inherent in the use of collaborative unmanned aerial vehicles (UAV) increase
the need to communication. Consequently the attack area is larger for a malicious intruder.
Moreover, the scientist highlights the need to reduce the consumption to increase the auton-
omy. This makes security implementation more difficult.

2.1.2 Potential threats on connected objects

In [13] the authors examine the security of the intelligent road. The application of the
DREAD model (Damage potential, Reproductibility, Exploitability, Affected users, Discov-
erabilty) makes understandable the actual risks in this intelligent road infrastructure. First
a comprehensive list of different attacks is made, then each attack is studied under the scope
of the DREAD model. On that basis, the scientists could show that more than half of these
attacks can be qualified as highly risky. This analysis is limited to the well-known attacks
and says nothing about any new attacks we may have in the future.

Koslov [14] also mentioned the role of legislation on the management of personal data. It
shows that a complementary approach must be taken between scientific research and legisla-
tive debate to increase the security of Internet of Things (IoT), the network of connected
devices and their applications.

In [15], Conti et al. points out the major challenge to solve in order to develop a trustworthy
IoT network. Their analysis focuses on forensic, a method to discover the intruder and the
exploited vulnerabilities, in an IoT network. This technique is very important to improve
continuously the security of a system.

The new development of the IoT allowed the opening of many opportunities. A large number
of companies design their own system to a precise application. In this field, Gubbi et al. [16]
address the concern related to the lack of standard for protocols and communication of all
these connected objets with each other. To reduce this gap, the authors propose a new
method based on cloud technology to create a smart environment. They also underline the
future directions for this technology.

In [17], Sciari et al. also propose their analysis of the future security challenge focusing on the
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different mechanisms to ensure the protection of the nodes and the data. They discuss about
the need to implement the classic methods of security, like authentification or confidentiality,
into an IoT network where bandwidth and energy constraints need to be considered.

In [18], Sfar et al. discuss the security challenge in IoT in order to have clarified the actual
and future challenges the engineers must solve before the massive use of this technology in
the real world. The notions of Privacy and Trust have to be considered deeply to protect the
data of the users. The authors discuss a case study of the smart manufacturing. The central
role of sensors in this architecture increase the number of threats on the installation.

2.1.3 Known attacks

In [19], a study of power analysis attacks is lead in the context of sensor networks in the
Smart Cities. The communication network we are working on in this study is based on a
fleet of UAV and a set of ground sensors. So it’s useful to see what is being done in the
Smart Cities field. The objective of these connected cities is to collect various data in order
to optimize the city’s resources. The use of this type of attack can provide useful information
to an intruder in order to break the encryption of a message and consequently the whole
data security of the networks. The vulnerability of the connected objects that are easily
accessible against these attacks are very high and countermeasures are required. According
to this article, some techniques like masking are very efficient.

In order to improve the IoT security, the first requirement is to understand the threat of this
type of network. In [20], Babar et al. analyze the structure and the constraint of an IoT
network and propose a classification of threat and mechanism to respond to these threats.
Their aim is to underline the different challenges to solve before a safe implementation of
the IoT technology. For this purpose, they discuss about a security model proposed by their
team to have a good understanding of the security in this context.

2.2 Intrusion Detection System (IDS)

2.2.1 Existing IDS

In order to improve the security of traditional networks, Martin Roesch [1] developed the
SNORT software in 1998. In his article, the author presents the characteristics of the IDS
and the basic principles, which has become over time one of the most widely used in the
field. It describes in particular its advantages such as its flexibility and lightness for a classic
environment.
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In [21], the authors develop SVELTE, a real-time IDS that overcomes the constraint inherent
to the IoT components. Their implementation in Contiki OS allows the system to be efficient
against the attack on the IoT protocol 6LoWPAN. Their evaluation is based on simulated
scenarios and they obtain very good performances in terms of detection and overhead. In
the paper, the researchers claim that their IDS was tested on routing attacks but it can also
detect other types of attacks.

In [22] the authors develop ORUNADA (Online and Real-time Unsupervised Network Anomaly
Detection Algorithm). The purpose of their software is to meet the requirement of the ap-
plication which manages a large number of data and needs a very fast detection. The result
obtained seems to outperform the literature in this context. The reactivity of IDS is often
an essential problem in order to react as quickly as possible. It provides a sliding window
mechanism to improve the system’s time performance. The use of an incremental algorithm
such as Density Grid-based Clustering allows good classification results to be obtained, while
being adapted to a real-time context.

2.2.2 Embedded IDS

In [23], the authors analyse the current validation strategy realised before the release of
the IoT system. They also discuss about the different ways to implement security and the
weakness of the technology nowadays.

In [24], the authors highlight the potential of machine learning for the edge security in IoT.
Their main contribution is to provide a survey for this area. They discuss challenges like
the lack of an IoT benchmark. Despite these, the use of machine learning seems to offer the
better result in the context of IoT because of the dynamic properties of the network.

The fast development in the recent years of ad hoc networks brings some new security issues.
The research community tries to improve these systems with mechanisms like the IDS spe-
cialised in ad hoc networks. In [25], the authors present the main IDS architectures. Indeed,
an ad hoc IDS can revert to several forms: stand-alone, distributed, hierarchical or with the
use of mobile agents.

According to [26], a rapid response capability is the key to save as many lives as possible
during a natural disaster crisis. In this context, the autonomy as well as the speed of deploy-
ment and human detection are key points for an effective intervention. The main objective
of their project is to provide the maximum information to the chain of command in terms
of geographical data, position and behaviour of victims. These requirements implies some
risks in terms of safety. The researchers point out two major risks. First a malicious person
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can take control of a part of the drone and lead to a loss of control, potentially even a crash.
The second risk is related to the data on the air. These data can be altered or stolen for the
attacker’s benefit. To overcome these security challenges, an architecture to manage security
is implemented and plausibility checks are performed on the sensor to ensure its nominal
operation. The authors emphasis also the necessity to consider the safety since the beginning
of the project.

In [27], the authors underline the importance of implementing a second line of security into
the network. The layer has to be implemented after the classic mechanism like encryption or
authentification. His goal is to analyze the network behaviour in order to detect the potential
intrusion in the system.

Avionics is a highly critical sector where the computer systems have taken up more and more
space. Nowadays a challenge is to integrate all the systems of an airplane into an Integrated
Modular Avionics (IMA) to reduce the weight of the plane and improve the performance of
the whole system. In the same time, the number of communication between the different
devices of the ecosystem is increasing in order to reduce the cost. Unfortunately, it is also
increasing the risk of security because an intruder, or a defective component, can cause
serious damage. In [28], a Host Intrusion Detection System (HIDS), that monitor the state
of the host node, is proposed to add a new layer of security in the system. The constraints
mentioned by the authors are the need to non interfere with the existing system in terms of
performance and to respect the classical constraint on embedded systems: memory, temporal
performance and consumption. Moreover the IDS need to pass through various sets of tests
to be implemented in a real aircraft.

Time performance and power consumption characteristics are essential in the aviation sec-
tor, but they are also essential in many fields such as the automotive industry, drones and
connected objects.

2.2.3 Edge computing

The benefits

Thanks to the development of the technology in terms of computation power, computation
is brought closer to the environment. This is called edge computing. The advantages of
this technique are the reduction of packet in the network and the gain in terms of privacy
because the sensitive information stay near the environment. In [29], Raponi et al. review
the existing solutions in this context and present the future challenges.
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Embedded systems

In [30], Shams and Rizaner explain the mechanism of an IDS in the context of ad hoc networks
based on an improving SVM method. Their work is focused on the discovery of DoS attack
and the reduction of delay to fight against the constraint of embedded systems in the ad hoc
network.

A research challenge is to detect the anomaly in real time to act as quickly as possible. In [31],
Ahmad et al. propose a mechanism to achieve this goal with streaming data. The use of
the technique named Hierarchical Temporal Memory (HTM) allows the system to compute
streaming data with an online algorithm. To test their proposal the researchers provide an
open source benchmark, Numenta Anomaly Benchmark (NAB), which allows to validate a
new real-time IDS wih labeled data in a streaming context. Their two contributions facilitate
the development of this kind of technology. They claim that the increase of the streaming
data in the IoT context will force the improvement of the machine learning algorithms.
Consequently a benchmark is needed to validate the behaviour of the anomaly detection
system.

An attack on an embedded system can modify the behaviour of the processor. Therefore,
the modelisation during normal operation of the processor can be used to detect anomalies
during an attack. In [32], Lu, Seo and Lysecky model the system based on the runtime
system. The results show a low rate of false positive.

In [33], the authors present a hardware accelerator to overcome the issue of low power and
low latency in the context of domotics. Their NIDS is based on a simple one layer neural
network and was tested on an FPGA to validate the temporal performance of the system.

The embedded systems are subject to constraints like performance and power consumption.
In [34] the notion of memory constraints is discussed. The proposal is to focus on the
optimization of the memory to use less than 4MB of memory while providing a good detection
rate for an intrusion detection system application.

2.2.4 Machine learning for IDS

In [35] the authors classify the anomaly detection techniques in four categories: classification,
statistical, clustering and information theory. On that basis, they analyze their advantages
and drawbacks. Their study is focused on the classic method but they point out that collab-
orative IDS is a very interesting area in the future of research.

Despite its strong capacity in the detection of probing and Denial-of-Service (DoS) attacks,
the major drawbacks of machine learning in the context of anomaly detection is given by
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the high false positive rate. On the contrary, the specification-based algorithm suffers from
a low detection rate but outperform the machine learning regarding the false positives. So
in [36] the idea of the authors is to combine these two perspectives. Their result shows a
net decrease in the rate of false positives compared to the approaches based only on machine
learning algorithms.

In [37], Tsai et al. provide a review of machine learning adopted in the context of intrusion
detection, between 2000 and 2007. Their main conclusion is the need to develop multiple
classifiers to improve the accuracy of the actual methods.

In [38], Chaabouni et al. propose a comprehensive review of the use of machine learning
in the context of IoT to detect network intrusion. They consider in particular the different
challenges of the IoT security which are the high connectivity between the devices and threats
inherent to this like DoS attack, information leakage, etc. Their conclusion approves the use
of machine learning for a Network Intrusion Detection System (NIDS), an IDS that monitors
network data, in an IoT network. However it underlines some research challenges like the
improving in terms of computation performance to be implemented in an edge and FOG
environment. Another big challenge of this field is the need to design methodology to validate
the security mechanisms and to increase the trust into the IoT network.

In [39], the authors explain their design of an incremental decision tree as an online learning
method. Decision tree is a rapid and accurate machine learning algorithm for anomaly
detection but it suffers from overfitting. The incremental aspect of this technique allows to
build a tree that improves with new data.

In [40], a mechanism to detect anomalies in a network is presented. The neural network
proposed represents the groundwork to more sophisticated and efficient neural networks.

During the recent years, many machine learning and rule-based algorithms were developed
to detect intrusions in a network. A large part of them were tested on the KDD99 dataset
and show very different result. In [41], Sabhnami et al. analyze a set of these algorithms and
compare their effectiveness on the KDD99. The tested algorithms are Multilayer Perceptron,
Gaussian classifier, K-means clustering, Nearest cluster, Incremental radial basis function,
Leader algorithm, Hypersphere algorithm, Fuzzy ARTMAP and a Decision Tree. Their
conclusion shows the best solution for probing attack is the Multilayer Perceptron, while
K-means is the most appropriate for DoS and U2R, and Gaussian classifier is the most
efficient for R2L attacks. As a consequence, the authors combine these best algorithms to
pool together the advantage of each. The limitation of this study is the lack of the Support
Vector Machine (SVM) algorithm, which seems to be very efficient for the intrusion detection
problem.
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Anomaly detection has been implemented in the aerospace field [42], which is very constrained
in terms of performance, by the use of a Gradient Tree Boosting. This choice was made after
tests on different machine learning algorithms: logistic regression, naive Bayes, support vector
machines and gradient tree boosting. The algorithm was tested in a simulated environment
and confronted with anomalies automatically generated by Fault Tree Analysis programs as
well as a Failure Mode and Effect Analysis.

Boser et al. [43] propose an algorithm to separate a set of data with a hyperplane. This
method is based on a learning approach where the algorithm is trained to optimize the
separation between the data. The purpose of the algorithm is to maximise the distance
between the data and the separator. This method will later be called: Support Vector
Machine (SVM). In order to test their solution, they used a set of handwritten numbers and
they obtained very encouraging result.

In [44], Manevitz and Yousef apply the one-class SVM algorithm to a problem of classification
in the context of text retrieval in documents.

In [45], Li et al. propose a method to improve the one-class SVM in the context of security.
The method is an IDS based on anomaly detection technique. The test was realised on the
KDD99 dataset.

In [46], the authors study the threats inherent to the use of sensor networks in an industrial
network and propose a mechanism to detect an intrusion. Their proof of concept is based
on a k Nearest Neighbors (kNN) algorithm to classify the packets. They experiment their
system thanks to a simulation of the sensors. Their solution suffers of major issues concerning
the trust that the user can put into the security but they show this system can obtain good
results.

In the classic methodology, the developer has to set the hyperparameter of the One Class
Support Vector Machine (OCSVM) by himself, or use methods which cannot always be
relevant because of the lack of label data. To overcome this difficulty, Ghafoori et al. [47]
developed a mechanism to estimate these parameters to facilitate the work of the developer.

In a large majority of anomaly detection problems, the number of normal data is much greater
than the number of anomalies. This characteristic is named unbalanced dataset and it is the
problem of many classification algorithms. To overcome this issue, Xi et al. [48] propose a
new algorithm based on Least squares SVM in the context of fault detection in an aircraft
engine. This algorithm is also real time to respond as quickly as possible to the anomaly
detected.

In [49], Hodo et al. demonstrate the use of multi-layer perceptron for anomaly detection.
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Their work focus on the DoS attack and their algorithm obtain an accuracy of 99,4% on this
type of attack.

Many open source libraries are available for machine learning applications. Concerning the
SVM algorithms, libSVM [50] is a C++ implementation of a large number of methods. It
allows to solve classification and regression problems.This library is released under the BSD
license. Some Python librairies like Scikit learn use libSVM to improve their performance in
the classification problem.

The monitoring of a system is also a possibility offered by the anomaly detection. Indeed,
the huge amounts of data provided by some systems cannot be interpreted only by a human
engineer. In [51], Hundman applies the Long short-term memory (LSTM) algorithm to
detect anomalies in the data send by a spacecraft. They realised their tests with the data of
a satellite and a rover. Their algorithm could handle the data, using techniques to reduce the
false positives, like pruning anomalies or learning from history, the authors obtained good
result.

The machine learning algorithms have shown their effectiveness in the context of intrusion
detection but they are highly data dependent. Unfortunately, the real-world data are not
always available during the development. That’s why some researcher developed dataset in
order to help the community. In [52], the authors present UNSW-NB15, a dataset oriented
for intrusion detection. They discuss the interest of this set and compare it to KDD99.
Their dataset is more difficult for the detection and provide more attacks than the KDD99
and NSL-KDD dataset. Indeed the detection rates achieve by the actual intrusion detection
systems on the UNSW-NB15 are lower than on the KDD99 dataset.

In [53], Jindal et al. apply the concept of anomaly detection in a smart grid system. The
role of their mechanism is to detect and locate the frauds realised by the users in terms of
energy consumption. They combine two machine learning algorithms: a Decision Tree and a
SVM. The Decision Tree computes an expected electricity consumption based on 5 features
(the number of appliances, the number of persons, the temperature, the season and the time
slot). The SVM classifies a sample thanks to these 5 features, the value at the output of
the decision tree and the actual electricity consumption. The authors realized two tests with
the SVM. First they trained the SVM alone with the 5 basic features and test on a new
dataset. Then they add the decision tree into the mechanism. The first experiment gives an
accuracy of 87,5% whereas the second give an accuracy of 92,5%. The authors state that
their combination can be used in a real-world infrastructure because the accuracy is suitable
for a smart grid application.

In [54], the authors develop a method to detect anomalies thanks to the analysis of system
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calls.

2.2.5 IDS for drone

One sector that requires a high level of security with regard to their criticality is the UAV,
Unmanned Aerial Vehicle. In [55], Lin describes the problems posed by the lack of awareness
of security in IT systems within drones. Indeed, the problem of physical constraints, in
terms of computing time or bandwidth, causes implementation challenges that need to be
addressed.

2.2.6 Methods to bypass IDS

Several techniques to evade signature based IDS were proposed in the past. In [56], the
authors list some techniques and bring a new type of attack: the shadow attacks which evade
the IDS based on system call visualization.

In [57], Fred Cohen evokes some techniques to evade an IDS. The author discusses the
weaknesses of IDS technology and shows that it is possible to find techniques to overcome
this security mechanism.

The use of machine learning algorithms is not without risk: IDSs have to face new evasion
techniques that have the role of bypassing this type of security. Lin [55] shows the possibility
of designing an IDS attack mechanism based on adversarial attacks. The objective is to
model the behaviour of the attacked IDS and then generate attacks detected as normal. This
study shows that an IDS should not be the first layer of security but that it should be a
solution in addition to the security mechanisms. In summary, this is a necessary but not
sufficient solution.

A common attack against the machine learning algorithm is the adversarial example. Indeed
as [58] shows it is possible to trick the algorithms embedded in a car thanks to stickers
on traffic signs. In [55], the authors show this type of attack is also possible against IDS.
To solve this important issue, Lecuyer et al. [59] used the concept of differential privacy to
obtain a robust system against these attacks. This method was initially used to guarantee the
confidentiality of an individual data in a database by introducing a probabilistic mechanism.
The simulation on the ImageNet dataset shows the robustness of this mechanism.

In [60], Bruckner et al. proposed the use of the game theory to improve the effectiveness
of the classic IDS based on machine learning. They develop two algorithms, Nash logistic
regression and Nash support vector machine.
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Attacks that aim to evade IDS by creating intrusions that looks like normal behavior are also
called mimicry attacks. Kayacik et al. [61] studied this type of methods by analyzing buffer
overflow attacks. They showed that by modifying the behavior of an attack it was possible
to carry out an attack without being detected. To counter this type of attack, solutions
have been studied. Tapiador et al. [62] proposed a statistical approach to detect mimicry
attacks. Nevertheless, their study is limited to a few detection algorithms and it underlines
the importance of extending their work to other systems, especially SVMs.

2.2.7 False positives

A major challenge from the anomaly based algorithms is the high rate of false positives (e.g.,
normal data classified as an anomaly). To overcome this issue, Goeschel [63] proposes a
technique based on the combination of three machine learning algorithms: SVM, decision
tree and Naive Bayes.

In the same way, Zohrevand and Glasser [64] focus their reflection on the existing mechanisms
to reduce the number of alarm caused by false positives. They underline the main role of
the context and the type of the false positives to choose the good method to reduce these
alarms.

2.2.8 Collaborative IDS

The limits encountered by the individual IDS are the lack of communication between them.
Recent attacks show the disability of these types of IDS to detect distributed intrusions. In
order to solve this issue, collaborative IDSs were proposed. Meng [65] shows the use of the
blockchain technology as a potential solution. In order to increase trust into the data sharing,
this mechanism is based on cryptographic functions and different protocols like the proof of
work, which makes it possible to limit denial-of-service attacks by asking the computing unit
wishing to access the service to perform a complex and time-consuming operation.. The main
application of research is the improving security in the sharing of information. Nevertheless,
the author points out some challenges like the energy which is needed for the computation
of the proof.

In [66], Kannadiga and Zulkernine propose a distributed IDS based on mobile agent. The
role of these IDS is to enforce the safety in a multi-node network. These agents are entities
which can move through the nodes and detect an intruder who makes an attack on several
nodes in the same time. The main advantage, observed by the authors, of distributed IDS
compared to central IDS is the reduction of the bandwidth usage.
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2.2.9 Tracer

The main resource of the detection algorithms is the data. Indeed, they rely on this infor-
mation to infer classification. In the field of machine learning, there are three major types of
learning: supervised, unsupervised and semi-supervised. In a supervised learning, the train-
ing algorithm calculates the model thanks to a dataset containing both the parameters that
make up the data and a label allowing its identification. In the case of unsupervised training,
the data are not identified beforehand. Finally, in the case of semi-supervised training, the
collected data are partially labeled. This type of learning can for example be used when the
data collected comes from a controlled environment that does not include attacks. In this
case, the normal data is collected and provided to the algorithm during the training phase,
allowing it to build its model of the normal behavior of the system. Then in the prediction
phase, the algorithm detects behavior that differs from this model to detect anomalies. An
algorithm belonging to this type of training is the One Class SVM.
Data labeling is an important issue in the development of an anomaly detection algorithm.
The method used by researchers at MIT Lincoln Labs [67] to obtain the KDD99 dataset was
to design an environment that they mastered in order to retrieve normal data and inject
attacks to obtain data corresponding to intrusions.

In the world of IoT data are everywhere, but they are difficult to obtain and manage because
of the time-based performance and memory constraint. To limit the overhead, Gassais [68]
uses the tool LTTng on a domotic network. This allows to trace the kernel of the IoT object
with low latency and train an algorithm on these data.

The use of machine learning algorithms for a context of network intrusion detection leads to
the need to collect a huge amount of data in order to test and develop new techniques. In [69],
the authors present their method to create traces in a mobile ad hoc networks (MANET).
The technique is based on emulation to capture the packet send between the nodes, 30 in
their case, in the libcap format. Then this packet can be processed by tcpdump.

2.3 Explainable AI

2.3.1 The benefits of explanations

Artificial intelligence technologies have achieved high results in recent years, even surpassing
humans in some tasks such as GO play [70] or Starcraft 2 [71] which had a reputation for
being so complex that the machine would not be able to beat humans for several years.
In addition, the increase in computing power of computers as well as the decrease in their
size and power consumption allow manufacturers to consider their implementation in critical
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areas (automotive, aeronautics, computer security, etc.). However, the complexity of current
algorithms makes it more difficult for humans to analyze the results obtained. For example,
if a complex machine learning algorithm blocks a node in a network without a human being
able to understand the computation sequence, that allows it to make this decision, or if no
additional information is provided by the algorithm then solving the problem will be very
difficult. On the other hand, this type of algorithm is subject to decision errors. Therefore
it is necessary to obtain additional information in order to facilitate the development of
the algorithm and to verify that they are making the decisions on the training data for the
correct reasons, in the other case that could cause wrong decisions when deployed in the real
environment.

The DARPA, an agency within the US Department of Defense, addresses the problem of
explainable machine learning by supporting research in this area [72]. David Gunning’s
update document shows the need to develop explanatory mechanisms for certain critical
areas such as medicine, finance or security. The challenges put forward concern the provision
of additional information while maintaining good performance.

2.3.2 Explainable AI Definitions

The published research on the field of Explainable AI shows great interest. However, this
notion suffers from a lack of a clear definition. For this purpose, [73] and [74] give a precise
definition of the interpretability problem. The objective of these articles is to characterize
the existing algorithms that exist in terms of understanding for a human. A difference is
made in [74] between the various systems based on the comprehension of the user. An
opaque system is defined as a black box where the user sees only the inputs and the outputs.
An interpretable system is a mechanism where an output can mathematically be explained.
Finally, a comprehensible system sends its output but also symbols in order to understand
the relation between inputs and outputs. In [73], the authors distinguish three levels of
transparency. A model where a human can redo the prediction rapidly is called simulatability.
The notion of decomposability stands for the comprehension of each component, for example a
node of a decision tree is easily understandable. Finally, the level of algorithmic transparency
is the full understanding of the algorithm.

2.3.3 Explanation methods

In [75], the authors show the need to give an explanation of the output of AI in critical sectors
and also the recent scientific intent to propose different methods to achieve this goal. They
also underline the innovation needs in this field in the lack of trust of the actual algorithms.
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The concept of explainable is recently defined in [76]. The authors explain the importance
of thinking about this subject and underline the lack of a clear and consensual definition in
this field. The authors take the example of AlphaGo Zero and point the benefit that the
human can derive from information about the strategy of the algorithm. They also assert
the necessity to give explanation on the decision in the field of transportation, healthcare,
legal, finance and military. Indeed all the decisions taken in this sector can cause serious
damage on humans and infrastructure. For this reason it is highly recommended to develop
explainable algorithms before their implementation.

Previous research on machine learning focused on finding the best algorithm to classify a set
of data. The main metric used for classification is the accuracy. In [77], the authors proposed
a new methodology to improve the capability of a machine learning algorithm. In this article,
they develop a mechanism to explain the decision. This method allows to reduce the “Black
Box” perception that developers have on their system.

Marino [78] develops a mechanism to explain a machine learning algorithm dedicated to
the classification of NSL-KDD dataset attacks. Its objective is to obtain an answer to the
question: why has a data been misclassified by the algorithm ? An adversarial approach is
used to find the minimum modifications required in order to correctly classify this data.

Ribeiro [79] proposes the LIME mechanism to explain the reasons for a classification. In
addition, researchers used an SVM to classify data from a dataset containing the religious
affiliation of certain individuals. This experience shows the weakness of the dataset used for
classification purposes. According to the researchers, it is very difficult to see this issue with
data and simple predictions. The provision of additional explanations then makes it possible
to provide a more precise analysis.

Wang et al. [80] used the SHAPE method to study the NSL-KDD dataset. They have devel-
oped a framework to obtain a better interpretability of the results obtained by an anomaly
detection algorithm on the NSL-KDD dataset. Their objectives are to analyze the impor-
tant features that allowed the IDS to classify a dataset and to highlight the impact of a
particular feature on the prediction. Their analysis shows the importance of the feature
dst_host_serror_rate in the classification of a dataset as a DoS attack. Their work has
shown the interest of applying explainable methods to machine learning algorithms detecting
intrusions, because it allows to have additional information. Nevertheless, their study uses
the SHAPE algorithm to perform the interpretation of predictions. It is therefore necessary
to implement other types of classification algorithms in order to compare the different results
obtained. Their study is also limited to highlighting the features that allowed the classifi-
cation of the data set. An interesting approach would be to analyze the reasons behind the
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classification of a certain category of data, such as false positives or false negatives.

In [81], the authors propose a mechanism to provide post-hoc explanation of an anomaly
detection algorithm for DoS attacks. The goal of this method is to know the trust that a
user can have on a prediction. Their method is based on a Neural Netword and was tested
on the NSL-KDD dataset with a 97% of accuracy.

In conclusion, the internet of things refers to a set of technologies allowing communication be-
tween several objects. Objects can then communicate directly with each other and exchange
a large amount of information. This provides a lot of functionality, but it also offers greater
vulnerabilities for potential attackers. It is therefore necessary to design security mechanisms
that are adapted to this new type of communication. One of the mechanisms studied in the
field of cybersecurity is the Intrusion Detection System (IDS). This tool is a second level of
security, after mechanisms such as encryption, which allows to detect suspicious behaviour.
There are two main types of IDS: signature-based and anomaly-based. The first one requires
a regular update of a database, so the IDS works with the detection of anomalies are more
adapted to the context of the connected objects. Nevertheless, this type of algorithm is not
flawless and makes classification errors. When it classifies a data as an anomaly when it is a
normal data, it is called a false positive. When an anomaly is classified as normal data, it is
called a false negative. Reducing these errors is an important research issue. Indeed, if the
number of false positives is too high, compared to the true positives, then the user will tend
to ignore the alerts, making the system useless. If there are false negatives, it means that
the system has not been able to detect an intrusion. Another negative aspect of machine
learning algorithms is that they are difficult for a human being to interpret. In the case of
IDS this corresponds to the lack of knowledge of the reasons why the system is not able to
detect an intrusion which led to the detection of an anomaly.
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CHAPTER 3 A NEW APPROACH IN THE DETECTION OF
ANOMALIES

In this chapter we explain the solution we implemented in this thesis. We describe the dataset
used, the detection and explanation algorithms implemented.

3.1 Dataset

The NSL KDD dataset is an improvement of the KDD dataset that was made by DARPA for
a competition in 1999. This old dataset was designed by simulating a US Air Force network
for 9 weeks and injecting different attacks. The NSL KDD dataset is composed of 125973
data in the training file and 22544 data in the test file. Each data contains 41 features and
a label indicating its class of membership.

All the attacks contained in the files can be grouped into 4 categories :

• DoS: sending a very large number of packets over the network to make it unusable.

• Probe: an attacker tries to gather information about a network element by analyzing
the network’s responses to the requests he sends to recover confidential data or observe
a vulnerability.

• R2L (Remote-to-Local): an external attacker tries to exploit different vulnerabilities in
order to obtain local access rights on a machine in the network

• U2R (User-to-Root): an attacker has local access on a machine and tries to get root
access.

The following research focuses on the study of DoS attacks.

3.2 Design choices

The development of the algorithm carried out in this research was done in several phases.
First an analysis of the dataset and the different detection methods was performed on com-
puter. The use of the Python language was particularly adapted in this context because the
numerous machine learning libraries developed in this language allow to quickly and sim-
ply test the performance of the different methodologies used. In particular, the use of the
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Scikit learn library allowed to test the different machine learning algorithms and to compare
the results obtained with the literature. The following algorithms have been tested on the
NSL-KDD in order to compare their results:

• Random Forest

• Decision Tree

• K Neighbor Classifier

• One Class SVM

• SVM

• Voting Classifier

• Perceptron

This phase allowed us to choose the SVM algorithm because of its good performance on
the NSL KDD dataset and his adaptation to other environment, according to the literature
review. The use of the panda library also facilitated the preprocessing of the data and thus
to be able to test several preprocessing actions in order to obtain the best possible results.

The Python language is very useful in machine learning as many researchers have developed
tools to facilitate development. However, the performances in terms of computing time
do not allow a program to be deployed on an embedded system. It is true that most of
the Python functions used call programs in C but the performances and characteristics of
a system developed only in C allow a more adequate use in the field of embedded systems.
Therefore, a second phase of development has been carried out in order to design C programs.

The implementation of the intrusion detection system within a node of the network is carried
out on a computing unit in parallel with the processor which allows the normal operation
of the network. The objective is to reduce the execution time of the detection program. It
also allows a large number of tests to be carried out by isolating the detection system. The
choice of this calculation unit is based on several criteria. Firstly, the computing power and
consumption are two very important constraints in the development of an embedded system.
It is indeed necessary to respect strong time constraints so that the processing time of a
packet is less than the time interval between the reception of 2 packets. Concerning power
consumption, it is necessary to take into account the fact that the system must be deployed
in systems with high energy constraints such as UAV. Then one of the important points to
take into account is the ease of development and modification of the program. Productivity
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is a very important concept in the field of IoT because competition is very important and
requires a very high speed of development in order not to miss the time to market. It is also
necessary to be able to modify the program, or at least part of it, quickly because this allows
the program to be improved quickly after a test. For all these reasons, FPGA-type boards
are relevant in the context of intrusion detection for IoT.

The role of the resulting system is to detect intrusions and determine that they were the
features that most contributed to this classification. It was therefore necessary to choose a
method that performs a post-hoc analysis of the execution of the machine learning algorithm
and that allows to highlight important features. Another element is the type of data. In-
deed the analysis cannot be performed in the same way if it is image, textual information or
numerical data. For example, a classical method for explaining machine learning algorithms
working on images is able to highlight a part of the image by having one or more images
at the output of the explainable AI, which does not correspond to what we want to achieve
here. In summary, the explainable mechanism had to be adapted to numerical data whose
classification we want to study after the execution of the machine learning algorithm. There-
fore, the chosen method is the Partial Dependence Plot which respects all of these conditions.

3.3 Support Vector Machine

The machine learning algorithm applied for the detection of attacks in this research belongs
to the Support Vector Machines (SVM) family. This method can be used in several types
of applications such as classification, regression or anomaly detection. The principle of re-
gression is to predict the value of a variable, for example the price of a house, according to
different parameters, such as the size of the house or its location. This is out of the scope
of this research, therefore the rest of the paper will be devoted solely to classification and
anomaly detection. The objective of SVMs is to classify input data into several categories.
In the context of our research, we mainly seek to distinguish normal data from anomalous
data. This type of classification containing only 2 classes is called binary classification. A
SVM type algorithm looks for the equation of a hyperplane to separate the data into two
categories. In the case of a three dimensional space, the separation is performed using a plan.
In the general case of n-dimensional data, the separation is performed with a hyperplane of
dimension (n-1).

In order to obtain the equation of this hyperplane, the algorithm must first be driven by a
set of data. Classically, the execution of a machine algorithm takes place in two phases:



23

• The training phase. At this stage, part of the dataset is used to train the algorithm
and obtain the model. The main advantage of machine learning is that the algorithm
is general to several application domains and that only the training data modify the
behaviour of the algorithm by obtaining a different model for different training data.

• The testing phase. Once this model is obtained the algorithm can be used to classify
new data. The other part of the dataset is then used to test the performance of the
obtained model. The data are divided into several categories after classification (false
positive, false negative, true positive, true negative). Metrics are then calculated to
determine the classification performance of the model.
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The figure 3.1 shows a type of separation when the data are not distributed in such a way
that a separation could be obtained using a straight line.

Figure 3.1 Classification with a curve

This example shows a data separation that cannot be achieved by a linear hyperplane. In this
case the classification is called non-linear classification. Therefore it is necessary to modify
our approach so that the algorithm can separate these data into 2 categories. To do this we
add an algorithm that modifies the data to adapt them to the linear classification algorithm.
This mechanism is called Kernel Trick [82]. Its objective is to modify the data in such a way
that we can apply the classification algorithm afterwards. The principle is to convert the
input data into data of a higher dimension so that a linear separation can be achieved in this
higher dimension. The resulting data can then be sent to the linear classification algorithm.
In summary, when classifying a new data, the n-dimensional data to be classified are sent to
the algorithm performing the Kernel Trick. The obtained data is then of dimension p>n. The
latter is sent to the linear classifier which calculates the class to which the element belongs.

Different formulas are classically used to apply the Kernel Tricks method. The most common
are the following, with x the data represented as a vector and x’ the support vector calculated
during the training phase:
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. Radial basis function (RBF) :

K(x, x′) = e−γ.||x−x
′||2 (3.1)

. Polynomial :
K(x, x′) = (γ. < x, x′ > +r)d (3.2)

. Linear :
K(x, x′) =< x, x′ > (3.3)

. Sigmoid :
K(x, x′) = tanh(γ. < x, x′ > +r) (3.4)

The machine learning algorithm used is the Support Vector Classification, the most commonly
used SVM, with a linear kernel trick. It belongs to the category of classification algorithms
since it is capable of classifying input data into several categories. However, in our research we
are looking to classify these data into only 2 categories: normal or anomaly. The functioning
of this algorithm is identical to what has been explained above. First a training phase allows
the algorithm to learn the model and then an inference phase is performed on new data.

3.4 Partial Dependence Plot

The main contribution of this research work is the application of a method to generate
explanations of the results obtained by the machine learning algorithm. In this research we
focused on a particular method in this field: the Partial Dependence Plot method [83]. Its
objective is to show the impact of one or more features in the output of the machine learning
algorithm. The result obtained can be displayed in several ways.

The objective is to highlight the relationship between a particular feature and the output of
the machine learning algorithm. To do this, predictions are computed by setting a feature
and varying the other features on their domain of validity. This operation is then performed
for each value of the feature studied.



26

The formula used to arrive at this result is as follows:

f̂xs(xs) =
∫
SVM(xc, xs)dxc (3.5)

xs: the studied feature
xc: the other features

f̂xs : the partial function
SVM : the prediction function

The use of the exact formula is not realistic given the calculation time required. Indeed,
for each step of the integral, a call to the prediction function must be applied on the whole
dataset. Therefore it is necessary to approach this calculation by approximation methods.

The Monte Carlo method is then used to strongly reduce the calculation time. By this
method we can know the average output result of the algorithm for a given value of the
feature. The principle is to use only the values which are present in the dataset. For that,
we fix the feature of all the data of the dataset to a precise value then we make a prediction
for each data of the dataset. An average is then realized on all the predictions obtained. The
formula is as follows:

f̂xs(xs) = 1
n
.
n∑
i=1

SVM(xs, x(i)
c ) (3.6)

n: the number of data in the dataset
x(i)
c : actual features of the dataset

3.5 Proposed approach

In our research, we use this mechanism to study the impact of each feature on the classification
of a particular dataset. Therefore, we will not try to display all the features but rather to
determine which features had the greatest impact on the classification of a particular data
item. This allows us to highlight only the features that had the most impact on the detection
of a particular anomaly.

The process of detection and explanation is divided into 3 phases:

• SVM training: data from the training dataset is sent to the SVM training algorithm.
The model, composed of the support vectors, is then obtained.
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• Computation of partial dependence values: for each feature in the dataset, the algo-
rithm computes its partial dependence values. To do so, it queries the trained SVM for
each data obtained by the Monte Carlo method. The SVM algorithm detects whether
it is an anomaly or a normal data. The partial dependence algorithm then stores its
results in a file.

• Test phase: during the actual execution of our method, the analysed data is sent to the
SVM which determines whether it is an anomaly or a normal data and to the partial
dependence algorithm which provides an explanation to the user.

The figures 3.2, 3.3 and 3.4 show these different phases:

Figure 3.2 SVM training

Figure 3.3 Computation of partial dependence values
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Figure 3.4 Test phase

The second objective of our research is to obtain a mechanism that can be implemented in a
network of connected objects, therefore system constraints have to be taken into account. In
particular the detection of an anomaly must be as fast as possible so that the system can react
quickly to an attack. The method used to satisfy this constraint is to perform a large part
of the calculations offline, i.e. before the implementation on the real system. The second
operation consists in calculating offline the partial dependence for each feature and then
storing this information in the memory of the embedded system. Then, during the operation
of the system, when an anomaly is detected, the algorithm retrieves the corresponding value
for each feature of the anomaly in order to highlight the features that have the most impact
in the classification of this particular data.

The proposed approach combines the two previous methods. The SVM machine learning al-
gorithm detects anomalies and the Partial Dependence algorithm highlights an explanation
of the IDS results.

3.5.1 Preprocessing operations

The first phase of development was to implement the SVM algorithm to obtain good results
on the NSL-KDD dataset. For this purpose, several steps are necessary. The first phase is a
classical machine learning operation: preprocessing. Indeed, the data present in the dataset
are of several types (text, number) whereas the SVM must have only numerical values in
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input to work. It is therefore necessary to convert text features into numbers. In this dataset
the text values are categorical values, i.e. the feature has a fixed number of possible values.
For example, the feature protocol_type has only 3 possible values: tcp, udp or icmp. The
first operation on these categorical values is called Label Encoding. In this phase a numeric
value is assigned to each category. The figure 3.5 shows the result of this step on some data
of the dataset.

Figure 3.5 Label encoding operation

The second operation is called One Hot Encoding. The previous calculation transformed
a text value into a numeric value. However, it is not possible to send this data directly
to the machine learning algorithm. Indeed, an important heuristic in this area is that the
performance will be better if the values of the input data are similar. For example, there
should not be a feature with values between -10 and -5, and another with values between
20 and 30. In our case, the number of categories is different depending on the feature. The
feature protocol_type has 3 while the feature service can have 70 possible values. To solve
this problem, the One Hot Encoding operation transforms the feature with n possible values
into n features. Therefore each new feature corresponds to a possible category. The value
of this feature is 1 if the feature of the original dataset corresponded to this category, and 0
otherwise. The figure 3.6 shows the result of this step on some data of the dataset.

Figure 3.6 One hot encoding operation
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These operations allow to change the textual values of the dataset. Nevertheless the new
dataset is not sent to the anomaly detection algorithm because the performances would
not be optimal. Indeed, as mentioned above, the features must be similar. This is not
the case in our dataset because the possible value ranges of the numerical features are not
similar. A feature scaling operation must therefore be performed in order to maximize SVM
performance. There are several methods that can be used to perform this step. The formula
used in this search is mean normalization. The preprocessing operations are computed to
obtain only numerical values, so we can use this common formula in classification problems:

xi := xi −meani
maxi −mini

(3.7)

3.5.2 Metrics

Following these pre-processing steps, the data can now be analysed by the machine learning
algorithm. The performance of this algorithm is then studied by the cross-validation method.
The principle is to divide the dataset into k blocks, (k-1) blocks are used to train the machine
learning algorithm and the last block is used for validation, this iteration is repeated on each
block. We can then obtain the mean, and the standard deviation, of the following metrics:

• accuracy: the rate of correct classification

• precision: measures the confidence we can have in the outcome of the IDS when it
classifies a data as anomaly

• recall: measurement of the rate of anomalies detected among all the anomalies present
in the dataset

• F_measure: harmonic mean of precision and recall



31

The value of its metrics is calculated using these formulas:

accuracy = True_Positives+ True_Negatives
Number of Samples

(3.8)

precision = True_Positives
True_Positives+ False_Positives (3.9)

recall = True_Positives
True_Positives+ False_Negatives (3.10)

F_measure = 2 ∗ 1
1

precision
+ 1

recall

(3.11)

In conclusion, several operations need to be carried out to obtain a mechanism for detecting
anomalies with explanations. First of all, the input data are subjected to a preprocessing
operation to obtain numerical data suitable for classification by the SVM algorithm. The
first phase is the training of the machine learning algorithm. This step creates the model for
the classification. Next, the dependence values are calculated. This is based on the Monte
Carlo method and the trained machine learning algorithm. Finally, during the validation
phase, the input data are preprocessed and then sent separately to the detection algorithm
and the explanation algorithm. The first classifies the data and the second provides the list
of features, with their partial dependence, in order of importance for classification. The user
can thus know the category of the data, as well as the features that have had the most impact
in the detection.
In the next chapter, we present a software that allows to recover data from the simulation of
an ad hoc network.
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CHAPTER 4 APPLICATION OF THE IDS ON A SIMULATOR

A key issue in the field of machine learning is access to data. As the model is created from a
set of data during the training phase, the data must be as close as possible to the environment
in which the system will be deployed. The data from the NSL-KDD are useful for analysing
the behaviour of the mechanism and obtaining results on the method of interpretability, but
before it is put into service it must be tested in a similar context. For this purpose we used
a simulator developed by our industrial partner.
This chapter describes the functioning of the simulated network as well as the architecture
of the simulator.

4.1 Network description

The detection system developed during this research is integrated within an ad hoc network.
This network consists of many different devices, such as drones or smartphones. The partic-
ularity of this type of network is its decentralization. Each node can transmit, and receive,
information and the control of the routing is carried out thanks to a routing protocol. This
type of network is not fixed in time and has the capacity to reconfigure itself automatically
when an element of the network is modified, for example when a device is removed from, or
added to, the network. The automatic reconfiguration of the network also allows different
devices to move in space. Because different systems have limited communication ranges,
two nodes may not be close enough to communicate directly with each other, the network
routing mechanism solves this problem. The overall operation of the network is based on the
transmission of network packets from one node to another. Figure 4.1 shows an example of
how a packet is transmitted from node A to node B.
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Figure 4.1 Example of packet transmission in an ad hoc network

The advantage of this network is its dynamism and great flexibility, however it also offers
the attacker new types of possible attacks. In order to reduce potential attacks, our security
system is placed on each node of the network. In order to avoid checking all the packets
that would pass through a node, the system developed in this paper only checks the packets
received by the node.

4.2 Simulator description

As the network I studied during my master’s degree was not deployed in real conditions,
the use of a network simulator was necessary to test the system on the ad hoc network.
Its principle is to simulate the different network nodes and packet transmissions within the
network. This has the advantage of making development and testing easier, as it makes
it easier to change network configurations compared to actual deployment. It is therefore
possible to obtain a large number of tests with very diverse configurations. Nevertheless,
a test phase in real conditions will be necessary in order to validate the behaviour of the
system in a real environment. The simulator allows the integration of different objects into
the simulation which can be hardware or software.
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4.3 Performance constraints

The detection system is intended to be implemented within a network of embedded systems
with significant performance constraints. For example, one of the important characteristics
of a node is its autonomy. Two constraints are to be taken into account in order to increase
its autonomy: the energy stored on board and the energy consumed by all the equipment.
In the case of a device that steals the energy that can be stored, it quickly comes up against
the weight constraint. It is therefore essential to focus on reducing the energy consumed to
increase autonomy. Therefore the intrusion detection system must also be the least energy
consuming.

A third extremely important constraint to take into consideration in the implementation of
our system is the program execution time. This is due to the methodology of this security
mechanism which works as follows: first the network packet is captured, then it is analyzed
and finally a second packet is captured. In this operating scheme it is therefore essential that
the execution time of the detection system is less than the time between two network packets
captures. It is possible to set up a pipelining system in order to facilitate the satisfaction of
this constraint but this method is not addressed in this research. Another important con-
straint in the development of a security system that aims to be implemented in connected
objects is the development time required to implement the system. Indeed, the strong com-
petition in this field makes it necessary for companies to develop their technology quickly and
cheaply. It is therefore important to take this imperative into account in order to propose a
security mechanism that can be implemented in real systems. Finally, the system must also
be adapted to changes in the network. Indeed, if the network developers modify the packets
transmitted by the nodes or part of the protocols that allow the network to function properly,
it is necessary not to have to start developing the security mechanism from the beginning.
On this point the methodology used by machine learning algorithms is very efficient. Indeed
an algorithm can adapt to the input data and re-train infinitely, as long as the input data
have the same characteristics, it allows a great adaptation of the mechanism.

An on-board system must also be reliable during operation. It is therefore essential to design
a system that can be tested in a simulation environment and then in real conditions. This
aspect is a current weakness of the learning machine because it makes errors and the challenge
of research in this field is to minimize these errors. This is an interesting area of research
but we will not discuss it here. In this research we bring an interesting result that can
be exploited by other research in order to reduce the error rate of the system, nevertheless
we do not claim to make the system infallible. Indeed it is important to accept detection
errors because they cannot be avoided. This is one of the main reasons why a detection
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system based on a machine-learning approach can never be used alone and must be seen as
an additional layer of security.

4.4 Implementation of the IDS on the Humanitas Simulator

The NSL-KDD dataset is useful for developing the algorithm for detecting anomalies and
analysing the results of the explainable AI method. Nevertheless one of the main objectives of
the research is to develop the intrusion detection system for an ad hoc network. It is therefore
important to carry out a test phase in an environment approaching this type of network
architecture. The objective is to use the simulator designed by the company Humanitas
Solutions, based on Docker, which simulates the interactions between several nodes using the
network they have developed.

4.4.1 Docker

Docker is an open source software that offers the possibility to deploy several applications in
separate containers. These applications can communicate with each other through a network
service provided by the docker engine. This architecture offers many advantages:

• Isolation between the containers increases security

• The use of operating system services provides better performance than virtualization
systems

• The application deployment is facilitated by the use of the containers

In our research, isolation is a great advantage because it improves the safety of the system.
However, this architecture does not protect against all risks. One category of possible attacks
is the use of root privilege on the host operating system. Indeed the containers use services
from the same kernel, therefore if this one is compromised then the containers can be compro-
mised too. Docker also allows to easily retrieve online application images that can be easily
executed in a container. This feature is very useful, unfortunately many of these images are
malicious. Therefore, care must be taken with the images used. Finally, another category of
attack concerns the use of the network. Indeed if an application needs to communicate with
another application a virtual network must be set up. This implies a possibility of attack by
classical methods.
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It is therefore essential to update the Docker installation to correct security flaws and to
bear in mind that the isolation offered by Docker does not guarantee complete application
security.

4.4.2 Description of the simulation environment

The simulator on which the IDS tests are carried out is based on Docker. This allows us to
deploy applications easily, such as the simulation of a malicious node or the implementation
of the IDS. The role of the simulator is to manage the hardware resources as well as to enable
the launch of applications executed by each node in the network. The general principle is to
decrypt the simulation in a scenario file and the simulator carries out the discovery of the
available hardware resources and the deployment of each node on a container. The scenario
lists the different agents that are used during the simulation. Its agents are then described by
configuration files. The configuration files of the agents are used to detail the computation
performances and the memory space allocated to each container. An orchestrator program
then has the role of allocating the desired capacities and deploying the agents. The simula-
tions that are carried out for the different experiments are based on a test scenario developed
by the company: "network_tester". The role of this scenario is to carry out simple tests and
to provide a set of commands to carry out actions on the network. For example, a "ping"
command is available to allow packets to be sent by all the nodes.

The figure 4.2 summarises the different containers operating during a simulation:
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Figure 4.2 Example of running containers

4.4.3 Scenarios

The use of dockers in the network implementation allows for easy deployment of network
nodes. In order to carry out several experiments, three configurations are carried out:
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Figure 4.3 One attacker and two slave nodes

Figure 4.4 One attacker and five slave nodes



39

Figure 4.5 Two attackers carrying out a DoS attack simultaneously

These different configurations enable to analyse the behaviour of the IDS in several different
situations. Firstly, the simplest case is to deploy an attacker in a network containing a master
and two slaves. This case will allow to observe the result of the IDS in comparison with the
simple behaviour of a single attacker. In the second configuration, three nodes are added to
the network in order to observe the behaviour of the IDS in a larger network. This increases
the number of normal packets with the same number of malicious packets. Next, an attacker
is added to observe the behaviour of the IDS in the presence of several attackers. In this
context, two simulations are carried out. The first operates simply by duplicating the attacker
node. The number of packets then arriving on the network is doubled. These relatively simple
case studies will allow us to observe the behaviour of the IDS in the network. These tests
should not be taken as tests validating the implementation of the IDS in the simulator but
as a tool for reflection for a future implementation in a real scenario.

4.4.4 Implementation of IDS

The security mechanism developed in this research is an IDS based on network packet anal-
ysis. It is therefore necessary that it is implemented in such a way that it can recover the
packets that transit between containers. A simple way to achieve this is to use the advan-
tages of Docker and deploy the defense system in a container during the test phase with the
simulator. In this container, several functions are carried out:

• Packet retrieval using tcpdump

• Anomaly detection with the SVM algorithm
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• Explanation of the results of the SVM algorithm using the PDP method

The network packets obtained with tcpdump are processed to create the different features
used by the detection algorithm. The objective of this experiment is to detect DoS attacks.
For this purpose, the following features are sent to the detection algorithm:

• Number of packets received in a given time slot

• Number of packets received from each other node in a given time slot

• Routing Method

• Hop Counter

The behaviour of the detection and explanation algorithms is identical to the experiments
carried out with the NSL-KDD dataset. First a learning phase is carried out with a training
dataset and then a second one with a test dataset. However, the method of obtaining data
from the dataset is not the same. Indeed, the NSL-KDD is obtained by processing the KDD99
dataset. The latter was obtained by setting up a local-area network on a simulation of US
Air Force computer hardware.
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CHAPTER 5 RESULTS AND DISCUSSION

This chapter contains the major results obtained during this master’s degree: the application
of our method on the NSL-KDD dataset, allowing an analysis of false positives and false
negatives, an experiment testing our IDS against Msika et al. [84] false negative generator
and the operation of a detection algorithm in an ad hoc simulator.

5.1 Anomaly detection performance

In this paper the experiments were performed in Python using the scikit-learn library [85] for
the classification of DoS attacks of the NSL-KDD dataset. As the execution time increases
with the number of features used, the study is based on the analysis of the feature selection
of [86]:

Features used
Src_bytes
Service
Dst_bytes
Flag
Diff_srv_rate
Same_srv_rate
Dst_host_srv_count
Dst_host_same_srv_rate
Dst_host_diff_srv_rate
Dst_host_serror_rate
Logged_in
Dst_host_srv_serror_rate
Serror_rate
Count
Srv_serror_rate

Table 5.1 List of features of the NSL-KDD used in this thesis

In order to measure the results obtained, we use the cross validation method with the following
4 metrics: accuracy, precision, recall and F_measure

These metrics were calculated using the cross_val_score function of scikit-learn. The follow-
ing table shows the test results.



42

accuracy 97.76%
precision 98.64%
recall 96.19%

F_measure 97.40%

Table 5.2 Average value of the metrics

5.2 Partial Dependence Results

The interest of the explainable AI is to obtain a greater understanding of the model by a
human, therefore testing to validate a technology in this area requires confronting the system
with a large number of users to get their opinion. Nevertheless it is possible to design metrics
to characterize its performance. As a reminder, the objective of the system studied here is to
highlight the features that have had the greatest impact in classifying a particular data item
as an anomaly by the IDS. We display in table the main 5 features for a true anomaly taken
at random in the test dataset. Among these 5 features with the highest partial dependence
value, there are three service features (service_ecr_i, service_private, service_domain), the
feature dst_host_srv_count and a flag feature (flag_S0).

feature name preprocessed value partial dependence
value

service_ecr_i 4.63 93.40%
dst_host_srv_count -1.10 82.65%

service_private -0.03 46.43%
service_domain_u -0.23 42.68%

flag_S0 0.72 42.65%

Table 5.3 Example of the outcome of the explainable algorithm

In this example, we see that, on average, a data whose feature service_ecr_i is 4.63 has a
93.40% chance of being classified as an anomaly. In order to see if it can be said that the
first feature has a significant impact on the decision, we modify the tested data by replacing
the value of the important feature by the value that on average gives the detection of a less
probable anomaly. The detection algorithm is then applied to determine whether the output
remains the same or whether the data under study is now classified as an anomaly. By doing
this on all data that have been classified as anomalies a modification success rate defined as
follows can be achieved:
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success_rate = nb_modification_success
nb_anomalies (5.1)

This formula is applied by modifying only the first feature returned by the PDP method,
then the first two and this up to the first 5 features. The results of this experiment are shown
in figure 5.1, then we perform another experiment by modifying only the 6th feature, then
the 6th and 7th and this up to the 15th feature. The results of this experiment are shown in
figure 5.2.

Figure 5.1 Evolution of the success rate for the first five features

The results obtained show that from the 5th modified feature the algorithm no longer classifies
any data as anomalies.
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Figure 5.2 Evolution of the success rate for the features six to ten

Figure 5.2 shows the evolution of the success rate as a function of the number of features
removed after the 6th feature returned by the PDP algorithm. A limit is then quickly
observed, which corresponds to the fact that from the 9th feature onwards, the modifications
of the data have little effect on the SVM decision.

The results obtained show that the first 4 features explain in more than 98% of the cases
the classification as an anomaly of the processed data. It can thus be stated that the PDP
method correctly calculates the most important features for a particular data item.

5.3 Discussion on explaination outputs

The application of the PDP method has therefore made it possible to highlight important
features in the detection of an anomaly. It is thus possible to know which features contributed
to the classification of a data item as an anomaly. And therefore it is also possible to know
which features have misclassified a data. Indeed, an important problem in machine learning
algorithms applied to anomaly detection is the number of false positives. In this research we
have therefore wondered if it is possible to obtain additional information about these false
positives by applying the partial dependence method. In this part, an analysis of the results is
therefore carried out. The objective is to study separately the results of the PDP method for
false positives and true positives to observe if different results appear. The following results
were obtained by applying the PDP method on the whole dataset. The figure 5.3 shows the
values of the feature that has the greatest partial dependence value for true positives.
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Figure 5.3 First interesting feature of True Positives

On this graph, we can see that the values are centered around 94%. This was expected
because the greater the value of the partial dependence, the greater the chance of being
classified as an anomaly on average. The figure 5.4 shows the values of the feature that has
the largest partial dependence value for false positives.

Figure 5.4 First interesting feature of False Positives

The results observed here explain in part why the machine learning algorithm misclassified
this data. Indeed, the high values of partial dependence for these features correspond to what
can be expected from an anomaly. Therefore it is interesting to analyze the other important
features to see if there is still a resemblance between a positive and a false positive. The
figure 5.5 shows the values of the feature that has the second largest partial dependence value
for true positives.
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Figure 5.5 Second interesting feature of True Positives

On this graph we can see that there are a few values that are around 46% but the vast
majority have high values. The fact that the majority of these values are high shows that
there is not only one feature that influences the algorithm in the case of true anomalies but
many.

The figure 5.6 shows the feature values that have the second highest partial dependence value
for false positives:

Figure 5.6 Second interesting feature of False Positives



47

The result obtained here is very interesting because, for the first time, we see a difference
between true positives and false positives. Indeed the true positives have a majority of high
values while it is the opposite for the false positives. This result seems to show that the
classification errors are mainly due to a single feature.

The previous results focused on the analysis of false positives and true positives. But it is
also interesting to analyze the results of our approach for true negatives and false negatives.
Indeed it is also important to understand why an anomaly is classified as normal data. This
can indeed have serious consequences in the field of security because such an attack would
not be detected. The low percentage of non-detection of attack may seem to be enough but it
is this security flaw that attack algorithms based on Generative Adversarial Network (GAN)
approaches try to exploit to carry out their attacks.

The table 5.4 shows the results for the 5 most important features. In general, the first
feature seems to be the cause of the classification error, because for example in the case of
false positives, the values of partial dependence are high for the first feature and then low
for the second. For true positives, these values are on average high for the first two features
and then decrease progressively. Consequently, the observation of the second feature allows
to say if it is probably a true positive or a false positive.



48

True Positives False Positives True Negatives False Negatives

First feature

Second feature

Third feature

Fourth feature

Fifth feature

Table 5.4 Results for the 5 most important features

5.4 Threshold on anomalies

In order to detect a false positive, an interesting method would be to place a threshold on
the partial dependence below which a data item is considered to be a false positive. The
table 5.5 shows the results obtained by this method with different thresholds on the sec-
ond and third important feature. What are called "false positives" in the table are data that
are labeled as normal values in the dataset but have a partial dependence above the threshold.

These results show that the number of false positives that are still considered as anomalies
after applying our method decreases sharply. Nevertheless, the number of anomalies detected
is also decreasing.
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Number of True Positifs Number of False Positifs
Without threshold 3 054 509
Threshold of 48% on second feature 2 878 93
Threshold of 52% on second feature 2 877 85
Threshold of 75% on second feature 2 814 66
Threshold of 85% on second feature 2 313 32
Threshold of 46% on third feature 2 892 101
Threshold of 60% on third feature 1 273 31

Table 5.5 Application of a threshold for data classified as positive

5.5 Threshold on normal data

So far, we are interested in differentiating between false positives and true positives. But
it is also important to analyze false negatives. Indeed, this category contains data that are
classified as normal while they are anomalies. These data are very dangerous in our context
because they are attacks that the algorithm did not detect. The table 5.6 shows the results
obtained by this method with different thresholds on the second and third important feature
for the data classified by the detection algorithm as normal data. As in the previous one,
the so-called "false negatives" in the table are data that are labelled as normal values in the
dataset but have a partial dependence below the threshold.

Number of True Negatifs Number of False Negatifs
Without threshold 4 362 701
Threshold of 60% on first feature 3 626 392
Threshold of 50% on first feature 3 587 375
Threshold of 48% on second feature 4 288 632
Threshold of 52% on second feature 4 299 637
Threshold of 60% on second feature 4 316 645

Table 5.6 Application of a threshold for data classified as negative
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In the case of the analysis of false positives or false negatives, we notice that the implemen-
tation of a threshold reduces the number of false positives (or false negatives) but in return
it also reduces the number of true positives (or true negatives), these data then become false
negatives (or false positives).

5.6 Experiment against a GAN algorithm

Machine learning algorithms also have weaknesses that an attacker can exploit. A powerful
method to achieve this is to use a GAN type approach. Figure 5.7 shows the operating
diagram of this type of attack. The principle is to generate anomalies but which will be
detected as normal by the algorithm, i.e. being false negatives.

Figure 5.7 Creation of GAN type attacks

We wanted to know whether our approach could be useful against this type of attack. In
order to do so, the attack generators developed by Msika et al. in [84] have been used. This
generation system works by adding noise to an anomaly, which allows the IDS to be fooled.
We then recover the false negatives that have been generated. These data are then sent
to our algorithm for classification with a threshold on the values of the second important
feature. of partial dependence of 60.
When the SVM algorithm is tested with the partial dependence computation mechanism, a
accuracy of 93.8% is obtained. The result obtained is lower than the result during the normal
operation of a detection algorithm that is not subject to an attack because true negatives
had values of partial dependencies above the threshold, and have therefore been classified as
anomaly. Similarly, true positives had a partial dependence score below the threshold. and
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were therefore not recognised as positive after the threshold transaction.
The remark that can be made about this simple experiment is that our IDS has allowed us
to better resist these types of attacks because the noise modifies the value of the features,
and therefore its detection, but it modifies the partial dependence very slightly. Therefore
our thresholding approach sees very little difference between a GAN-modified anomaly and
the original anomaly.

5.7 Humanitas Solutions Simulator

The simulator provided by Humanitas Solutions makes it possible to carry out some experi-
ments. As a reminder, the different configurations are as follows:

• Configuration 1: One attacker and two slave nodes

• Configuration 2: One attacker and five slave nodes

• Configuration 3: Two attackers carrying out a DoS attack simultaneously

5.7.1 Configuration 1

The objective of this first configuration is to have a simple case in order to have a point of
comparison for the other scenarios. In this case, the accuracy obtained is 98.31%.

5.7.2 Configuration 2

In this case, we increase the number of nodes in order to see the impact of the normal nodes
number on the detection capacity of the algorithm. The result obtained, an accuracy of
88.15%, shows that the detection algorithm has more difficulty in finding anomalies. Indeed,
the normal nodes send more packets on the network, therefore the number of packets coming
from the attacker are proportionally lower than in the case of the first configuration and
therefore it is more difficult for the SVM to detect an anomaly.

5.7.3 Configuration 3

This scenario is realised by duplicating the behaviour of the attacking node. The packets
coming from an attacker are then more numerous and the result of the detection is therefore
better than in the previous configuration: 90,35%.
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5.7.4 Partial dependence

At the same time, the calculation of partial dependencies showed that the two features that
are most important in classifying an anomaly are the number of packets received in a given
time slot and the number of packets received from each other network node in a given time
slot. This result could have been expected because the attack carried out is a very simple
DoS attack that sends a lot of packets over the network without making the effort to hide.

It is important to keep in mind that this experiment allows to set up a test architecture on
the simulator but does not aim at validating the anomaly detector so that it can be deployed
in a real use case. Indeed, it is limited to a DoS attack with only four features. In the
real-world environment, it will be necessary to capture other features in order to be able to
detect other attacks.
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CHAPTER 6 CONCLUSION

6.1 Summary of Works

The rapid development of the Internet of Things offers new functionalities, but increases
security risks. Indeed it increases the attack surface and increases the amount of data that is
collected and transmitted. For these reasons, it is necessary to design security mechanisms
to meet the constraints imposed by connected objects. This research proposes to design an
intrusion detection system that is adapted to the context of the connected objects using a
machine learning algorithm that allows the detection of new attacks. The application of
a machine learning algorithm in the case of a security mechanism is interesting because it
allows to add an additional layer of security, but it raises some problems that need to be
studied. Machine learning algorithms do not currently have a 100% success rate and their
certification is still very complicated. The large number of false positives can be a hindrance
to their development, as a large number of false alarms can cause the user to disregard IDS
decisions. A second issue in the integration of machine learning algorithms in this domain
is their behaviour when faced with an attacker. Indeed, even if the algorithm classifies an
anomaly as normal data with an extremely low rate, this failure can be exploited by an
attacker. This research has therefore highlighted the possibility of using an explainable AI
method in the study of false positives. The application of the Partial Dependence Plot
method for anomaly detection with a Support Vector Machine algorithm on the NSL-KDD
dataset showed a significant difference between true positives and false positives. Indeed, in
the case of false positives the first important feature, according to the PDP method, has a
major role in the error that is realized by the classification algorithm. This is not the case
for the majority of true positive, which keeps an important value for the following features.

6.2 Limitations

This work revealed a differentiation between true and false positives on the NSL-KDD
dataset. Nevertheless for an implementation of this method in the domain of connected
objects, several limitations are present. First, this algorithm has not been tested on a real
environment. The results obtained here are therefore valid in the particular case of the
NSL-KDD dataset but this does not mean that they will necessarily be valid on a network
of connected objects. The second limitation to this method is that it allows to say that a
detected anomaly is probably a false positive, but the algorithm cannot classify the dataset
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as necessarily being in this case, because there are also true positives that have low second
feature values.

6.3 Future Research

This research has shown the possibility and interest of applying an explainable AI method to
an intrusion detection algorithm. Future research can therefore use this work to improve the
performance of intrusion detection systems. The analysis of false positives and false negatives
by this method can allow future research to design systems that give an appreciation of the
possibility of a false positive or false negative. The implementation of this mechanism within
a functional network would allow to validate its good functioning. This research would also
make it possible to study the temporal and energy consumption performance of such a system.
Once the simulator is operational, an analysis of different detection algorithms can be carried
out. In particular, a study on the One Class SVM could be interesting. Indeed, this type
of algorithm only needs normal data to build its model during the training phase, thus
allowing to not limit itself to a reduced number of attacks. An interesting approach would
also be to design a dataset adapted to a problem of connected objects in order to be able to
test the algorithms without the need to have access to a real environment. Research would
also be to study in detail other methods of the explainable AI. Indeed in this research, we
focused on the PDP method but there are other algorithms that could obtain interesting
results. Goeschel [63] shows that it was possible to reduce false positives by combining
several detection algorithms with each other. The contribution of an explainable AI method
makes it possible to understand the reasons for these errors. A future research would be to
think about the best way to combine the classification algorithms thanks to the information
provided by the interpretation method.
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