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Abstract

Modern deep learning architectures have become increasingly popular in medicine,

especially for analyzing medical images. In some medical applications, deep learning image

analysis models have been more accurate at predicting medical conditions than experts.

Deep learning has also been effective for material analysis on photographs. We aim to

leverage deep learning to perform material analysis on medical images. Because material

datasets for medicine are scarce, we first introduce a texture dataset generation algorithm

that automatically samples desired textures from annotated or unannotated medical

images. Second, we use a novel Siamese neural network called D-CNN to predict patch

similarity and build a distance metric between medical materials. Third, we apply and

update a material analysis network from prior research, called MMAC-CNN, to predict

materials in texture samples while also learning attributes that further separate the

material space. In our experiments, we found that the MMAC-CNN is 89.5% accurate at

predicting materials in texture patches, while also transferring knowledge of materials

between image modalities.

Keywords: Research, Neural networks, bioinformatics
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1 Introduction

Deep learning has recently surged in popularity for use in a broad set of medical ap-

plications. The accuracy and automation that deep learning models provide will transform

medicine by providing medical experts with powerful tools to effectively diagnose, under-

stand, and treat medical conditions. Many medical problems have already been addressed

by deep learning, including annotating pressure wounds [1], segmenting brain MRIs [2], and

predicting pneumonia from chest X-ray images [3, 4].

While deep learning has enabled significant medical advances, many of the models

proposed eschew interpretability in favor of accuracy. Another challenge with medical deep

learning models is acquiring large, high-quality medical datasets, especially for niche prob-

lems with few experts who are freely available to annotate new data. This lack of annotators

often constrains the set of medical tasks that deep learning models can practically perform.

We believe that evaluating textures and materials in medical images is a task that,

while currently challenging, can be made practical with new methods. Material analysis

is the procedure of examining local information in images to learn about the physical and

textural makeup of the objects present within. It provides an alternative to other popular

image analysis methods, like predicting segmentation masks or bounding boxes, and depends

only on local context.

Figure 1.1: Sample texture patches from a knee X-ray and brain MRI.
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The major challenge with medical material analysis is a lack of material and textural

annotations for medical images. Rather, many medical image datasets are annotated with

segmentation masks or bounding boxes. These annotations do not explicitly encode the

underlying materials, but rather regions of material interest. Figure 1.1 presents an example

of such regions of interest, with a knee X-ray and a brain MRI with a tumor.

The insets in Figure 1.1 present examples of interesting textures–namely, bone for

the knee X-ray, and tumor (red) and healthy gray matter (blue) for the brain MRI. Notably,

these local patches have distinct characteristics. The bone patch appears spongy, while the

tumor patch is distinctly brighter than the surrounding gray matter. We believe that it

is possible to leverage annotations like segmentation masks that outline these regions of

interest, to generate a dataset of local texture patches. Such a texture dataset could help

train deep learning models to perform material analysis on medical images.

In this thesis, we propose a novel method to generate these texture patches from

higher-level annotations and use these patches to automatically learn a similarity relationship

between the generated materials. We then re-implement and update a material analysis

neural network from prior research [5] to classify medical materials present in texture patches,

while learning a set of attributes that further separate material category predictions on

texture patches. Finally, we evaluate this network on full-sized medical radiography images,

to determine how well the network can predict materials with local context alone.

The thesis is presented as follows. In Chapter 2, we discuss prior research into com-

puter vision architectures, automatic material analysis, deep learning for biomedical appli-

cations, and medical datasets. In Chapter 3, we introduce our method to automatically

generate texture patches from annotated and unannotated radiography images. In Chapter

4, we introduce a neural network, D-CNN, that predicts the similarity of texture patches

and helps establish a distance metric between different materials. In Chapter 5, we present

our adaptation of the method from [5] and introduce MMAC-CNN, a second neural network

that predicts medical materials and their related attributes. In Chapter 6, we present our

experiments to show the efficacy of our method. Finally, in Chapter 7, we conclude and

discuss future work.
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2 Related Work

The medical material analysis method proposed in this thesis is inspired by a wide

body of research that focuses on computer vision, material analysis, bioinformatics, and

medical imaging.

2.1 Computer Vision

Our method uses neural network-based computer vision architectures to make mate-

rial predictions on local regions of a radiography image. Neural networks have been shown to

be effective at performing computer vision tasks like object detection [6], image comparison

[7], image generation [8], and video frame interpolation [9]. For classification tasks on im-

age datasets like CIFAR-10/100 [10] and ImageNet [11], multiple advanced neural network

architectures have achieved over 90% accuracy [12, 13].

In our method, we use a Siamese neural network model [7] to determine if two image

patches are of the same or different material categories. This architecture was chosen because

the design has been effective at addressing other similarity-evaluation tasks. These tasks

include signature verification [7], human re-identification across multiple cameras [14, 15],

object tracking [16, 17], sentence comparison [18], and one-shot image classification [19].

2.2 Material Analysis

Many works have explored the material and textural analysis of images. Our work

builds on a weakly supervised method [5] to learn material attributes like softness, rough-

ness, and translucency, from photographs. The method leverages these attributes to make

categorical material predictions like “fabric”, “rock”, and “water”. We show that attributes

can be leveraged in medical images to increase material prediction accuracy and separate

category predictions like “bone” and “tumor”.

Generally, automatic material recognition is implemented by training a model to pre-

dict the material category of an annotated image patch sampled from a larger image. Many
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image patch datasets for materials in natural images have been introduced, including CUReT

[20], KTH-TIPS [21, 22], the Flickr Materials Database (FMD) [23], and the Materials in

Context (MINC) Database [24]. These datasets have been used as the basis for multiple

material prediction models, including a support vector machine (SVM) for KTH-TIPS [21],

and convolutional neural networks (CNNs) for FMD and MINC [24, 25, 26].

Image patches have also been adapted for non-material purposes. For instance, the

Vision Transformer [13] architecture divides an image into patches for use as a sequential

sequence of tokens in a self-attention encoder. To allow these patches to be considered in

the context of the entire image, a positional encoding for the patches is learned.

Automated material analysis has also been applied to both broader and domain-

specific contexts. For example, prior work [27] has explored learning visual attributes in a

weakly supervised manner by mining relevant text information from the internet. Another

work [28] applied material analysis to photographs of railroad ties, using bounding boxes

that label regions of several domain-specific categories, to detect decaying infrastructure.

2.3 Biomedical Applications

In addition to developments in computer vision and its subfield of material analysis,

there have been many applications of deep learning and neural networks to biomedical tasks

[29]. These tasks include multimodal heartbeat detection [30], improving ultrasound image

quality [31], and making cancer predictions [32].

The broad applicability of Siamese neural networks also extends to medicine. Siamese

neural networks have been used for gait recognition [33], spinal metastasis detection [34],

brain cytoarchitecture segmentation [35], and disease severity evaluation [36].

One parallel problem to ours is predicting segmentation maps in medical images.

U-Net [37] is a CNN-based model that performs this task. Although both U-Net and our

method can predict the composition of regions in a medical image, U-Net’s architecture

directly draws from segmentation maps as the ground truth. Our method instead uses

intermediate material representations to achieve this task.

Material analysis methods have also been applied to some specific problems in medicine.

For instance, a Bayesian network has been applied to analyze textures in CT scans of liver

lesions [38], assessing shape, texture, proximity, and location parameters. Another work [39]

leveraged textural features in addition to edge, color, and language descriptors to classify

4



the modality of a medical image (such as an X-ray, MRI, or CT scan).

2.4 Medical Image Data

Our method requires preexisting medical radiography images to generate a texture

dataset and perform material analysis. Fortunately, there are many public, annotated med-

ical image datasets for a variety of relevant problems.

For example, CheXpert [3] is a large, public dataset of chest X-rays with detailed

annotations. In addition to the dataset, the creators of CheXpert also host a leaderboard of

high-scoring models on its dataset, with the best-performing model scoring an AUC of 0.93

[40] as of April 2021. These high scores indicate the data and annotations are rich enough

for complex models to make accurate predictions on medical tasks.

High-quality medical image datasets are prevalent in many domains. For example,

there are multiple public brain MRI datasets with segmentation masks for brain tumors

[41, 42, 43]. In the oncology field alone, image datasets exist for breast cancer mammograms

and ultrasounds [44, 45], colon cancer CT scans [46], and lung cancer MRIs and CT scans

[47]. Outside of oncology, there are public medical image datasets for hip and knee X-rays

[48], Alzheimer’s degree progression [49], and tissue microarrays [50]. While we evaluate our

method on a relatively narrow application, the breadth of publicly available data makes it

practical to apply it to many other problems due to an abundance of imaging data.
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3 Texture Patch Generation

To perform medical material analysis using deep learning, we must first define a

dataset of medical materials that a model can learn. As demonstrated in Chapter 1, a set

of local texture patches with associated material labels is effective at encoding the materials

we desire to learn.

The resulting dataset from our dataset generation process is designed to help train

a model to predict the associated materials of texture patches in a fully supervised fashion.

Therefore, each texture patch is associated with a material label. We call these material

labels material categories. Material categories are a set of user-defined labels that capture

the set of materials that will be evaluated. For example, an X-ray image may have a “bone”

material category, while a brain MRI may have “brain” and “tumor” material categories.

When generating a dataset of texture patches, we allow the user to specify which

regions of an image (inside or outside a segmentation mask) should belong to certain material

categories. Depending on the image’s relevant annotations and characteristics of a patch,

we break down material categories into three types: näıve, expert, and null categories.

The remainder of this chapter is presented as follows. In Section 3.1, we discuss the

characteristics of a desirable texture patch dataset. In Section 3.2, we discuss the three types

of material categories. In Section 3.3, we discuss steps we take to pre-process and normalize

the source medical images. Finally, in Section 3.4, we present our algorithm for generating

a texture patch dataset from pre-processed medical images.

3.1 Desired Dataset Properties

Like most tasks in computer vision, having a well-defined problem and dataset for

performing material analysis is crucial. While there may be medical material datasets for a

variety of problems in the future, these datasets are currently rare or nonexistent. Therefore,

we introduce a systematic process for generating material image patches from annotated and

unannotated full medical images.

The most significant challenge of generating a dataset of image patches is ensuring
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that they accurately represent the desired target materials. For a given medical problem, an

ideal dataset of image patches would have the following properties:

• Contains many patches. Larger datasets yield more information that a model can

learn from. If a model can leverage this information, then the additional informa-

tion from a larger dataset will generally help the model make more accurate material

classification decisions.

• Has correctly sized patches. Image patches should neither be too large nor too

small. If they are too large, the model will become dependent on context to predict

underlying textures. If they are too small, relevant local information will be lost.

• Is derived from expert assessment. In medicine, most dataset annotations are

generated from experts like doctors or nurses. We believe that medical image patches

should also be derived from expert annotations. This is especially true in medicine,

where computer predictions should be as trustworthy as possible.

• Categorized appropriately for the problem. The material categories should re-

flect the granularity of the problem. For example, predicting brain tumors can be a

binary decision (“tumor” or “non-tumor”) or focus the specific kind of tumor (“glioblas-

toma”, etc.).

• Has balanced categories. Keeping the number of samples in each category balanced

makes training a model easier and avoids skewing the predictions. It also ensures that

predictions from all categories are similarly trustworthy. If some categories are rare, a

large base set of medical images may be needed.

• Separates patches sampled from the background. The background has no useful

textural information, but excluding background regions from the patch set will lead a

model to make arbitrary predictions on these regions, leading to less accurate region

boundaries when looking at materials on a full-image level. Assigning patches from

these regions to a separate category will let the model consider them separately.

Our patch generation process attempts to create a dataset that has all these prop-

erties. On a high level, for each medical image, we preprocess the image, randomly sample

patches from it, then assign a label to each patch based on the image’s annotations or the

7



average brightness of the patch. We also augment the patch dataset, using transformations

like horizontal and vertical reflections, to increase its effective size.

3.2 Types of Material Categories

Our algorithm builds texture patches from three kinds of material categories: näıve

categories, expert categories, and null categories, which depend on the patch’s brightness and

the image’s annotations. Some medical material categories, like bone in a knee X-ray, are

relatively easy to distinguish in an image, do not need (and often lack) expert annotations,

and are the only relevant medical material within an image. In these cases, our algorithm

assumes that the brightness of a region corresponds to the material present in that region.

Material categories that fit this case are called näıve categories, because a “näıve”

assumption is made that brightness corresponds to a given material. While this analysis is

relatively shallow in the context of the same kind of image, we believe a model can use these

categories to predict these materials in other kinds of images (for example, brain MRIs) that

have more complex material compositions, making those predictions more robust. If a patch

comes from an unannotated image and has an average brightness B̄ between B̄min and B̄max,

it is assigned to the näıve category.

Other medical material categories, like brain tumors, require the use of annotations

to be separated from other materials of interest, like gray matter and bone. The diagnosis

of ailments like brain tumors also requires expert analysis. We call these expertly annotated

materials expert categories. Leveraging expert annotations increases the number of medical

materials that can be analyzed, while also being more reliable than assigning categories by

patch brightness. We define a mask tolerance value T that represents the smallest percentage

of a patch that can be inside the mask to be assigned to the in-mask category. If a patch’s

in-mask percentage is below T , it is assigned to the out-of-mask category.

Finally, we define a null category, where there is little valuable textural information.

Including this category allows for better separation of näıve and expert material categories,

as these uninformative regions do not correlate with other material categories. The first task

of the algorithm, after sampling a patch, is to check whether a patch should be assigned

to the null category. The algorithm performs this by assigning all patches with an average

brightness B̄ less than constraint B̄0 to the null category.
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3.3 Image Preprocessing

The first step in our patch generation process is to ensure the images are normalized.

Depending on the problem, a variety of image modalities (such as X-rays, MRI scans, CT

scans, microscope images, etc.) from different sources may be used. These modalities may

yield different image structures (positive or negative contrast, 2D or 3D data, etc.) that

need to be accounted for before they can be sampled for material patches.

For 3D images like MRIs, we split them by layers into 2D slices, as our material

patches are 2D. This yields more data, as one MRI can have multiple layers. We also invert

negatives (images where the brightest regions indicate dark areas). Finally, we normalize

the values of the image to the range [0, 1].

3.4 Patch Generation Algorithm

Our patch dataset generation algorithm takes I, a set of preprocessed 2D medical im-

ages, with some generation parameters, and yields k sets, {C0, C1, C2, ...Ck−1}, that contain

image patches that are labeled as material classes {0, 1, 2, ..., k − 1} respectively. Algorithm

1 presents the algorithm for generating a texture patch dataset.

For a given image Ii, our algorithm assumes these annotations are segmentation

masks Mi around regions of interest. Given a patch comes from an annotated image with a

segmentation mask, and its average brightness B̄ is between B̄min and B̄max, we calculate its

in-mask percentage T (Pi,Mi) with Equation 3.2. This value is compared against the mask

tolerance constraint T .

The mask tolerance T defines the minimum percentage of a patch that can be inside

the segmentation mask to be assigned to the in-mask category set. If a patch is completely

within the mask, T (Pi,Mi) = 1, and the patch will be added to the in-mask category Cj.

If a patch is completely outside the mask, T (Pi,Mi) = 0 and the patch will be added to

the out-of-mask category Ci. If the patch partially overlaps with the mask, its assignment

depends on T . While this algorithm assumes one mask category, it can generalize to multiple

masks by assigning a mask tolerance to each mask category and calculating T (Pi,Mi) for

each category’s segmentation mask.

To ensure our algorithm generates a dataset of exactly N patches, it only increases

the counter variable n once a patch is added to a class. If a patch is not added to a class

9



(primarily because the patch’s average brightness falls between B̄0 and B̄min or B̄max and

1), then the counter does not increment, and an additional patch is sampled. Therefore, if

N is too large, the algorithm may not halt. To mitigate this, we use a cutoff value R that

stops sampling patches after R attempts. Generally, R is on the order of 100-1000 times N .
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Algorithm 1 The patch label assignment algorithm.
Inputs:

I, set of images
B̄min, B̄max, minimum and maximum average brightness constraints
B̄0, maximum null-class average brightness cutoff
T , mask tolerance
N , number of patches to generate

Outputs:
C0, sets of patches with null class label 0
C1, C2, ..., Ck−1, sets of patches with class labels 1, 2, ..., k − 1

1: n = 0
2: while n < N do
3: Select Ii of class i randomly from I
4: Select Pi with raw features p randomly from Ii
5: B̄ = avg(Pi)
6: if B̄ < B̄0 then
7: Add Pi to set C0

8: else
9: if B̄min ≤ B̄ ≤ B̄max then

10: if Ii has mask Mi of class j then
11: if T (Pi,Mi) > T then
12: Add Pi to set Cj

13: if T (Pi,Mi) < (1− T ) then
14: Add Pi to set Ci

15: else
16: Add Pi to set Ci

17: if Pi added to any Ci then
18: n = n+ 1

Where:

avg(Pi) =

∑
p∈Pi

(p)

|Pi|
(3.1)

T (Pi,Mi) =
|{(x, y) ∈ Pi|(x, y) ∈Mi}|

|Pi|
(3.2)
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4 Discovering Medical Material Similarity

One significant difference between natural image materials and medical materials is

that medical materials require expert knowledge to properly discern. Therefore, any reliable

metric of similarity between medical materials should be sourced from experts. We care

about material similarity because it serves as an analog for the distance between materials.

As depicted in Figure 1.1 (Chapter 1), certain pairs of materials, like gray matter and brain

tumor, appear more similar to each other than other pairs, like gray matter and bone.

By mapping material similarity to a distance metric, we can generate an embedding of the

material space that better separates material categories and enhances the training of material

classifiers.

Unfortunately, directly relying on experts to generate medical material similarity data

makes analyzing medical materials impractical, as doctors are scarce and expensive to retain

compared to general image annotators (who could be sourced from crowdsourcing services

like Amazon Mechanical Turk [5]).

Despite the scarcity and cost of experts, there are many free, pre-annotated medical

images available on the Internet. For example, multiple datasets of brain tumor MRI scans

with segmentation masks are freely available [41, 42]. Leveraging such datasets and their

pre-made expert annotations to learn the similarity of medical materials would remove the

need for additional expert labor and make medical material analysis viable. Although these

annotations do not explicitly encode material information, it is reasonable to assume the

textural characteristics of the image portions inside these masks differ from the portion

outside (as is the case for a brain tumor and healthy gray matter).

In this chapter, we propose a method to leverage these non-material medical annota-

tions to automatically learn medical material similarity, using a novel neural network called

D-CNN. In Section 4.1, we present the D-CNN’s architecture. In Section 4.2, we present our

method to construct a set of patch pair samples from a texture patch dataset. In Section

4.3, we discuss our method to train the D-CNN on a patch pair dataset. Lastly, in Section

4.4, we present our method to generate a material distance metric from the trained D-CNN’s

positive similarity decisions.
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4.1 D-CNN Architecture

D-CNN is a Siamese neural network based on ResNet34 [12]. It receives a reference

texture patch (xr) and a comparison texture patch (xc) as inputs. First, these patches are

passed through a headless ResNet34 network with the same weights. Next, a rectified linear

(ReLU) activation function is applied to each resulting hidden state. Then, the hidden states

are concatenated and passed through a common linear layer that outputs a prediction on

whether the two patches’ material categories are the same (ssimilar) or different (sdifferent).

Figure 4.1 depicts the D-CNN architecture. A more detailed version, including all ResNet34

layers, is presented in the Appendix (Figure A.1).

Figure 4.1: The D-CNN model architecture.

The D-CNN’s ability to determine the similarity of two texture patches’ material

categories is based on the common weights and biases in the headless ResNet34 layers that

transform the two patches into their hidden states. With common weights, similar appearing

texture patches, perhaps from the same material category, should yield similar activations,

while different appearing texture patches should yield noticeably different activations.

The final linear layer processes a concatenation of the two patches’ hidden states and

outputs a similarity prediction. The D-CNN’s output can be treated as a one-hot encoding,

where ssimilar = 1 means it predicts that the two texture patches are of the same category,

and sdifferent = 1 means it predicts that the two texture patches are of different categories.

The D-CNN makes its predictions independent of the material category labels of the

texture patches, meaning it only determines similarity, not category. By performing texture

patch comparison as a similarity problem instead of a direct classification problem (where
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each patch’s category would be predicted and compared), the D-CNN’s problem and solution

space is greatly reduced.

We selected ResNet34 as the basis for our convolutional layers over other CNN archi-

tectures in the D-CNN for two primary reasons. First, ResNet has well-documented, strong

performance on multiple image classification tasks [12]. Second, it is easy to train a deeper

ResNet model with extra convolutional layers if a more powerful D-CNN is desired, because

the architecture’s residual connections address the vanishing gradient problem.

4.2 D-CNN Dataset Construction

To robustly train and evaluate the D-CNN on every possible material category pair,

we introduce a patch pair dataset construction algorithm that takes pre-generated texture

patches created using the methods in Chapter 3 and groups them into sets of reference (Xr)

and comparison (Xc) patches. Algorithm 2 presents the method to construct these sets.

Algorithm 2 The D-CNN dataset construction algorithm.
Inputs:
{P0, P1, ..., Pk−1}, sets of texture patches with material category labels {0, 1, ..., k − 1}
N , number of samples for each material category . By default, N = miny ||Py||.
k, number of material categories

Outputs:
Xr, set of reference image patches . ||Xr|| = Nk

Xc, set of sets of comparison image patches .
∑

X
(i)
c ∈Xc

||X(i)
c || = Nk2

1: Xr = ∅
2: Xc = ∅
3: for i = 1 to k do
4: X

(i)
r = Sample(Pi, N) . Sample without replacement

5: X
(i)
c = ∅

6: for j = 1 to N do
7: for l = 1 to k do
8: x

(l)
c = Sample(Pl, 1) . Sample with replacement

9: X
(i,j)
c = {x(0)

c , x
(1)
c , ..., x

(k−1)
c }

10: Add X
(i,j)
c to X

(i)
c

11: Concatenate X
(i)
r to Xr

12: Concatenate X
(i)
c to Xc

At a high level, Algorithm 2 creates samples of the form {xr, x(0)
c , x

(1)
c , ..., x

(k−1)
c },

where xr is a reference patch from Xr and each x
(i)
c is a comparison patch of category i (out
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of k material categories), all pulled together from one set in Xc. That is, each reference

patch is compared to exactly one patch from each material category. These patches are also

associated with their material category labels {yr, y(0)
c , y

(1)
c , ..., y

(k−1)
c } and similarity labels

{s(0), s(1), ..., s(k−1)}, s(i) ∈ {0, 1}, which are generated upon retrieving the sample.

Our dataset also has the following features. First, exactly N reference patches from

each material category are generated, ensuring the material categories are balanced in the set.

It also follows that there are Nk comparison patches generated for each material category,

as each of the Nk entries in the dataset contains one comparison patch from each category.

Second, we choose to sample reference patches without replacement and comparison patches

with replacement.

We also apply additional methods to improve the dataset’s capability to train the

D-CNN. During both training and validation, we shuffle the ordering of the samples. During

training, we also apply image transformations to the patches (random horizontal and vertical

flips) to augment the dataset and effectively increase the sample size.

Since the D-CNN has only two inputs, xr and xc, one dataset sample can yield multiple

predictions from the D-CNN. For a given sample, we individually pass xr and each of the x
(i)
c

patches through the D-CNN up to the ReLU activation unit, and cache their hidden state.

Then, we concatenate the hidden state of xr one-at-a-time to each of the hidden states of

the x
(i)
c patches, and pass each pair through the final linear layer to receive the predictions

for the pairs (xr, x
(0)
c ), (xr, x

(1)
c ), ..., (xr, x

(k−1)
c ) against labels s(0), s(1), ..., s(k−1) respectively.

4.3 D-CNN Training

To train the D-CNN, we first initialize the convolutional/residual layers with weights

pre-trained on ImageNet [11]. The remaining layers are initialized with randomly selected

weights. Then, we aim to maximize its accuracy at determining whether two texture patches

come from the same or different material categories.

To achieve this, we leverage the texture patches generated using the method from

Chapter 3, such that the D-CNN learns from all possible pairs of material categories while

avoiding overfitting and class imbalances. Our training methodology also acknowledges that

the D-CNN will never perfectly predict the similarity of every pair of material patches—in

fact, mispredictions play a role in generating a material distance metric.

To train the D-CNN, we aim to minimize the cross-entropy loss between the D-CNN’s
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similarity predictions and the binary similarity labels. Cross-entropy loss was selected be-

cause the D-CNN’s output ŝ can be interpreted as a probability distribution against the

binary similarity labels s. More formally, we present the D-CNN training process as the

following minimization objective. Given a D-CNN, represented as function f , with parame-

ters Θ, similarity predictions ŝ = f(xr, xc), and similarity labels s ∈ {0, 1}, the objective for

finding optimal parameters Θ∗ is presented in Equation 4.1.

Θ∗ = arg min
Θ

∑
{(s,ŝ)}

− (s ln(ŝ) + (1− s) ln(1− ŝ)) (4.1)

By minimizing the cross-entropy loss, the D-CNN will maximize its accuracy and

confidence for making similarity predictions on pairs of texture patches.

In addition to our minimization objective, the process for training the D-CNN is also

designed to minimize overfitting. For every epoch that the D-CNN is trained on the testing

set, its loss is also evaluated on a validation set. The lowest validation loss seen so far of

all previous epochs is tracked, and if the current epoch’s validation set yields a lower loss

than prior epochs, the current D-CNN parameters are saved. By saving the lowest-loss D-

CNN instead of the final epoch D-CNN, we mitigate the possibility of loss increasing in later

epochs, which would indicate overfitting.

4.4 Encoding Material Distances

The ultimate goal of the D-CNN is to learn a similarity measure between pairs of

material categories. This similarity measure can be used to generate an embedding of new

attributes that help separate material category predictions and yield underlying information

about the materials in the medical material dataset.

To achieve this, we introduce the material distance matrix D, which is generated by

analyzing the correctness of the D-CNN on pairs of material categories. To create D, we

encode the number of positive similarity decisions for a pair of material categories into a

positive decision matrix P , and then build the entries of D from L2-norms of the differences

of columns in P .

That is, P is a k × k matrix, where entry Pij represents the percentage of positive

similarity decisions Sij for all reference patches of category i against comparison patches of

category j. Equation 4.2 presents the formulation for entry Pij ∈ P .
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Pij =
1

N

∑
ŝ∈Sij

ŝ (4.2)

Once P is generated, the columns Pi, which represent the similarity decisions for a

reference category i, are used to generate matrix D. The entry Dij represents the L2-norm

of the difference of columns Pi and Pj. This is presented in Equation 4.3.

Dij = ||Pi − Pj||2 (4.3)

Like the D-CNN model, we only keep the material distance matrix D that is generated

by the lowest-loss model. That is, we derive the D matrix from similarity decisions on the

validation set for each epoch, and only keep the D matrix from the epoch with the lowest

validation-set loss.
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5 Discovering Medical Material Attributes

While the D-CNN is useful at generating a distance metric for material categories, it

does not solve the more relevant challenge of directly predicting the material category of a

given texture patch. The D matrix generated by the D-CNN is also limited, as it depends

on the patch labels.

To reduce our dependence on labels and improve the separation of material categories

in our predictions, we introduce the concept of material attributes, previously presented in

[5]. Material attributes are machine-generated parameters that embed relevant information

about the material categories. These attributes could implicitly encode relevant properties

about materials that category labels do not explicitly portray, like a material’s relative

brightness. We would like to base our medical material attributes on the material distances

in the D matrix, while also considering the ways humans visually perceive materials.

In Section 5.1, we introduce a method to generate an embedding of material attributes

that respects the material categories inside the D matrix. Then, in Section 5.2, we introduce

MMAC-CNN, a convolutional neural network that improves on work from [5], that can

simultaneously classify material categories and attributes in a texture patch. Finally, in

Section 5.3, we discuss the minimization objective and training procedure for MMAC-CNN,

which allows it to learn how to perform these tasks accurately.

5.1 Generating Material Attributes

While the D matrix generated by the D-CNN is effective at establishing a distance

metric between material categories, we are interested in using these distances to establish a

relationship between material categories and material attributes. Like matrix D, this metric

can serve as an embedding of the material attributes in a low-dimensional space. To achieve

this, we reintroduce the method presented in [5] to generate such a metric.

We call this metric the material attribute-category matrix A. A is a k×m dimensional

matrix, where k is the number of material categories as before, and m is the number of

material attributes to be encoded. The value m can be chosen at run time. Additionally,
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the values of A are bounded to the range Aij ∈ [0, 1], so that its entries can be interpreted as

conditional probabilities. For entry Aij, we interpret its value as the conditional probability

that a texture patch exhibits attribute j given it is of category i.

The entries of A are found by minimizing an objective that considers the material

category distances of D and intuition about the perception of materials. Equation 5.1

presents the optimization objective.

A∗ = arg min
A

(c(A,D) + γp(A,α, β)) (5.1)

c(A,D) =
∑
(i,j)

(||AT
i − AT

j ||2 −Dij)
2 (5.2)

p(A,α, β) =

∫ 1

0

(
Beta(x, α, β) ln

(
Beta(x, α, β)

q(x,A)

))
dx (5.3)

The optimization objective for optimal matrix A∗ is divided into two parts. First,

the c(A,D) term captures a distance measure between the A matrix we aim to optimize and

D. For all pairs of material categories, represented as indexes (i, j) ∈ {1, 2, ...k}2, we aim to

minimize the L2 norm of the difference of rows i and j of A (AT
i and AT

j ) with respect to

entry Dij. This term constrains the optimization process to respect the material category

distances generated by D while finding an optimal set of attributes.

The second part of the objective, the p(A,α, β) term, tries to constrain the material

attributes in A to fit the way humans perceive materials. Like [5], we assume that texture

patches from medical materials strongly exhibit one kind of material category, and only

weakly exhibit properties of other medical materials. Similar medical materials (like brain

tumors and gray matter) will exhibit this relationship less, but we assume it remains present

in all material category pairs.

The Beta distribution, with α = 0.5 and β = 0.5, fits this constraint well. Figure 5.1

presents the shape of the Beta distribution. Near the edges of the distribution (0 and 1),

the values are large, while near the center, where more similar materials may fall, the values

are small.

The p(A,α, β) term also considers the embedding of A into a Gaussian kernel density

estimate (KDE), notated as q(x,A). Embedding A into a Gaussian KDE allows us to

integrate A within the p-term, as it yields a continuous, one-dimensional embedding of the

A matrix. The bandwidth parameter, h, is chosen automatically using Scott’s Rule [51].
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Figure 5.1: A plot of the distribution Beta(x, α, β) with α, β = 0.5.

The formula for this embedding is presented in Equation 5.4.

q(x,A) =
1

km

∑
(i,j)

(√
2πh2 exp

(
−(Aij − x)2

2h2

))
(5.4)

Ultimately, p(A,α, β) is a Kullback-Leibler (KL) divergence [52] between the Beta

distribution and the Gaussian KDE of A. The KL-divergence represents an entropy, or

difference, measure between two distributions. In our case, we are trying to minimize the KL-

divergence between our ideal Beta distribution and the realized Gaussian KDE embedding of

A. We integrate this value over the domain of the Beta distribution (R ∈ [0, 1]) to yield a total

difference measure along the KL-divergence. We also weigh p(A,α, β) with hyperparameter

γ to influence how much the perceptual distance metric matters during optimization.

In practice, we approximate the integral for p(A,α, β) by calculating the values of

the Gaussian KDE and Beta distribution at discrete points, and evaluating the points’

cumulative entropy. Since the Beta distribution diverges as x approaches 0 and 1, we evaluate

the KL-divergence for 25 evenly-spaced points from x = 0.02 to x = 0.98.

The optimized matrix A∗ found using this minimization objective is then used to help

the MMAC-CNN to learn material attributes. To estimate the solution to the optimization

objective, the L-BFGS-B optimization algorithm [53] is used.
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5.2 MMAC-CNN Architecture

The medical material attribute/category convolutional neural network (MMAC-CNN)

is a convolutional neural network designed to predict the material attributes and categories

present in individual texture patches. MMAC-CNN is based on a similar network from [5],

with an updated CNN architecture and a focus on medical materials.

The MMAC-CNN serves as an end-to-end network that can classify the material

category of an individual texture patch, while simultaneously predicting the patch’s material

attributes encoded by the A matrix. It uses convolutional layers from ResNet34 [12], with

linear layers designed to predict the material category y of the patch. The MMAC-CNN also

contains a set of auxiliary linear layers that yield a probability distribution of the material

attributes found in the patch. The MMAC-CNN architecture is presented in Figure 5.2,

with a more detailed version presented in the Appendix (Figure A.2).

Figure 5.2: The MMAC-CNN model architecture.

Like the D-CNN, we use the ResNet architecture for the MMAC-CNN because of its

ability to scale its training to additional layers. This allows MMAC-CNN to easily scale

to larger problem spaces (like additional material categories and attributes) and complex

medical domains, by adding more residual convolutional blocks to the architecture.

The non-constrained linear layers in the MMAC-CNN are designed to predict the

material category of texture patch x. These layers are not constrained as, during training,

their weights and biases are not explicitly influenced by the values of the attribute-category

matrix A.

The auxiliary linear layers in the MMAC-CNN are designed to yield a probability dis-
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tribution for material attributes in texture patch x. Each first-layer linear module receives

its input from the hidden state of one of the residual layer blocks (or, for the first mod-

ule, the pooling layer after the initial convolution). A final auxiliary linear layer combines

the predictions of the first-layer linear modules, to yield the final probability distribution of

material attributes, f(x). The auxiliary network design allows the material attribute pre-

dictions to draw information from all levels of the convolutional network, rather than only

the final convolutions.

The MAC-CNN model can be interpreted as a function f with parameters Θ that,

for a given texture patch x, predicts a probability distribution of the m material attributes

(f(x)) and k material categories (ŷ). If the texture patch has d raw features, we write

MAC-CNN as f(x,Θ) : Rd → ([0, 1]m,Rk), where [0, 1]m encodes the material attribute

probability distribution and Rk encodes the material category prediction. For the material

attribute probability distribution vector, entry i represents the probability that the patch

exhibits material attribute i.

While the sequential layers use a standard rectified linear (ReLU) activation function,

with the exception of the final layer, the auxiliary layers employ a capped version of ReLU,

φ(x), that binds the outputs to the range [0, 1]. More specifically, we describe the auxiliary

layers as a two-layer perceptron with weights and biases Θaux = {W1,W2, b1, b2}. Given a

series of hidden states h, the evaluation of the auxiliary layer is presented in Equation 5.5.

f(h) = φ(W2φ(W1h+ b1) + b2)

φ(x) =


0 x ≤ 0

x 0 < x < 1

1 x ≥ 1

(5.5)

5.3 MMAC-CNN Training

By training the MMAC-CNN, we aim to maximize the network’s capability to make

accurate material category predictions on individual texture patches, while simultaneously

learning a robust set of material attributes, encoded by the A matrix, that enhances the

separation of these categories. We also aim to make the training process fast, converging to

a low loss in few epochs so that the MMAC-CNN can quickly adapt to new medical problems.
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To start, we initialize the MMAC-CNN model with randomly initialized linear layers,

and convolutional layers with weights pre-trained on ImageNet [11]. This mirrors the way

we initialize the D-CNN and allows a fast convergence to a low loss.

Following the method proposed in [5], we define our loss function in a way that mini-

mizes material category prediction errors, ensures the predictions fit a distribution that mim-

ics human perception of materials, and constrains the material attribute predictor weights

with respect to the A matrix. To achieve this, our minimization objective considers three

functions, Lc, Ld, and La, that consider these three terms respectively.

We present our minimization objective as follows. Given an n-sized batch of tex-

ture patches X = {x1, x2, ..., xn} with one-hot encoded material category label vectors

Y = {y1, y2, ..., yn}, material category prediction vectors Ŷ = {ŷ1, ŷ2, ..., ŷn}, and material

attribute prediction vectors f(X) = {f(x1), f(x2), ..., f(xn)}, the minimization objective,

which seeks to optimize the MMAC-CNN network parameters Θ, is presented in Equation

5.6.

Θ∗ = arg min
Θ

(Lc + γdLd + γaLa) (5.6)

Lc(X, Y ) =
∑

(xi,yi)

k∑
j=1

−yij ln(ŷij) (5.7)

Ld(X,α, β) =

∫ 1

0

(
Beta(z, α, β) ln

(
Beta(z, α, β)

q(z, f(X))

))
dz (5.8)

La(X, Y,A) =
k∑

c=1

∣∣∣∣∣∣
∣∣∣∣∣∣AT

c −
1

|Xc|

|Xc|∑
i=1

f(xi)

∣∣∣∣∣∣
∣∣∣∣∣∣
2

2

(5.9)

At a high level, our minimization objective is a weighted sum of three functions—the

material category loss function Lc, the material attribute KL-divergence function Ld, and

the material attribute constraint function La. The latter two functions are weighted by

hyperparameters γd and γa respectively. These parameters can be chosen at training time.

The first component of the minimization objective, Lc, is presented in Equation 5.7.

Lc is the negative log-likelihood loss between the material category prediction ŷ and the

material category label y. For each given sample (xi, yi), the loss only considers the network’s

prediction for the correct label, as yi is one-hot encoded, and has a value of 1 in one entry and

0 elsewhere. Therefore, any entry in ŷi outside the correct label will be multiplied by zero
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and ignored. These losses are summed over the entire sample set to yield the unweighted Lc

term.

The second component of the minimization objective, Ld, is presented in Equation 5.8.

Similar to the minimization objective for the A matrix, we aim to constrain the MMAC-

CNN’s material attribute predictions to fit the way humans perceive materials. The Ld

term achieves this by calculating the KL-divergence of the Gaussian KDE embedding of

the MMAC-CNN’s attribute predictions, q(z, f(X)), and a Beta distribution, Beta(z, α, β).

Like the A matrix objective, we hold α, β = 0.5. In practice, we approximate the integral

by sampling points of the function, similar to the KL-divergence term in the A matrix

minimization objective.

The third component of the minimization objective, La, is presented in Equation 5.9.

The goal of this component is to constrain the auxiliary classifiers in the MMAC-CNN to

respect the material attribute-category matrix A. For each material category c, a mean

squared error between row c of A and the average f(xi) prediction for the subset of patches

of category c (denoted Xc) is calculated. As this result is a vector, we normalize it to the

squared L2 norm. Finally, over all material categories, these normalized values are summed.

The training procedure for the MMAC-CNN employs two methods to reduce overfit-

ting. First, like the D-CNN, the MMAC-CNN training procedure saves the model with the

lowest loss on the validation set of patches. This avoids the potential of saving a model in

the final epoch with greater loss due to the model losing its ability to generalize training set

features to the validation set.

Second, unlike the D-CNN, the MMAC-CNN employs a learning rate scheduler that

reduces the learning rate by a factor of 10 after an epoch that yields an increase in valida-

tion set loss. This regularizes the learning process and makes it more predictable, further

mitigating the potential of overfitting in later epochs.
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6 Experiment

To demonstrate the effectiveness of our method for analyzing medical materials, we

implemented our design and evaluated it on a dataset of knee X-rays and brain MRIs with

tumors. In this chapter, we discuss our implementation, experiments, and results.

The patch generation algorithm, D-CNN neural network, material attribute/category

matrix optimization algorithm, and MAC-CNN neural network were all implemented us-

ing Python. Specifically, we used the PyTorch neural network library and SciPy scientific

computing library to implement the networks and equations used in our method. This

implementation can be found at the following GitHub repository: https://github.com/

cmolder/medical-materials. The majority of our experiments, unless otherwise noted,

were run on a desktop computer with an Intel Core i9 processor and two Nvidia Quadro

RTX 8000 graphic cards.

In Section 6.1, we describe the specific medical image datasets used to evaluate our

models. In Section 6.2, we evaluate the training methodology proposed for the D-CNN

and MMAC-CNN and describe its effects on the resulting models’ loss and accuracy on our

dataset. In Section 6.3, we evaluate the D-CNN’s ability to predict material similarity, and

the generation of the distance matrix D. In Section 6.4, we discuss our findings from gener-

ating the A matrix and evaluating the MMAC-CNN’s ability to predict material categories

and attributes. Finally, in Section 6.5, we apply the trained MMAC-CNN network in a

sliding-window manner to full medical images to see how medical material categories and

attributes can be applied to larger contexts.

6.1 Dataset Generation

We source our texture patches from three medical datasets, generating four material

categories: “brain”, “tumor”, “bone”, and “background” (the null category). To generate

the “brain” and “tumor” category texture patches, we source brain MRIs from two datasets:

Brain-Tumor-Progression [42, 54] (3804 images) and brain tumor dataset [41] (918 images).

These datasets, stored as DICOM images and MATLAB matrices respectively, contain three-
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dimensional MRI scans of patients with brain tumors. These three-dimensional scans contain

volumetric masks around the regions of each image that contain a brain tumor. We map this

data to our dataset by treating each layer and its mask as an individual image to sample

patches from.

To generate the “bone” category texture patches, we source knee X-rays from the

Cohort Hip and Cohort Knee (CHECK) dataset [48] (300 images). This dataset contains

metadata that tracks the onset of osteoarthritis in the knees and hips of patients in the

Netherlands. However, we disregard this metadata and only consider the images themselves.

We apply this dataset to determine if the method can distinguish bone from the materials

found in brain MRIs. Because these images lack masks around the bone region, we instead

use brightness constraints and assume that bright regions of each X-ray should be considered

bone.

The patch generation procedure also generates background patches from the darkest

regions (average normalized brightness < 0.05) of these images. These images are separated

from the other categories and predicted separately to make predictions for out-of-mask cat-

egories (“brain” and “bone”) more precise.

Once all categories are generated, we separate the final patch set into training, vali-

dation, and testing sets on a randomly assigned 60-20-20 split. To generate these categories,

we set the sample count, brightness constraints, and mask tolerance constraints as presented

in Table 6.1.

Dataset N B̄min B̄max B̄0 T
Brain-Tumor-Progression 10000 0.25 1.0 0.05 0.1

brain tumor dataset 30000 0.25 1.0 0.05 0.1
CHECK 13525 0.25 0.85 0.05 n/a

Table 6.1: The constraints used to generate the texture patch dataset.

6.2 Training Evaluation

To ensure that the D-CNN and MMAC-CNN classifiers are effective at performing

medical material analysis tasks, we implement and evaluate robust training schemes for each

network. Specifically, we implement the training schemes proposed for the D-CNN in Section

4.3 and the MMAC-CNN in Section 5.3, using the parameters presented in Table 6.2.

26



Model Notation Definition Value
D-CNN E Number of epochs 15

B Batch size 50
η Learning rate 10−3

MMAC-CNN E Number of epochs 15
B Batch size 50
η0 Initial learning rate 10−3

γd KL-divergence weight 10−2

γa A constraint weight 1

Table 6.2: The D-CNN and MMAC-CNN training parameters.

For both the D-CNN and MMAC-CNN, we wanted to evaluate whether the training

process yields weights that overfit to the training dataset. Overfitting occurs when a model

adapts its weights to the training set so strongly that it can no longer generalize its predictions

to other samples like a validation set. While the convolutional layers of both models are

initialized to a known state, as they are pre-trained on ImageNet [11], the linear layers have

random initializations that may impact the training process. Therefore, we evaluate a group

of models, as a single instance may not represent the general results of training.

We also evaluated each model’s loss and accuracy over distributions of 30 models on

the training and validation sets. We define accuracy for the D-CNN as the percentage of

correct similarity decisions, and for the MMAC-CNN as the percentage of correct material

category predictions. These distributions are plotted with respect to each epoch in the

training process. Figure 6.1 presents these distributions. The lines represent the median

loss and accuracy, while the shaded regions represent the region between the 25th and 75th

percentiles of loss and accuracy. We also present the results from one typical sample in the

Appendix (Figure A.3).

Figure 6.1 demonstrates that both the D-CNN and MMAC-CNN tend to have a lower

loss and higher accuracy as the training process progresses. However, the training process

for the MMAC-CNN is significantly more effective at reducing loss and increasing accuracy.

We believe that this can be partially attributed to the learning rate scheduler discussed in

Section 5.3.

While the D-CNN loss distribution shows overfitting in later epochs, we mitigate this

by saving the lowest-loss model. By saving the lowest-loss model instead of the final epoch

model, we guarantee that the best-performing model during training is kept. This tactic is

also employed in the MMAC-CNN’s training process, but it typically converges to its lowest
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Figure 6.1: D-CNN and MMAC-CNN loss and accuracy distributions per epoch, for 30
trained networks.

loss near or during the final epoch. It may be possible to regulate the D-CNN training

process by using a learning rate scheduler or starting with a lower learning rate.

We also consider the amount of time required to train the D-CNN and MMAC-CNN.

We would like these models to have a short training time so they can be quickly deployed

in new medical fields. To evaluate this, we time the training process for ten instances of the

D-CNN and MMAC-CNN. Our results show that the training time for both models, starting

with the pre-trained ImageNet layers, is relatively short.

We timed the models’ training processes on a separate machine with an Intel Core

i7 processor and a single Nvidia GeForce RTX 2080 Ti graphics card. Training 10 D-

CNN models with our 15-epoch training process required 23.7 minutes ± 6.1 seconds per

instance. Meanwhile, training 10 MMAC-CNN models with our 15-epoch training process

required 14.3 minutes ± 8.6 seconds per instance.
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6.3 Material Categories and D-CNN

To evaluate D-CNN, we trained it on the training and validation sets generated from

our three image sources, and then evaluated it on a separate testing set. Our testing set

contained 42,768 patches with evenly split categories. On this testing set, the D-CNN was

90.79% accurate at determining whether a reference and comparison patch were of the same

or different material categories.

To more robustly evaluate the D-CNN’s performance, we also analyzed the accuracy

of the network on each pair of material categories. Table 6.3 presents the accuracy for each

pair of categories.

Ref
Comp

background tumor bone brain

background 100.0 100.0 100.0 100.0
tumor 100.0 53.0 96.2 70.9
bone 100.0 95.9 99.0 98.9
brain 100.0 71.7 98.7 72.6

Table 6.3: The D-CNN accuracy percentages for each pair of material categories.

The accuracy table shows that the D-CNN is more effective at determining similar-

ity for some material categories. Namely, the D-CNN is perfect at determining similarity

when one of the patches is from the “background” category. This is likely because the “back-

ground” category is visually distinct and homogeneous. The background patches are entirely

built from the dark backgrounds of the patch set’s source images.

For some pairs of non-background categories, the D-CNN is quite accurate at dis-

cerning similarity. Specifically, the D-CNN is effective at separating “brain” and “tumor”

patches from “bone” patches. It is also effective at determining if two patches share the

“bone” category. This implies that bone is a distinct material from brain tissue and the

image background, and, when generating a distance metric, should have a greater distance

from the other materials.

The D-CNN is less accurate at discerning between “brain” and “tumor” patches. It

especially struggles when predicting whether two “tumor” patches are similar. This implies

that tumors are heterogeneous and take on a broad array of texture appearances. This

also suggests that discerning a brain tumor benefits from the added context of the whole

MRI. Doctors can discern brain tumors from how they contrast with the brain’s healthy
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gray matter. Meanwhile, the D-CNN has better accuracy when predicting similarity among

“brain” patches, suggesting that healthy gray matter has a more homogeneous texture.

We also note that the accuracy matrix is not symmetric. This means that either

the final linear layer takes some consideration into each patch’s position as the reference

or comparison patch, or there is some slight variation among the reference and comparison

patch sets. While this is not ideal behavior, the difference is small enough (within 0.5%)

that it has a negligible impact on the classifier’s predictions.

The D-CNN’s positive similarity decisions are used to generate the material distance

matrix D. In Table 6.4, we present one example of this distance metric generated from the

lowest-loss D-CNN on the testing set.

background tumor bone brain
background 0 1.287 1.376 1.401
tumor 1.287 0 1.004 0.236
bone 1.376 1.004 0 1.231
brain 1.401 0.236 1.231 0

Table 6.4: A sample D matrix generated by the D-CNN’s similarity decisions.

We see that the accuracies above, as well as the intuition deduced from these accura-

cies, translate to the distance metric. For example, the “background” category is relatively

far from the other categories, while the “brain” and “tumor” categories have a short distance.

The D matrix is also symmetric and intuitively encodes that a category’s distance from itself

should be zero. In the following experiment, we use the distances between categories in the

D matrix to encode a set of material attributes.

6.4 Material Attributes and MMAC-CNN

To begin, we generate A from the D matrix generated by the D-CNN, using the L-

BFGS-B algorithm [53] and the method in Section 5.1. We configured the A matrix to have

m = 4 material attributes and set the KL-divergence weight parameter to γ = 0.1. We define

the “optimal” A matrix as having the lowest loss term d(D,A). While the loss measure can

vary significantly over many runs of the algorithm, the most optimal A matrix we generated

had a loss d(D,A) = 1.18. This is the matrix we used to train the MMAC-CNN for the

following experiments.
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First, we trained an instance of the MMAC-CNN using the procedure in Section 5.3.

On our testing set, this model attained an accuracy of 89.49% for classifying the material

category of a given texture patch. For comparison, the analogous MAC-CNN described in

[5] attained an accuracy of 84% for one material category on a photograph patch set with 13

categories. We believe our higher accuracy can be attributed to the ResNet architecture’s

ability to train more effectively and because we are examining a smaller problem space. Our

network only evaluates 4 categories, while [5] evaluated 13.

Second, we determined how our custom loss function and auxiliary network impact

the MMAC-CNN’s capability to learn to predict material categories. To evaluate this, we

withheld the material attributes and calculated loss as simply the mean squared error be-

tween the material category predictions and labels. When evaluating this version of the

MMAC-CNN on the testing set, the model attained an accuracy of 90.51%. This suggests

that our custom loss function and the evaluation of material attributes have a negligible

impact on the MMAC-CNN’s ability to predict material categories.

Third, we evaluated the relationship between the material categories and attributes

predicted by the MMAC-CNN. We computed the cross-correlation for every category and

attribute prediction by the MMAC-CNN on the testing set. These cross-correlations were

then embedded in a correlation matrix, which we present in Table 6.5.

Attr
Cat

background tumor bone brain

0 +0.45 -0.93 -1.0 -0.85
1 +0.48 -0.01 -0.02 +0.03
2 +0.46 +0.57 +0.52 +0.57
3 +0.51 -0.25 +0.57 -0.22

Table 6.5: The correlation matrix for MMAC-CNN category and attribute predictions.

The correlation matrix demonstrates some relationships among the material attributes

and categories. First, the “background” category tends to have a slight positive correlation

with every attribute. This seems abnormal, but the background category’s feature space is

homogeneous, so it makes sense that it does not have a strong bias towards any attribute.

Meanwhile, “tumor”, “bone”, and “brain” patches are correlated with attribute 2.

From the view of the attributes, attribute 2 tends to pick out non-background regions

of the image. Meanwhile, attribute 3 tends to correlate strongly with both the background

and bone regions of an image. Noticeably, attribute 0 is strongly negatively correlated to
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non-background regions of the image, and attribute 1 does not correlate strongly to any

particular category.

While the correlation matrix establishes a relationship between material attributes

and categories, we also determine how the attributes separate the material category space

among texture patches. To achieve this, we compare the t-SNE embeddings [55] of the

MMAC-CNN’s predicted material attribute distributions against the raw features of the

texture patches. The t-SNE embedding is a useful metric for evaluating a high-dimensional

space, as it separates the distance between samples in a way that preserves their differences—

more dissimilar predictions and features will appear farther apart on the graph.

We present the t-SNE embedding of the texture patch raw features and MMAC-CNN

material attribute prediction distributions in Figure 6.2. While the raw features can ef-

fectively separate background patches, the embedding shows that they are only marginally

effective at separating other categories. Meanwhile, the MMAC-CNN material attribute pre-

dictions effectively separate all four material categories and preserve their intuitive distances.

For example, the prediction embedding yields a relatively short distance for “brain” and “tu-

mor” texture patches. Meanwhile, “bone”, a more unique category, is clustered separately

in the graph.

Figure 6.2: The t-SNE embedding of the texture patch raw features and the MMAC-CNN
attribute predictions.
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6.5 Materials in Full Medical Images

In our final set of experiments, we apply the MMAC-CNN’s material category and

attribute predictions to full medical radiography images. While we have already shown that

the MMAC-CNN is effective at predicting these categories and attributes on local texture

patches, we would like to see how these local predictions perform in a greater scope.

To achieve this, we run the MMAC-CNN on a sliding window over each full medical

image. We iteratively sample 32 × 32 pixel texture patches over each full medical image

with a stride of 4 pixels, recording the MMAC-CNN’s category and attribute predictions on

each patch. Since the locations of these patches are known, we map the predictions to their

location and interpret the predictions as an overlay on the original image.

We performed these predictions on a set of brain MRIs reserved separately from the

patch generation procedure and mapped both the category and attribute predictions onto

this set of images. In Figure 6.3, we present the MMAC-CNN’s category predictions over a

set of 4 brain MRIs. The first column contains the base image and mask, and the second

column contains the material category predictions. Additional samples are presented in the

Appendix (Figure A.4).

Figure 6.3: Samples from evaluating MMAC-CNN category predictions on brain MRIs.

The full-image material category predictions yield some interesting findings. First, we

find that the MMAC-CNN can identify in-mask “tumor” patches effectively—in each sample,
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the region with the tumor was correctly predicted. However, the MMAC-CNN appears to be

sensitive to the “tumor” category, as it predicts tumors elsewhere in the image. This may be

due to the relative similarity between healthy gray matter and brain tumors. Additionally,

this could be due to a lack of broader context, as the MMAC-CNN only considers individual

patches.

We also find that the MMAC-CNN performs knowledge transfer from the knee X-

rays. As shown in the inset, the perimeter of the skull tends to pick up predictions of

“bone” (colored orange) from the network, even though this category was never sampled

from brain MRIs during the patch generation process. This highlights a major advantage of

our method—because the training is context-agnostic, materials found in one image modality

can be predicted in other modalities without needing to modify the network.

In addition to the material categories, we assess the MMAC-CNN’s attribute predic-

tion distributions for the m = 4 material attributes it learned. In Figure 6.4, we present the

MMAC-CNN’s attribute predictions for each of the 4 material attributes on one brain MRI.

On the left, we have the base image and mask. The center column contains the attributes

overlaid onto the original image, while the right column contains a heatmap for each of the

four attributes. Additional samples are presented in the Appendix (Figure A.5).

Figure 6.4: Sample from evaluating MMAC-CNN attribute predictions on brain MRIs.
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Each attribute tends to pick up on different information in a brain MRI. For instance,

as implied by the correlation matrix in Table 6.5, attribute 3 tends to respond highly to

tumors. Meanwhile, attribute 2 responds to non-background regions of the MRI, attribute 1

responds to healthy gray matter, and attribute 0 responds to non-tumor regions. Applying

the attribute predictions to full brain MRI images solidifies the relationships presented in

the MMAC-CNN’s category-attribute prediction correlations.
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7 Conclusion

The analysis of medical materials is valuable because it enables computers to auto-

matically probe low-level information about medical images. We found that our method,

which uses the D-CNN material similarity network and MMAC-CNN material classifier, was

effective at predicting medical materials in local regions of medical images. Further, we found

that the use of material attributes, explored in [5], translates well to the medical domain,

and allows for a better separation of medical categories.

Our method was effective at learning a range of material categories, from healthy gray

matter, brain tumors, and bone, and can robustly pick up on a subset of these categories

without needing a priori knowledge of the modality or image subject. We also found some

interesting evidence of knowledge transfer between two modalities, knee X-rays and brain

MRIs, that implies our method can easily be extended to other medical problems with few

modifications.

Overall, the D-CNN and MMAC-CNN effectively perform material analysis using only

pre-existing, non-textural image annotations. Our system avoids the need for the manual

generation of texture annotations by domain experts, and also follows humans’ high-level

intuition about the similarity of materials we find in medical images.

We believe there are multiple ways to improve our method to further enhance its

material analysis capabilities. First, we believe the method can be tuned to perform more

granular material analysis by leveraging more detailed annotations. For example, training the

D-CNN and MMAC-CNN on patches generated from brain MRI data with many annotations

could yield greater accuracy and less noise than our broad approach of classifying tumors in

general. This could be especially useful when applied to full-sized medical images.

Second, we believe that incorporating broader context into the material predictions

could yield more accurate results for more general classification tasks. As discussed in

our experiment, we believe many categories of medical materials, like brain tumors, are

perceived within surrounding context. For full-sized medical images, we could implement a

non-fixed sliding window approach and follow the method proposed in U-net [37], at the cost

of requiring complete segmentation maps for each image during training.
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Third, we could adapt our method to respect the structure of some radiography

images. For instance, MRIs are stored as three-dimensional volumetric images, but we

only analyze 2D slices of this data. We believe that our method could generalize to three-

dimensional data and learn these kinds of categories in a volumetric manner. Additionally,

we could also explore the progression of a subject’s medical images over time, which would

be useful for fields like oncology where the success of cancer treatments is often visually

tracked through periodic imaging.
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A Additional Figures and Tables

Figure A.1: The D-CNN model architecture, including all ResNet34 layers.
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Figure A.2: The MMAC-CNN model architecture, including all ResNet34 layers.
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Figure A.3: D-CNN and MAC-CNN loss and accuracies per epoch, for one randomly-
initialized pair of models.
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Figure A.4: Additional samples from evaluating MMAC-CNN category predictions on brain
MRIs.

Figure A.5: Additional samples from evaluating MMAC-CNN attribute predictions on
brain MRIs.
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C Code and Data Availability

The code used to implement and evaluate our method is available on GitHub:

• Source code: https://github.com/cmolder/medical-materials

The datasets used to evaluate our method are available at the following links:

• Cohort Knee and Cohort Hip (CHECK): https://easy.dans.knaw.nl/ui/

datasets/id/easy-dataset:62955

• brain tumor dataset: https://figshare.com/articles/brain_tumor_dataset/

1512427

• Brain-Tumor-Progression: https://wiki.cancerimagingarchive.net/display/

Public/Brain-Tumor-Progression
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