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Abstract 

 
 Airbnb is an online platform that provides arrangements for short-term local 

home renting services. It is a challenging task for the house owner to price a rental 

home and attract customers. Customers also need to evaluate the price of the rental 

property based on the listing details. This paper demonstrates several existing Airbnb 

price prediction models using machine learning and external data to improve the 

prediction accuracy. It also discusses machine learning and neural network models that 

are commonly used for price prediction. The goal of this paper is to build a price 

prediction model using machine learning and sentiment analysis techniques to help 

hosts and customers to price the house and evaluate the offered price. Other than using 

only the numerical data to build the model, customer review is another factor that 

affects the house pricing. Sentiment analysis techniques, such as Textblob, are also 

introduced in this project. Compared with using the numerical score of sentiment 

analysis from customer reviews, we classify sentiments into three types: positive, 

neutral, and negative. We observe that using classified sentiments with Regression Tree 

provides a more accurate prediction result compared with using numerical sentiment 

scores.  
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1. Introduction 
Airbnb is an online platform that provides listing and arrangement for short-

term local home renting services. Since its establishment in 2008, it offers 7 million 

homes and rooms in more than 81,000 cities throughout 191 countries. In 2020, Paris, 

New York, and London have the greatest number of listings in the world. Nowadays, 

Airbnb has been the first choice for individuals and groups who are looking for lodging 

service and tourism experience other than hotels. In the United States, San Francisco, 

as a global city, is one of the cities that has the greatest number of listings in the state, 

and is a frequent destination search for Airbnb.  

This paper focuses on price prediction using the most recent (Sep 2020) Airbnb 

data in the San Francisco area. Airbnb price prediction is a useful and important task 

for guests and hosts. In San Francisco, Airbnb service is provided everywhere, 

especially in the downtown area. Guests usually evaluate and compare offered prices 

depending on the home details provided by hosts, such as location, neighborhoods, 

numbers of bedrooms and bathrooms. The price for each listing is always changing, 

and the host needs to adjust the price to attract more guests to book the house. The 

purpose of this project is to develop a suitable model to predict the appropriate listing 

price using machine learning and neural networks and help customers and hosts to 

evaluate the price. Models include Linear Regression, Regression Tree, Linear Model 

Ridge, Linear Model Lasso, SVR, and Neural Network.  
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Numerical data, such as the number of bedrooms and square footage of the 

living area, are frequently used for price prediction. However, customer reviews are 

also one of the key factors that determine the price of each listing. Knowing the 

feedback from other guests by reading customer reviews provides customers with the 

first impression of the home. The house that received many positive reviews also 

deserves higher pricing. Therefore, in this project, each model uses not only the 

numerical data from the dataset, but also the customer reviews associated with the 

listing as the feature to build the predictor model. The project uses the open source 

sentiment analysis technique, Textblob, to score and classify the sentiment of each 

customer review. The relationship between the sentiment and price would help us to 

improve the price prediction accuracy and reduce the error. The guidelines to use 

sentiment analysis to improve the model are described below: 

1. Ignore irrelevant comments since they don’t give public opinion of the 

listing to help us predict the price. For example, “Bedrooms are clean. 

We had a wonderful night.”, gives a positive sentiment since “clean” 

and “wonderful” are positive words. However, “the house is located in 

the downtown” does not give a public opinion, but just tells a fact. We 

cannot predict if the customer is satisfied with the house.  

2. There are several automatic comments that are generated by the system, 

such as “The host canceled this reservation 7 days before arrival. This 

is an automated posting”. Some listings contain only automatic 



 3 

 

messages, and they are useless in our model. This type of automatic 

comment is ignored in the data pre-processing step. 

3. We notice that negative reviews play a more significant role than 

positive reviews. Suppose a house has 15 positive reviews talking about 

the great location and nice neighborhood, and 2 negative reviews talking 

about dirty bedrooms. Although the amount of positive reviews is 

greater than negative reviews, negative reviews may prevent customers 

from making reservations.  

4. Other than using the mean of the final sentiment score of each listing 

directly, we classify it into 3 sentiments: positive, neutral, and negative. 

The sentiment score tells us how positive or negative overall comments 

are for a listing. However, we only need to know the overall sentiment 

of each listing. For example, a sentiment score of 0.5 and 0.7 both 

represents positive comments. Thus, we classify the sentiment of each 

listing based on the mean of sentiment scores from comments.  
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2. Related Works 
Based on the large number of public datasets provided by Airbnb, Airbnb price 

prediction with machine learning technique becomes a popular study. Yuanhang Luo, 

Xuanyu, Zhou, and Yulian Zhou [1] developed an Airbnb price prediction model using 

Random Forest, XGBoost, and Neural Network. They eliminated several features, such 

as host_id and customer_name to reduce noise and keep features like country_code and 

number of bedrooms to build the model. Textual data, such as house description and 

neighberhood_review, is also considered as textual features. After performing 

extensive feature engineering and extraction on the New York and Paris dataset, 

XGBoost and Neural Network perform better than other models. R-Squared and 

Median Squared Error (MSE) are used to examine the result. The R-Squared error for 

XGBoost is 0.722, and 0.769 for Neural Networks.  

 Another notable implementation of Airbnb price prediction used not only 

textual data, but also images as features to build the model. Emily Tang and Kunal 

Sangani[2] used a dataset of listings posted in San Francisco that contains images. They 

extract multiple sets of features: selected listing information, multinomial bag of words 

features, text sentiment features, and visual features. One innovative idea is that they 

extracted visual features from listing images using a bag of words model. Speeded Up 

Robust Features (SURF) is used to extract descriptors from images. They built a visual 

word dictionary and created feature vectors for each listing using the descriptor from 

the images. They only applied Support Vector Machine (SVM) with a linear kernel to 

analyze the performance and accuracy with each feature used. The accuracy with 
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sentiment analysis is 0.5499, and listing information is 0.8101. One new idea of this 

project is that we build the prediction model using the combination of the listing 

information and sentiment analysis as features to improve the performance.  

 Other related works considered additional features using external resources. 

Longitude information and zip code are usually eliminated in most studies since they 

don’t affect the prediction accuracy significantly. However, QuangTrungNguyen [3] 

computes the number of closest tourist attractions using the location information to 

improve the performance. All three studies mentioned above used extra features such 

as textual data, images, and location, other than using only numerical data from the 

dataset.  

We believe that customer reviews are also an important factor that is helpful to 

build the price predictor. In this project, we analyze and classify customer reviews for 

each listing as a feature to improve the prediction accuracy. Chapter two and three 

introduce machine learning models and sentiment analysis techniques that are used in 

this project and other price prediction studies.  

2.1 Price Prediction Models 

 Machine learning and neural network technologies build models to learn from 

data automatically without human intervention. They have been used in many different 

fields such as financial market analysis, natural language processing, image recognition, 

recommendation systems, DNA sequence, Brain-machine interfaces, etc. In this project, 

we choose Linear Regression, Gradient Boost, Linear Model Ridge, Linear Model 

Lasso, SVM, and a simple Neural Network as models to build the price predictor. Each 
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of the models is designed in different structures and produces different predictions. We 

introduce machine learning and neural network models in Chapter Two and compare 

their performance in Chapter Five.  

2.1.1 Linear Regression 

 Linear regression is a machine learning model that models the relationship 

between a dependent variable and independent (predictor) variable [4]. The model is 

able to estimate unknown parameters from the data and use linear predictor functions 

to model the relationship. Linear regression examines if the independent variables are 

significant to predict the price. For example, the bigger the house, the higher price. 

However, not all relationships are linear, such as the relationship between longitude 

and price. Linear relationship exists not only in two-dimensional space, but also multi-

dimensional space. If two or more variables are in a linear relationship, a linear 

regression model can be used to predict the price based on the historical data.  

 Given two datasets, X: {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋5} and Y: {𝑌1, 𝑌2, 𝑌3, 𝑌4, 𝑌5}. Values in 

X and Y represent the input (dependent) variable and the output (independent) variable 

that the model is trying to predict. In our case, we can assume that X is the area of 

houses or the number of bedrooms, and Y is the price of the corresponding house. 

Suppose that each value in X is getting larger for each value in Y, then it implies that 

X and Y may have a linear relationship, and linear regression is the appropriate model 

to predict the value of Y.  Figure 1 demonstrates the linear regression model in a two-

dimensional space graphically. Based on the blue dots, we observe that the larger the 
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value of X, the larger the value of Y, and it implies that X and Y have a linear 

relationship. The model goes through the data points in the training set and looks for 

the red line that is used to predict the value of Y.  

 

Figure 1. Linear Regression in 2D Space [4] 

For simple linear regression, our data is modeled as y = B0 + B1 * X. B0 and 

B1 represent coefficients that estimate how the line is moved around. B0 is the bias and 

it determines where the y-axis is intercepted by the line.  

The formula of B0 is  
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B1 is the slope and it is computed as  

 

Next, we go through the dataset to estimate the slope based on the formula of B1 and 

the intercept following the formula of B0. As long as we computed B0 and B1, the 

model is able to make predictions based on the formula of Y.  

 Linear regression is used in a wide range of economic applications. It is a 

supervised machine-learning model that is relatively simple to implement and interpret 

output coefficients. Compared to other models, if we know there are linear relationships 

between variables, linear regression is the best choice due to its simplicity. However, 

outliers in the dataset can affect the regression.  The model assumes there is a linear 

relationship between variables. If there are many outliers, the model may not find the 

line accurately. In this project, we drop features that do not have a significant effect on 

price prediction. We assume that there is a linear relationship between the price and 

customer reviews, house area, number of bathrooms and bedrooms, amenities and score 

of cleanliness etc.  

2.1.2 Regression Tree and Gradient Boosting 

 Gradient boosting is a technique for classification and regression problems that 

builds a model by combining a group of weak prediction models, such as regression 

trees and decision trees. The gradient boosting technique is generalized in a stage-wise 

fashion by learning and optimizing a differentiable loss function. Leo Breiman [5] 
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mentioned that the boosting is able to be interpreted as optimization algorithms to 

appreciate the cost function. Peter Bartlett and Marcus Frean [6] also state that the basic 

logic of boosting is an iterative functional gradient descent algorithm.  

 

Figure 2. Gradient Boosting Model with Three Weak Learners [7] 

 

For example, in Figure 2, suppose there is a gradient boosting model that is 

generated by three weak learners (eg. regression tree). If the ground truth value of a 

sample is 20, and the first weak learner gives 15 as the fitting result, that means the loss 

is 20 - 15 = 5. In this case, 5 is the fitting goal for the next learner. If the fitting result 

from the next learner is 12, then the prediction from the boosting model is 12 + 15 = 

27. The boosting algorithm optimizes the cost function by choosing a weak hypothesis 

iteratively that points in the negative gradient direction.  
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Gradient boosting provides more accurate and fast prediction compared with 

other models because it allows each stage to make predictions sequentially. In this 

project, we normalized and pre-processed all features into numerical values. Some 

values are missing in the dataset, such as when the customer didn’t leave a comment. 

Gradient boosting is able to handle missing data since imputation is not required. 

However, gradient boosting may be computationally expensive and memory 

exhaustive if the dataset contains a large number of features and requires many trees. 

If there are more than 1,000 features in the dataset, sequential processing is mandatory 

to reduce the computation time. In the data pre-processing step in our project, we drop 

less significant features such as host_name and keep only 17 columns to increase the 

computation efficiency. Gradient boosting is also flexible since it allows us to test and 

optimize on different loss functions. Least absolute deviation, least squares regression 

and quantile regression are used as loss functions in this project.  

2.1.3 Linear Model Ridge 

 Ridge regression, also named as Tikhonov Regularization, is used to solve the 

multicollinearity problem in linear regression. The multicollinearity problem occurs 

when a predictor variable is predicted from other predictors. Although it does not 

reduce the prediction accuracy of a group of predictors, it may not give a valid result 

and weight of an individual predictor.  

The multicollinearity issue usually happens when the model has a large number 

of features. When using the least squares method to compute weights of parameters in 
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the multicollinearity case, values of weights will be very large. The formula for normal 

linear regression is: 

 

Suppose the value of w is large, then the result of y is very sensitive with the value of 

x. A small change of the value of x may lead to a big change of the result. In general, 

ridge regression uses the bias-variance tradeoff technique to make the w less sensitive 

to the change of x value by tolerating an amount of bias and decreasing the condition 

number.  

In our project, suppose we only consider two features: the house area and the 

number of bedrooms. Let 𝑥1, 𝑥2 and y represent the house area, number of bedrooms, 

and the price of the house, and we have the formula: 

 

Since the house area and the number of bedrooms is related with each other, they can 

cancel each other out. The solution is to set a to a large positive number and b to a 

negative number that has a large absolute value. However, this may cause values of a 

and b to become non-sensible and reduce the interpretability of the model. Linear ridge 

regression gives a constraint to the model, such as 𝑎2 + 𝑏2 ≤  𝑡. The formula of least 

squares method is: 
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When multicollinearity occurs, the results of the least squares method become unstable.  

The solution to prevent the multicollinearity issue is to add subject to the constraint and 

limit the value of w. The final formula is demonstrated as a Lagrangian: 

  

2.1.4 Linear Lasso 

  Lasso (Least Absolute Shrinkage and Selection Operator) is a machine learning 

technique that enhances the interpretability and prediction accuracy by performing 

feature selection and regularization. Instead of using all covariates in the final model, 

Lasso changes the process of model fitting and selects only a subset of covariates. Same 

with linear ridge, Lasso regression modified the cost function to reduce the sensitivity 

of certain features. The difference between linear ridge and lasso is that linear ridge 

uses the L2 penalty to prevent overfitting while Lasso uses the L1 penalty to select 

features that have non-zero coefficients. After adding the L1 regularization, the cost 

function for Linear Lasso is: 
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Compared with linear ridge, linear lasso can be used for feature selection. The basic 

idea of lasso is to set a constraint and force the absolute value of coefficients to be less 

than a fixed value. This is similar to the linear ridge that adds a constraint to increase 

the distance between coefficients. However, linear lasso forces certain coefficients to 

be zero and eliminate the corresponding features in the model.  

 Figure 3 shows the estimation graph for the linear lasso (left) and linear ridge 

(right). The red ellipses represent the least square error function, centered at the same 

location. The blue areas indicate the constraint area, |𝛽1| + |𝛽2|  ≤  𝑡and 𝛽1
2 + 𝛽2

2  ≤

 𝑡2 , respectively. In the linear lasso graph, we can only choose points in the blue 

rectangle. The final prediction of linear lasso is the intersection of the red ellipse and 

blue rectangle. In the graph, the intersection is located at the vertex of the blue rectangle. 

At this point, the coefficient of the corresponding feature becomes zero and the feature 

is eliminated from the model. In the linear ridge graph, the 
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Figure 3. Linear Lasso (Left) and Linear Ridge (Right) [8] 

 

intersection is located at the tangent point between the eclipse and the blue circle. They 

are not able to intersect at the y-axis and this makes ridge regression not able to update 

the coefficient to zero.  

 In this project, we first manually select 17 features, including the customer 

review, that we think are important for the price prediction model. The linear lasso 

model automatically eliminates the features that are less important by updating the 

coefficient to zero. It shows one advantage of linear lasso is that when we don’t have 

sufficient samples for certain features, linear lasso helps us to eliminate the feature and 

reduce the mean square error. For example, if the dataset does not have enough 

information in the “bathroom_text” feature, this feature will be removed from our 
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model. In other words, only the features that actually affect the price prediction are kept 

for building the model.  

2.1.5 Support Vector Regressor 

Support Vector Regression (SVR) is a regressor that predicts continuous 

variables. It uses similar algorithms with Support Vector Machine (SVM), but SVM 

performs classification and predicts discrete labels. The subject in most regression 

models is to minimize the squared errors, such as ordinary least squares. The OLS is 

shown as below, where 𝑦1, 𝑤𝑖 , and 𝑥𝑖 represent the prediction result, coefficient, and 

feature, respectively: 

 

In section 2.1.3 and 2.1.4, linear ridge and linear lasso are extended from this form of 

linear regression with constraints and penalty to improve the accuracy and reduce the 

complexity and number of less important features.  

 SVR finds a line in two dimensions or hyperplane in high dimensions and to fit 

the data. We define a variable to represent the number of errors that the model can 

tolerate. The objective and constraint functions for SVR are shown below: 

Objective Function: 

 

Constraint Function: 
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The objective function is to minimize the L2 normalization of the coefficient vector. 

Compared with OLS in normal linear regression, the constraint function handles the 

error (ε in the constraint function). The error is the absolute error located in a specified 

margin which is defined by the constraint function.  

 

Figure 4 Support Vector Regressor Model without Errors [9] 

 

 Figure 4 shows a simple illustrative example of SVR. The red line demonstrates 

the line that best fits the dataset and the two grey lines show the specified margin of ε. 

The error, ε, is defined by the developer. In this example, all data points are perfectly 

located in the margins. In our project, not all data points are located in the specified 

margin.  
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Figure 5 Support Vector Regressor Model with Errors [9] 

 

As shown in Figure 5, we need to allow a certain number of errors that are 

located outside of the margin. In this case, slack variables are needed to denote the 

deviation from the specified margin as ξ. The updated objective and constraint 

functions are shown below: 

Objective Function:  

 

 

Constrain Function:  
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Overall, SVR is a powerful and flexible regression model since it allows the 

scientist to choose the way to tolerate errors. The scientist is able to build and test the 

SVR model with different values of threshold (ε) and margin of tolerance (ξ). The 

margin of tolerance allows us only to take points that are within the boundary. It helps 

us to build a better fitting model with the least error rate.  

2.1.6 Neural Networks 

 Neural networks are algorithms or a circuit of neurons for solving artificial 

intelligence problems. They have been used in many applications such as price 

prediction, weather forecasting, financial services, marketing research, fraud detection, 

face detection and recognition, and natural language processing, etc. The structure of a 

simple neural network is shown in Figure 6: 

 
Figure 6 Simple Neural Network [10] 
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 A neural network includes an input layer, several hidden layers, an output layer 

and nodes. Each node is interconnected with each other to feed the data generated by 

linear regressors to the activation function. The hidden layer fine-tunes weights from 

the input until the error margin of the neural network is minimized. This process is also 

called feature extraction, which is similar with principal component analysis. The 

output of each node is defined by the given input and the activation function.  

 

 

Figure 7. Activation Functions [11] 
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 Figure 7 demonstrates existing activation functions that are commonly used in 

neural networks. In this project, we implement and test our neural network with 

Sigmoid and ReLU. Sigmoid function is ranged from zero to one, and not zero centered. 

However, it contains an exponential operation which might be computationally 

expensive. ReLU is the activation function that is commonly used in neural networks. 

Compared with other activation functions, ReLU is not time-consuming during 

backpropagation and not computationally expensive. Since the objective of this project 

is to compare the performance of different machine learning models and neural 

networks, we only test the performance of the neural network with Sigmoid and ReLU 

and leave other activation functions for future implementations.  

2.2 Data Analysis 

 Large datasets usually contain a great number of features, but not all of them 

are needed for price prediction. For example, host_identity_verified has less affection 

than the number of bedrooms. Using unneeded features may require heavy computation 

and reduce the prediction accuracy by producing noise during the training process [12]. 

There are several existing solutions to reduce dimensionality and keep the most 

meaningful features.  Principle Component Analysis is a commonly used linear 

technique to reduce dimensionality by mapping data to a lower dimensional space 

linearly [13]. Generalized Discriminant Analysis (GDA) and Uniform Manifold 

Approximation and Projection (UMAP) are two nonlinear techniques for 

dimensionality reduction.  
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 In our project, we are interested in knowing which features are more significant 

for price prediction by calculating the p-value. The p-value represents the significance 

of a certain property under the assumption of a null hypothesis [14]. A large p-value 

indicates that the given property is closely related to the assumption, while a small p-

value shows the outcome is unlikely affecting the observation. We setup a threshold to 

eliminate unneeded features and keep a certain number of significant features. Sklearn 

provides us a scoring function for feature selection by computing the p-value for all 

features in the dataset. First, we compute the covariance of the input (x) and the 

expected result (y) following the formula: 

 

Next, we compute the correlation coefficient to get the significance of the given 

property: 

 

 Once all p-values are computed, we compare each p-value with the threshold: features 

with p-values greater than the threshold are kept for training, while the rest are 

eliminated. This way, the training time for each model is decreased and the prediction 

accuracy is improved by reducing the noise.  
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2.3 Sentiment Analysis 

The sentiment analysis technique has been used in natural language processing 

to extract and study emotions from human languages for years. One example of 

sentiment analysis is to effectively analyze and extract the opinion from customer 

reviews of a product [15]. For instance, “this cell phone has a great camera, but the 

battery is bad”, demonstrates a positive opinion of the camera and a negative opinion 

of the battery. Business owners analyze opinions of different aspects to gather feedback 

from customer reviews efficiently.  

Airbnb allows customers to leave reviews of their visits, and we believe that the 

review is a factor that affects the price of each listing. The house owners adjust the 

price based on the feedback from customers, while the customer evaluates the price 

based on previous customer reviews. In our project, we use TextBlob [16] to analyze 

and classify reviews into three categories: positive, neutral, and negative based on the 

sentence polarity. Additionally, some reviews, such as “The house is located in a 

forest”, are just stating a fact, other than giving an opinion.  We get rid of these types 

of sentences to reduce the noise based on their subjectivity since they are not helpful to 

improve the prediction accuracy.  
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3. Dataset 
We choose the dataset provided by Inside Airbnb [17] that consists of general 

information of listings and reviews for different cities. In this project, we use two split 

datasets that contain the booking information up to September 2020 for San Francisco. 

The first dataset, “listings.csv”, describes the basic information of each listing, such as 

house id, host location, accommodations, number of bedrooms, etc. Some of the 

information doesn't affect our prediction accuracy such as listing URL, license, or host 

name. They are eliminated in the training phase to reduce the noise. The second dataset, 

“reviews.csv”, contains historical customer reviews for each listing id. Customer 

reviews are evaluated and used as a feature for each listing id. Figure 8 demonstrates 

the customer reviews for the listing with the listing_id, 958. Each listing has around 5 

to 150 customer reviews. Figure 9 indicates partial listing details and price are provided 

in the “listings.csv”. The “listings.csv” contains 7054 distinct listings and 75 features 

for each listing id.  

 

Figure 8. Dataset (reviews.csv) 

 

Figure 9. Dataset (listings.csv) 
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4. Implementation and Experiment 

4.1 Environment Setup 

 This project is executed and analyzed on the macOS Catalina Version 10.15 

operating system with a 2.6 GHz Quad-Core Intel Core i7 processor and 16GB 2133 

MHz LPDDR3 memory. We implement the project using Python which is a suitable 

programming language to build machine learning models. Its simplicity allows 

developers to focus on the model implementation instead of the language. Additionally, 

Python provides many Deep Learning and Machine Learning frameworks to reduce the 

implementation time [18]. In this project, we use NumPy, Pandas, Scikit-learn, and 

Keras for data processing and model implementation. NumPy supports sufficient 

computation in multi-dimensional matrices and we use NumPy to compute the mean, 

sum, and standard deviation etc. of each property. Locating and modifying multiple 

inputs in a large dataset is time consuming. Pandas is the solution that helps us to read 

and manipulate the input sufficiently. It allows the developer to apply customized 

lambda functions to specific columns such as replace empty input with the mean. 

Scikit-learn contains various machine learning models such as linear regression, 

support vector machines, and gradient boosting. All models in this project, except the 

neural network model, are implemented using the Scikit-learn framework. The neural 

network model is built with Keras, which offers the developer the flexibility to setup 

layers and activation functions with customized learning rates, decay rates,  and epochs, 

etc.   
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4.2 Data Preprocessing 

Our two datasets contain numerical, textual, and empty data, and we need to 

clean and normalize the data. The data preprocessing task includes five main steps:  

(1) Score and classify the sentiment of reviews for each listing.  

(2) Remove columns that are not related to our task, such as host email and 

house URL.  

(3) Convert all data types into numbers and fill empty entries with specified 

values.  

(4) Normalize each column and split the data into training set (90%) and testing 

set (10%).  

(5) For comparison purposes, compute p-values to select features that affect the 

price significantly.  

In the first step, we use TextBlob to compute the subjectivity score to take 

special care of reviews that are just telling a fact. As shown in Table 1, if the 

subjectivity score is equal and less than 0.75, the review is categorized to a neutral 

review. Otherwise, we use the polarity score to classify the sentiment of each review. 

In Table 2, reviews that have a polarity score lower than zero, are classified as negative 

reviews. Reviews that have polarity scores greater than 0.2 are classified as positive 

reviews. Other reviews are classified as neutral reviews.  

Subjectivity <= 0.75 Subjectivity > 0.75 

Stating a Fact  Contains Sentimental Information 

Table 1: Preprocessing Reviews Using Subjectivity Scores 
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Polarity < 0 0 <= Polarity < 0.2 Polarity >= 0.2 

Negative Neutral Positive 

Table 2: Preprocessing Reviews Using Polarity Scores 

After classifying the sentiment, we read the data of each listing from listing.csv. 

Each row indicates a listing by its unique ID and each column represents a feature. To 

reduce noise and improve prediction performance, features that are not related to price 

prediction are eliminated. Additionally, some features are in text form which are not 

readable for the chosen python package, pandas. Therefore, in this step, we convert all 

features into numerical data. For example, the feature, instant_bookable, has only two 

options: “yes” or “no”. This type of feature is converted to 1 or 0, respectively. Since 

not all inputs are in the same scale, we normalize each input’s range from 0 to 1. Some 

features are empty in the dataset and cause exceptions in run-time. First, we assume the 

missing input represents a “no” response and fill all missing inputs with 0. However, 

missing inputs in numerical features, such as “minimum_nights”, are just not provided 

by hosts. In this case, we are not able to assume the “minimum_night” for the missing 

input is “yes” or “no”. Finally, we decide to replace all missing inputs with the average 

of the whole column. The preprocessed and normalized dataset is demonstrated in 

Figure 10. 

 

Figure 10. Preprocessed Dataset (reviews_cleaned.csv) 
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In the last step, we compute the p-value [19] for each feature to select the most 

significant features. After comparing the p-value with the threshold, 1e-20, 13 features 

are selected, which are accommodates, number of bedrooms, number of beds, 

calculated_host_listing_count_shared_rooms, entire condominim, entire house, entire 

loft, private room in house, entire home/apt, private room, shared room. We test the 

feature selection process with different thresholds and observe that the current 

threshold gives us a reasonable number of features to use for training. Finally, 90% of 

the preprocessed dataset is split for training and the remaining 10% is for testing.    

After data preprocessing, we notice that the dataset contains more positive 

reviews than neutral and negative reviews. As shown in Figure 11, more than half of 

the reviews are positive reviews. Although comments are not equally distributed, we 

expect that listings with positive reviews have a higher price than listings with neutral 

and negative reviews.  

 

Figure 11. Sentiment Distribution Pie Chart 
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We compute the average price (normalized) of each sentiment type to 

understand the significance of sentiment to price prediction. As shown in Figure 12, 

listings with positive comments have a higher average price than listings with neutral 

and negative comments. Neutral reviews don’t affect the price significantly since they 

may contain automatic comment or comments that do not tell an opinion. Additionally, 

we notice that negative reviews significantly decrease the house price. Overall, based 

on Figure 11 and Figure 12, we expect that using customer reviews with sentiment 

classification as a feature is indeed able to help us in building a more accurate price 

prediction model.  

 

Figure 12. Sentiment Type VS Normalized Average Price 
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4.3 Experiments 

 The goal of this project is to select the machine learning model that makes the 

most accurate prediction on Airbnb house prices. Our proposed prediction method is 

making price prediction using sentiment classification and subjectivity score. We use 

the same dataset to compare its performance with two prediction methods from 

previous researches, which are making prediction without sentiment analysis, and 

making prediction using sentiment polarity score. Our implementation is an extension 

of existing project that uses sentiment scores to make price predictions [20]. 

Six selected machine learning and deep learning models from Chapter 2 are 

trained and analyzed for each prediction method. We analyze the performance of 

models using a learning curve, scalability curve, mean squared error curve, and model 

loss curve from the training history. Finally, we compare its mean absolute error, 

median absolute error, mean squared error, and R-squared with the two price prediction 

methods from previous researches.  

4.3.1 Linear Regression 

 We choose the linear regression model as our baseline model. The 

LinearRegression module from scikit-learn allows us to define several parameters such 

as fit intercept and normalize; however, only the n_jobs parameter is specified as 0.8 

to multiply the number of cores for speedup. Overall, the implementation of Linear 

regression is the simplest compared with other selected models.  
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 Figure 13 demonstrates the learning curve from the training history. The red 

line represents the training score while the green line indicates the cross-validation 

score. We choose R2 as the scoring function which is also the default scoring function 

for regression models. The training score starts from around 0.6 and decreases to below 

0.4. The cross-validation score starts from 0.15 then stabilized around 0.35. Figure 14 

indicates the scalability curve of the regression model. The fit-times represent the time 

spent for fitting in seconds [21]. The fit time grows from 0.0046 second to 0.0064 

second as the amount of training examples increases.  

 
Figure 13. Linear Regression Learning Curve 

 

 
 

Figure 14. Linear Regression Scalability 
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4.3.2 Regression Tree with Gradient Boosting  

 We use the GradientBoostingRegressor from the sklearn package to build the 

regression tree model. There are 13 boosting stages (n_estimators) to perform because 

13 features are selected in the feature selection step. The learning rate and maximum 

depth are set to 0.12 and 10 respectively. The GradientBoostingRegressor model 

supports two loss functions: least absolute deviation and least squares regression.  We 

test the performance of the two loss functions and observe that the least squares 

regression achieves 0.433 as the mean absolute error while the least absolute 

deviation’s mean absolute error is 0.312. 

 Regression tree with gradient boosting provides the highest training score, 0.77, 

among all selected models. As shown in Figure 15, the training score is settled to 

around 0.77 and the cross-validation score is 0.61. Overfitting is observed since the 

cross-validation score is lower than the training score by 19%. The fit time at 3,000th 

samples is 0.94 second longer than the linear regression model’s fit time. In Figure 16, 

the fit_times reaches 0.9 second as the training examples reach 5,000. Since the fit time 

increases linearly, we expect it will continue to increase if there are more training 

samples.  
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Figure 15. Regression Tree Learning Curve 

 

 

Figure 16. Regression Tree Scalability 

4.3.3 Linear Model Ridge 

 The Ridge classifier is implemented using the linear_model module from scikit-

learn, which builds a regression model with linear least squares as the loss function and 
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L2 regularization. Although the classifier supports several parameters, we only define 

the alpha parameter to 0.7, since defining other parameters with different values 

produce the same mean absolute error, 0.454.  

Figure 17 indicates that the score of both the training curve and cross-validation 

curve are settled at around 0.33, which is 63% lower than the training score of 

regression tree with gradient boosting. However, the score continually increases as the 

number of samples increases, so we expect that more samples would bring a better 

score. As shown in Figure 18, the fit time is between 0.0028 second to 0.0031 second, 

which is around 50% faster than regular linear regression mode.  

 
Figure 17. Linear Model Ridge Learning Curve 
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Figure 18. Linear Model Ridge Learning Curve 

 

4.3.4 Linear Model Lasso 

 We use the Lasso module from the scikit-learn package to build the model. The 

setup of Linear Lasso is similar with the setup of Linear Ridge in which we only define 

the “alpha” parameter to 0.5.  The “alpha” represents a constant that multiplies the L1 

regularization [22]. Other parameters such as fit_intercept and precompute are tested 

with different values, and we observe that those parameters do not impact the prediction 

accuracy since they produce the same mean absolute error, 0.609.  

 In Figure 19, the learning curve is in a similar shape with the linear model 

learning curve, however, they start and end in different values. The training score starts 

from around 0.62 and ends at 0.4, while the cross-validation score starts from 0.30 and 

ends at 0.35. Compared with the Linear Regression model, Linear Lasso’s score is 11% 
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lower in training and cross-validation phases.  However, as shown in Figure 20, the fit 

time of linear lasso, 0.0029 second, is around 200% lower than the Linear Regression 

model, 0.0065 second, and the same with the linear ridge model, 0.0023 second. 

Overall, the average training score of Linear Lasso, 0.42, and its fit time, 0.0029 second, 

is at the average and the shortest among other models, respectively.  

 
Figure 19. Linear Lasso Learning Curve 

 

 
Figure 20. Linear Lasso Scalability 
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4.3.5 SVM 

 The SVR (Epsilon-Support Vector Regression) module from scikit-learn allows 

us to define the kernel function and the gamma which is the kernel coefficient. We 

evaluate the performance of linear, poly, rbf, and sigmoid as the kernel function, and 

their mean absolute errors are 0.483, 0.540, 0.439, and 0.614, respectively. Since the 

rbf function gives the least prediction error, 0.439, we decide to use rbf for further 

experiments. We also test the model using different gamma values: 0.01, 0.05, 0.1, and 

0.5, and find out that 0.05 produces the most accurate prediction with the least mean 

absolute error, 0.439.  

 Figure 21 indicates that the training score and cross-validation score are 

increasing as the number of samples increases. Both scores reach around 0.4 at the end 

which is close to the result of Linear Lasso. As shown in Figure 22, as the number of 

samples grows, the fit time is increasing linearly and ending at around 0.95s. The 

scalability curve looks similar with the regression tree scalability curve since they both 

start from 0.0 second and end close to 1.0 second. Overall, the learning curve indicates 

that the prediction accuracy of SVM, 0.40, is at the average compared with other 

models, and its fit time, in range of 0.0 second to 0.9 second, is also 0.87 second longer 

than linear models.   

 

 

 



 37 

 

 
Figure 21. SVM Learning Curve 

 

 

 
Figure 22. SVM Scalability Curve 
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4.3.6 Neural Network 

 The neural network model is implemented using the Sequential model from 

Keras, which allows us to build a stack of layers that has one input and one output 

tensor [23]. We build a neural network model with five dense layers and test it with 

different activation functions. Other parameters such as learning rate, epsilon, decay 

and number of epochs are also evaluated with different values. Finally, we evaluate the 

performance of ReLU, tanh, and Sigmoid, and observe that their mean absolute errors 

are 0.422, 0.627, and 0.501, respectively.  We choose ReLU as our activation function 

since it gives the least mean absolute error, 0.422. The model runs 300 epochs with the 

learning rate of 0.001 and decay rate of 0.0001.  

 

 
Figure 23. Neural Network MSE 
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Figure 24. Neural Network Loss Curves 

 

 In Figure 23 and Figure 24, graphs on the left side indicate the mean squared 

error (MSE) and loss during training and validation phases. The MSE and loss drop 

quickly, which means the model saturates at around the twenties epoch. The two graphs 

on the right side demonstrate the training status after the saturation point. We find out 

that MSE and loss continue to drop slowly and end at around 0.40. Overall, the model 

is highly learnable for the first twenty epochs since the MMS and loss drop fast. 

Compared with machine learning models, the neural network model takes around 5 

seconds longer to finish training, but its prediction accuracy is 9% and 10% better than 

the Linear Regression and Linear Ridge model, respectively.  
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4.4 Results 

 To evaluate the performance of each model, we compare the mean absolute 

error, median absolute error, mean squared error, and R-Squared of cross validation 

results between three methods in three tables below. Table 3 shows results of the 

prediction method without sentiment analysis. Regression Tree with Gradient Boost 

produce the least mean absolute error, 0.444, and the highest R-Squared, 0.436. The 

entire performance of this method is the worst compared with the other two methods. 

For example, the mean squared error for Linear Regression, 0.437, is the highest among 

three methods. As we consider using the sentiment polarity score as a feature, the 

prediction errors are reduced, except for Linear Lasso. In Table 4, the mean absolute 

error for Linear Regression is decreased from 0.463 to 0.455. However, the mean 

absolute error for Linear Lasso remains at 0.609 and its R-Squared drops from -0.01 to 

-0.05. Finally, we implement the proposed method, which is to use sentiment 

classification and subjectivity instead of polarity scores. As shown in Table 5, the 

performance of all models is improved, except for Linear Lasso. For example, the 

median absolute error for Regression Tree is decreased from 0.294 to 0.287, but the 

mean absolute error for Linear Lasso remains 0.609.   
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 Mean 

Absolute 

Error 

Median 

Absolute 

Error 

Mean 

Squared 

Error 

R-

Squared 

Linear Regression 0.463 0.355 0.437 0.346 

Regression Tree with 

Gradient Boost 

0.444 0.332 0.377 0.436 

Linear Ridge 0.457 0.350 0.431 0.354 

Linear Lasso 0.609 0.501 0.633 -0.01 

SVM 0.445 0.332 0.422 0.367 

Neural Network 0.485 0.371 0.447 0.330 

Table 3. Testing Results of Prediction Without Sentiment Analysis  

 Mean 

Absolute 

Error 

Median 

Absolute 

Error 

Mean 

Squared 

Error 

R-

Squared 

Linear Regression 0.455 0.347 0.429 0.358 

Regression Tree with 

Gradient Boost 

0.399 0.294 0.354 0.470 

Linear Ridge 0.457 0.340 0.432 0.351 

Linear Lasso 0.609 0.501 0.633 -0.05 

SVM 0.439 0.324 0.413 0.380 

Neural Network 0.426 0.307 0.389 0.417 

Table 4. Testing Results of Prediction Using Sentiment Polarity  

 Mean 

Absolute 

Error 

Median 

Absolute 

Error 

Mean 

Squared 

Error 

R-

Squared 

Linear Regression 0.452 0.334 0.428 0.359 

Regression Tree with 

Gradient Boost 

0.312 0.287 0.346 0.481 

Linear Ridge 0.454 0.339 0.431 0.354 

Linear Lasso 0.609 0.501 0.633 -0.05 

SVM 0.439 0.326 0.414 0.380 

Neural Network 0.422 0.310 0.384 0.425 

Table 5. Testing Results of Prediction Using  

Sentiment Classification  
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5. Conclusion and Future Works 
 

In this paper, we introduce machine learning models and a sentiment 

classification technique to build Airbnb price prediction models. We believe that 

customer review is a key factor to improve the price prediction since customers and 

business owners evaluate prices based on previous feedbacks. We point out and 

implement a proposed prediction method for building the prediction model and 

evaluate its performance with two prediction methods from previous researches using 

the public Airbnb dataset for San Francisco. To compare the performance of three 

methods, we analyze the mean absolute error, median absolute error, mean squared-

error, and r-squared value of six machine learning models.  

Overall, the proposed method, using sentiment classification and subjectivity 

as a feature, achieves the least median absolute error, 0.287, with the regression tree 

model. The prediction method, building the price prediction model without using 

customer review, produces the highest mean absolute error, 0.609, with the Linear 

Lasso model. Performances of all selected machine learning models are improved as 

we consider using sentiment polarity score and classification, respectively, except for 

the Linear Lasso model. Although we observe overfitting in the Regression Tree with 

Gradient Boost model, it still achieves the least absolute median error, 0.287, and the 

highest R-Squared value, 0.481. The Neural Network model perform slightly worse 

than the regression tree model, which produces the absolute median error, 0.310, and 

the R-Squared value, 0.425.  
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For future works, we expect the price prediction model to be improved using a 

larger dataset with balanced customer reviews since the mean squared error in the 

Neural Network model is still decreasing at the end of the training phase. Additionally, 

public Airbnb datasets contain more positive reviews than negative reviews. A well-

balanced dataset should be helpful to build a more accurate price prediction model. 

Other than customer reviews, historical prices might be another key factor to evaluate 

the price. Customers expect a lower price if the price is constantly decreasing. Lastly, 

since we only perform experiments using the dataset for San Francisco, we would like 

to know if the model performs the same using datasets for different cities.  
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