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SUMMARY

The emphasis of this research was directed to
the problem of developing an optimal, yet compre-
hensive, model for the transfer of heat and moisture
within soils. Also modeled were the surface-atmos-
phere interface and the effects of the atmosphere
on soil conditions.

The basic equations of de Vries [8] were used
for the subsurface heat and moisture flow. These
basic equations, along with the properties of soil
physics and numerical techniques, were used in model-
ing the soil surface. The model does not neglect
any known properties affecting heat and moisture
transfer.

A unique solution technique was developed for
solving the system of equations involved. The second
derivative terms involved were not approximated using
the classical finite difference approach. Instead,
the Divergence Theorem was app]iéd to the second order
terms, reducing these terms to first order derivatives.
Approximations were then used for evaluating these

first-order terms.
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Verificaticn of %he mo<z2l

care usine the
results of a study dore Sv Philin 7227 Fprther
verification was done vaing zamplie Zata collected

by the Soil Science Depariment at Texas ALY University
to the extent that this data was valid. In each case,
the model proved to be quite accurate in its pre-
dictions and expected resultis,

Throughout the programming phase of the model,
execution time efficiency wa~ emphasized. Where
possible, calculations from previous Steps were saved
for future use to prevent repetition of calculat-
jons. Arrays of pointers were used extensively
to prevent recalculation of these values at each
iteration. Multiple subscripts were not used and
care was exercised in eliminating unnecessary steps.
Execution efficiency was sacrificed on a few occas-
jons to make modifications and initialization
easier for the user.

Included in Appendix C-7 and C-4 are a complete
program 1isting and a comprehensive User's Guide. Included
in the User's Guide is a detailed example, with suggestions
to the user and a guide to the initilization of required

values, A dascription of the Togic used is given in Appendix C-2.
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Although the study of soil properties has ad-
vanced rapidly during the past few years, further
‘research is needed, especially in the area of the
soil-atmosphere interface. Other investigations
that would improve the accuracy and reliability of
the model developed would include further studies
on the soil surface and the effects of this layer on
moisture movement.

Among the "whistles and bells" which could be
added to the developed model are the following:

1. During rainfall or surface irrigation, the
occurrence of puddles on the soil surface could be
calculated and the effects of these water sources
on the moisture and heat content could be included
in the resulst of the model.

2. Specific inclusifons of the effeéts of a crop
above the soil surface. This {1s currently handled
by the model via user-provided values for solar input
ani boundary layer resistance, and air temperature.

3. For bare sbils. the 1oca£10n of the sun
with respect to the sofl surface could be included.
The model developed assumes the so1ar'1nput is

perpendicular to the soil surface.
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4. The output of this model can be used in
conjunction with chemical models for obtaining a com-
ptete simutation of all soil characteristics. If
another phase of crop development, specifically the
simulation of crop development abbve the surface
and the root development in the soil, could be modeled,
it is plausible that a model for all phases of crop

growth and development could developed.
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1. INTRODUCTION

The recent trend toward improvement of the
environment and the necessity for increased pro-
ductivity of the land to meet requirements of ever-
increasing population has stimulated renewed inter-
est in soil physics. This interest is especially
noticeéble with respect to the areas of crop pro=-
duction and the proper disposal of waste material.
Ine phase of soil physics of particular interest
to both of these areas involves the movement of
water in the soil and the effects of temperature
gradients upon this movement.

The need of a good computer model for predict-
ing the flow of water 1s twofold. First, a pre-
~dictive model can be used for management decisions
in crop production. Such‘decisions are concerned
with the quantity and timing-of irrigation. In
environmental control, predictions with respect to

water and waste transport within the‘soil are needed.
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Secondly, predictive information about water
and heat transfer are important in scientific
studies. An area of interest where there is par-
ticular activity at this time is in analysis of the
transfer of chemicals in the soil in conjunction
with water movement. This {s of special interest
with respect to fertilizer applications as well as
the chemical processes which take place in the soil
via waste products, both treated and untreated.

There have been some attempts to model the flow
of moisture and heat. However, most of these models
appear to be very inefficient and very restrictive
with respect to the variety of conditions what can
he simulated. Specific examples include neglect of
temperature influences, assuming uniform soil (i.e.,
no soil layers), and neglectina the effects of
atmospheric condition. ‘

The simulation model developed in this research
is a user-oriented experimental tool. It was specific-
ally designed for use in research and is far more
comprehensive than any model developed to date.

The model itself is for two-dimensional flow
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of moisture and temperature. It permits the user to
define an irregular shaped surface and.has an auto-
matic grid routine which fits a grid to the shape

of the surface. The model is set up to handle the
influences of rainfall, subsurface sources or sinks,
wind, sunshine, and solar energy. Multiple soil
layers are also allowed and the user has the option
of specifying the surface temperature or having
these values calculated. The user may also set
specific widths for the rows in the grid which are
below the soil surface.

The code has been optimized in an effort to reduce
execution time and to save space as much as possible.
Time steps for calculations are determined by the
program based on the amount of temperature and
moisture changes which occurred in the previous
iteration. If the time step chosen is too large to
handle large moisture or temperature gradients, a
routine for overlaying the rows having the large
gradients with a much finer grid has been developed.
This routine conserves moisture and heat in determin-
ing the new temperature and moisture values associated

with the elements in the fine grid network set up.
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This routine would normally be necessary only if a
moisture or temperature front is moving through the
soil as a result of rainfall or large sources and
sinks., After the overlay routine has been used,
all rows are restored to their previous size for
further calculations.

The object code for a grid network with 4d rows
and 30 columns can be run using less than 132 K of
core on the IBM 360/65. Using symmetry and the
provision for special Yayer sizes, this grid could
represent an area of 60 cm. x 90 cm. Execution time
to simulate both heat and moisture transfer for 1
full day would be around 30 minutes. A similar
network with 40 rows and 90 columns can be run using

Tess than 200 K of core.

1.1 Heat and Moisture Flow

Within the soil, the transfer of heat and mois-
ture is a highly complex phenomenon. Not only does

the quantity of water present, in both liquid and
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vapor form, and the temperature of the soil affect
this flow, but further effects are realized from
the moisture and temperature gradients. OQOther
factors, such as soil type, surface characteristics,
the existance of subsurface sources and sinks (roots),
as well as gravity have some effect on the overall
movement of moisture and temperature. Environmental
factors such as net radiation, air temperature,
humidity and wind also enter the total bicture.

De Vries [8] has presented a most comprehensive
study of the transfer of heat and moisture in
porous media. His fundamental approach is an
extension of an eariier paper by Philip and De Vries
[29] that involves a system of non-linear partial
differential equations. These equations incorporate
the major influencing factors that influence heat
and moisture flow. However, sources and sinks and
the environmental factors mentioned above are not

included.

1.2 Computer Simulation

The simulation of a system, where, according
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to Gorder [15]. a system is an aggregation of
objects Joined in some regular interaction or
interdependence, can take many forms. In gen-
eral a simylation i3 either a physical or math-
ematical model. Mathematical models involve the
use of variables and functions that inter-relate
the variables under consideration [15]. Gener-
ally, physical models are considered as being
scale models. Models can be further c]aésified
as either deterministic or stochastic. Deter-
ministic models are those models where the re-
sults can be determined completely in terms of the
input. When resvlts of an activity vary randomly
over various outcomes, the model is referred to as
a stochastic model [15].

System simulation involves determining changes,
vsually considered with respect to time, which
take place in the response of a mathematical model
due to either internal or external stimuli. Systems
may also be classified as either discrete or con-
tinuous. Continuous sy§tehs involve continuous
equations which illustrate changes of system attri-

butes with respect to time. Discrete systems in-



volve discontinuous changes in the state of the
system and are concerned with events producing these

changes.

1.3 Efficient Programming Techniques

One of the main goals in programming this
model was to minimize the execution time. By optimiz-
ing the code and thereby reducing the execution time,
it becomes feasible\to have a more compléx model than
has been deveioped to date without imposing additional

costs upon the user.



2. REVIEW OF THE LITERATURE

Klute [23] summarized the importance of the
influence of the moisture and energy of s0il water
on the physical and chemical processes, taking
place in the soil, by noting that this influence
is important to anyone interested in the formation
and the development of soils, the growth and
development of plants in soils, or the mechanical
and engineering properties of the soil. He further
stated that the water content and associated energy
state of the soil water at a given location are
generally determined by the physical protesses of
water movement, as well as by other processes
(i.e., biological, physical, or chemical) which
locally produce or consume water. Since water
transport influences so many processes within the
sofl, an understanding of these phenomena is of
importance [23].

Philip and de Vries [29] discussed the move-
ment of water in ﬁorous media under the influence
of gradients of temperature and moisture content.
They presented a set of partial differential equa-

tions describing simultaneously heat and moisture



transfer. These equations are summarized in Table
1. In a subsequent paper, de Vries [8] extended
the approach, and developed simultaneous differ-
ential equations for the transfer of heat and
moisture in porous media under the combined in-
fluence of gravity and gradients of temperature
and moisture. The noticeable difference in the
two papers is the inclusion of the effects of
moisture content in the vapor phase assumed to
be negligable in the first paper. See Table 2
for the summary of the equations used by de Vries.
Rubin [36] carried out a Darcian-approach
analysis (i.e., based on Darcy's law for the flow
of water through so1ls).of two-dimensional water
transfer in unsaturated and partially unsaturated
soils. He demonstrated the significance of the
vertical flow component occuring in horizontal
moisture infiltration and the effect of gravity
on hydraulic conductivity. Klute [23], however,
noted that the Darcian-approach is strictly
applicable to a very jdealized medium and not use-
ful for the general soil modei. In Table 3 the

equations used by Rubin are summarized.
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TABLE 1. Equations of Philip and de Vries [29]

Equation describing moisture movement

20 _ 4, . 2K
5F < v(DT vT) + v(De ve) + 53

Equation for heat conduction

3T _ . .
Cog = v (awT) - Ly (Devapvo)

Symbols used

C volumetric heat capacity of the soil

De isothermal moisture diffusivity

Devap isothermal vapor diffusivity

L heat of vaporization of water

DT thermal moisture diffusivity

v gradient

K hydraulic conductivity

0 liquid moisture content

T temperature

A thermal conductivity (1nc1uding.the thermal"

distillation effect)

z vertical coordinate
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TABLE II. Equations of de Vries [8]

Equation for moisture movement

(0 + Dov ] El) 20, . (s - ez)hs o7
Olvljatm Py’ 8t Py at

= v(Devei) + v'(DTvT) + g;

r

Equation for heat transfer

LoDy,

(C+ L(s - o,)he)2L « ""n"—

b oyd Ng(y- T2k

V-( e T Lp£DTvVT) + LpLV'(DevVOE)
+ pch((DevVOa + DTva) vT)

+ °z°£((DezV9n + Dy 9T 4 Kk) vT)

Symbols used

[ ]

atm

= R e R = B o B o TR 3 ]
o)

"

volumetric air content

specific heat of water vapor at constant pressure
specific heat of liquid water

volumetric heat capacity of moist porous medium
volumetric heat capacity of dry porous medium
molecular diffusion coefficient of water vapor in air
DTﬁ + DTv thermal moisture q1ffusiv1ty

Kyy thermal liquid diffusivity

fDatm“Bh(VT)a/DEVT (with £ = S for o, CITE f=a+
ae, /(S - 9,¢) for o, > 04} thermal vapor diffusivity
002 + Dev isothermal moisture diffusivity

K(3¥ isothermal liquid diffusivity
2



TABLE 1I. Equations -  de Vries {(Continued)

Symhols used

Doy = aaDatmvgpv(BW/BGE)pgRT isothermal vapor diffusivit:
E rate of evaporation

q acceleration due to gravity

h relative humidity

A] mechanical equivalent of heat

k ynit vector in vertica' direction
K unsaturated hydraulic conductivity
L heat of vaporization

p partial pressure of water vapor

p total gas pressure

R gas constant of water vapor

5 porosity

t time

T

absolute temperature

»

hnrizontal cogrdinate

z vertical coordinate

o tortuosity factor for diffusion of gases in soils

B = doy/ T

Y temperature coefficient of surface tension of water
9, volumetric liquid content '

O 9k value of o, at which liquid continuity faills

A thermal conductivity

A hypothetical thermal conductivity

v = P/{P-p) mass flow factor

oy density of water vapor

o density of saturated water vapor
Py density of liquid water

¥ water pressure, with atmospheric pressure as datum




TABLE III. Equations of Rubin [36]

Flow of water equation

(K(H - 2)) +

‘QJ
|cu

(K(H - z)2t

aH _
C(H - Z)-B_E = 57

a

X

= *]

Z

Symbols used

z) = %%-= slope of the soil's water-retention curve

H = hydraulic head

C(H

t = time

X = horizontal coordinate

z = vertical coordinate

K = s0il1's hydraulic conductivity
h = wéter pressure head

w = w(h) = volumetric water content



Fitzsimmons [11] developed a numerical model
for simulating unsteady radial flow in partially
saturated soils. His solution, based on a non-
linear, parabolic differential equation, included
the effects of imbibition (i.e., a wetting pro-
cess). The results of this model when compared
with laboratory results, indicated close agree-
ment. See Table 4 for the equation of Fitzsimmons.

Rose [35], using the basic equations of
de Vries [8], isolated terms in the equation which
had 1ittle effect on the overall moisture flow and
negiected these terms in his calculations. His
results, compared with the results of laboratory
experiments, indicated that daytime temperature
and pressure gradients are steeper than at night
and that for shallow depths the water content in
the soil by day is less than by night. He also
noted that the vapor flux reversed direction from
downward by day to upward by night. The basic
equations used by Rose for his comparisons with
the laboratory results are presehted in Table 5.

Other models developed deal with some of the

"other" influences upon heat and moisture flow.



TABLE IV. Equations of Fitzsimmons [11]

Equation for moisture flow

3s . 1 3 s
3t r ar (rD'§f)
Symbols used

ah

D = - K23 € - diffusivity coefficient
K = effective permeability of the soil
p = fluid density

g = acceleration due to gravity

p = fluid viscosity

f = porosity of the soil

hc = capillary pressure head

S = tiquid saturation value

r = horizontal coordinate

t = time



Specifica11y, de Vries [Q]lperforhed a theoretical
analysis of the effect of jrrigation on the tem-
perature of the lower air layers and on the energy
balance of the surface. It should be emphasized
that his est1mates, although theoretical, include
the importance of irrigation. similarly, Hanks,
et al. 18], jnvestigated the effects. of evapo—
ration of water from soi1s and the effects of dry-

o~

ing by wind and radiation. The effects of wind

in cooling and radiation in heating the soil were
included in this latter study.

Bouwer [2], in another theoretical study,
jnvestigated the aspects of unsaturated flow in
drainage and subirrigation. This two-dimensional
flow analysis included the hypothetical conduc-
tjvity-tension relationship, as well as the effect
of subirrigation flow.

Rose [34], using a one-dimensional model, con-
sidered the uptake of moisture from the atmosphere
by dry soil. In this paper he inciuded both theo-

retical as well as experimental results relating
to water transport resulting from temperature

gradients, soil water suction and gravitational



TABLE V. Egquations of Rose [35]

Moisture flow equation

aK
m(Devez) + v(DTsz) + v{DTVVeS) -

) 4
S (s DOveT _ p_v-) 30, +(eT - Ol)hrﬁ T
EF(c)D, " oy’ ot 0y, ot
Symbols used
T = temperature
v = gradient
Dy = Doy ¥ Doy
0, = volumetric water content
DT! = thermal Tiquid diffusivity
Dy = thermal vapor diffusivity
f(e)= ratio of diffusion coefficients
e, = saturation vapor pressure of water
K = hydraulic conductivity
z = yertical coordinate
Doz = isothermal liquid diffusivity
Doy = jsothermal vapor diffusivity
ep = total porosity of dry soil
£ = vapor flux factor
Da = molecular diffusion coefficient of water vapor in air
I density of water vapor
Py = density of liquid water
hr = relative humidity
B = de
T

t = time



potential. It should be noted, however, that this
model is a highly artificial approach to more
realistic events within the soil.

Nimah and Hanks [5] presented a complex model
for estimating soil water, plant and atmospheric
jnterrelationships. This model included a numer-
scal solution for predicting water content pro-
files, evapotranspiration, water flow from or to
the water table and the effects of plant roots,
however, ignoring hysteresis and layered soil.
This model was tested under field conditions,
with some minor disagreement between water content
profiles over 24 and 72 hour periods, however,
the measured and predicted values were in almost
complete agreement after Jonger time periods.

Dutt, et al. [10] developed a computer sim-
ulation model for some of the environmental and
managerial factors on sgil-water plant systems.

A specific purpose of this model was to determine
and predict the effects of jrrigation over long
periods of time. While this model is useful in
predicting very general results ysing monthly and

semi-monthly time periods, it is much too general
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to predict moisture and heat transfer over shorter

periods of time. The model, restricted to only
Iingar flow for simplicity, is valuable for long
range predictions of the effects of irrigation.
Computers have been used in several other
developed models, however, in most cases the com-
puter usage has been chiefly for ease of calcu-
lation (e.qg., Remson, et al. [30]). Hanks and
Bowers [17], however, developing one of the first
general computer models utilizing the IBM 650,
included provisions for non-homogeneous soil (two
layers), gravity, two-dimensional moisture flow,
and varying initial moisture content. A major
drawback of this model is that no.effects of tem-
perature were considered, making the solution
rather artificial. The results of the model com-
pared favorably with the results of Scott, et al.
[37] and Philip [28] although no experimental
evidence was used to verify the model. The model
developed by Scott, et al. [37] is a 11hear model
while the model of Philip [28] treated vertical
infiltration, making the latter comparison per-

haps more valuable.

VI AN



3. DESIGN OF THE MODZL

3.1 Simulation Models

The interest of this research was in the develop-
ment of an efficient simulation model for predict~
ing the physical state of soils under various inter-
retated and dependent conditions., Gordon [15]
pointed out that the "simulation" technique ob-
serves the way in which the variables of a model
change with time. The relationship of these
variables must be derived from such observations,
therefore, making simulation essentially an ex-
perimental problem-solving technique.

In the particular type of model developed for
this research, the analysis and description of soil
water flow involved the following procedure [23]:

(1) Selection of approach to use in build-
ing the model. '

There have been several approaches tried and sug-
gested, as mentioned in the literature survey.
The broadest and most comprehens?ve approach was

then used in developing this particultar model.



(2) Modification of chosen system of equations.
The most comprehensive system of eguations found
did not allow for all properties which were desir-
able in the model. For completeness, all known
factors were included in the model.

(3) Selection of boundary conditions.
The_systems of equations used were adapted to
actual situations by choosing appropriate bound-
ary conditions and assuming symmetry wherever
appropriate.

(4) Determination of assumptions to simplify
the model, producing an efficient model.
After the model was developed and tested using all
possible variables involved, approximations were
made for many values used in the model. These
were not a priori assumptions, but were done only
after extensive testing had been performed.

After the model has been developed and
tested, simulated results must be verified.
Gordon [15] noted that inferences made in establish-
ing the model can be checked by observing if the
model behaves as expected. Similarly, the results

of the simuiation model may be compared with

d



analytical results, or, as is the case in this
study, results of controlled experiments (e.q.,
Taboratory studies) may be compared with sim-

ulated results.

3.2 Code Optimization

The practicality of a simulation process 1in
day-to-day applications depends, tc a large extent,
upon the cost of such utitization. At the sane
time, the user of tools of this type expects to ex-
ert a minimum effort in preparing the necessary
information (initial values, parameters, etc.) to
be innput tc the model; hence the programming effort
has somewhat conflicting interests, viz, minimi-
zation of computer memory-space and execution time
as opposed to convenience of use.

The code for this simulation model was written
following the rules of USA Standard FORTRAN IV [11].
This choice automatically eliminated machine-
dependent optimization techniques. The optimi-
zation techniques which follow wére intended to
generate, as much as possible, optimal object code

with respect to execution time and memory requirements.
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3.2.1 Program Design

The objectives include [14]:

(1) A well-designed program that is easy to
modify, maintain and update by the programmer as well
as by other users.

(2) A well-designed program that is more
efficient with respect to execution time and memory
usage.

(3) A well-designed program that has 2 "well-
ordered" logic structure.

As an example of "good" program design, con-
sider Figure 1 and Figure 2. It is ‘obvious that
the program logic in Figure 2 js superior to that
in Figure 1 in terms of the Togic as well as pro-
gramming ease. Careful program design and logic
structure, as illustrated in Figure 2, can be used

as an ajd in producing optimal execution code.
3.2.2 Efficiency Techniques

Cohn [7] noted that efficient programming
techniques are generally not included in program-

ming texts and that many programmers, both pro-
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Fig. 1. Poor program design
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fessional and amateur, are nol aware of them.
Several discussions of efficient programming tech-
niques have been found [3, 4, 7, 16, 19, 24, 39].
A summary of the time and/or space savings tactics
used in this research 1is illustrated in Figure 3.
The column labeled "SAVINGS® in Figure 3 indicates
changes in memory space or execution time for the

various techniques under_discussion.

3.3 Equations

During the development of the model, decisions
were made regarding the variables and solution tech-
nique used. These decisions were made based upon .
previous models developed and the results obtained by
these models, realizing that independent decisions had
to be made in many cases due to the dissimilarity of
this model from those previously developed. Also,
during program development, it was found that, for many
of the variables used, better estimétes of the values
could be found using variations of suggested equations
cited in the literature. The equations uscd for these
values are discussed in Appendix € - 5 and the solution

tachniques attempted are in Section 4.



The basic simultaneous differential equations
for heat and moisture transfer in porous media
(s0il) under the influence of gravity and gradients -
of temperature and moisture, as presented by de Vries
[8], were chosen as the skeleton equations of the
model developed. These equations, which are ex-
tensions of previous equations developed by Philip
and de Vries [11] over 15 yecars ago, still remain
today as the basis of our understanding of water
movement in soi]§.

The derivations of equations (3.1) and (3.2)
below are given by de Vries [8] and are not in-
cluded in this dissertation. Appendix C-1 contains

a description of all variables used.

Basic equations for interior rectangular elements

The basic equation for the transfer of mois-
ture, in terms of the volumetric liquid content o,
and the temperature T, is

oy ) 80, . (s-oﬁ)‘ h &
P &t

—

&

(A \J
e -
(1 i

atm

-

Py
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70,) + -(Dp ¥T) + 33 | (3.1)

ra

o v-(Ue

The terms on the right hand side of equation
(3.1) deal with the 1iquid flux due to moisture
gradients, due to the temperature gradient, and
due to gravity, respectively. The coefficient of

6@2

= in equation (3.1) is close to one {1) for most

calculations, the latter two terms in this co-
efficient being negligible (included only for com-
pleteness). The coefficient of %% was determined
assuming equilibrium of water in the liquid and
vapor phases.

Similariy, the equation for heat (energy)

transfer, again in terms of O and T, 1is

2
Lo D
5T Y
(¢ + L{s-0,) neR) 2 + (=7 = - Le
2 8¢ avuatm v

r"Q
-1 8y )
*p,d g (W"TET)) =T

= v. ((x* +Lo,Dq,) vT) + Lo, v-(DOvvoh)

I

PyC, ((DO?VOL+DTV 9T) vT)

]
* o, ((Don01+DTz eT+Kk) VT)l. (3.2)



In equation (3.2), the first term on the right
side involves the effects of the volumetric vapor
content on the heat movement; the second term
concerns the Tiquid and vapor flux densities; and
the third term represents the sensibie heat trans-
fer by vapor movement. The last term on the right
side of equation (3.2) describes the heat trans-
fer by liquid movement.

The coefficient of %% in equation (3.2) in-
cludes the effects of the volumetric liquid content
in relation to the porosity of thg soil. The
59 includes terms for 1iquid and

5t
vapor diffusivity and the affects of the dif-

coefficient of

ferential heat of wetting.

Equation (3.1) has no provisions for water
sources such as rainfall or irrigation, nor does
it provide for sinks such as plant roots. The
addition or Toss of water at the surface due to
transpiration or evaporation is also excluded in
equation (3.1). Equation (3.2} similarly ex-
cludes the effects of surface influences such as
heat, radiation, air temperature and related

atmospheric conditions. The method for including

VIR



these parameters is included in the following sections.

3.4 Solutign Technique

A classic technique for approximating the
solution of partial differential equations with initial
and boundary conditions is an explicit method utiliz-
ing a network of grid points. A discussion of this
technique may be found in any numerical analysis text,
e. g., Carnahan, et. al. [5]. The solution technique
used in this research also utilizes a grid network,
however the actual solution technique differs consider-
ably from the finite difference approach. The
following sections contain a complete discussion of

the solution technique used.

3.4,1 Setting Up the Grid

The first step is to set up a network of
grid points throughout the region under consideration.,
The classical example generally involves edua] grid
spacings which are fixed (but not necessarily equal)
in both the horizontal and vertical directions.
Simitarly, most grid solution teéhniques commoniy
refer to only rectangular grid elements. The model
developed in this research has variable size grid

spacings in both the horizontal and vertical directions



and uses both rectangular and triangular grid elements.

The grid set up would then resemble the follow-

ing.

1Y/

—
Fig. 4. Typical grid

Figure 5 is an enlarged view of one of the
interior rectangular elements, wherea x andaAz are
subject to maximum values depending upon the number
of grid elements desired and upon the shape of the
surface function. In the particular model developed,
the grid e1ement‘reference point was moved to the
center of each element, hence, a reference to
element (J,I) refers to the center of the grid
element in row J, column I, as 111ustrated in

Figure 6.

o
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Fig. 5. Interior element

Column
A I
Z+AZ
. Row d
z
L%
X X+AX L4

Fig. 6. Reference to center of element



3.4.2 Equation Manipulations

To iflustrate the solution technique used, con-

sider the following simple equation:

A2 = o . (Byg) + C s ' (3.4)

where A, B and C are the appropriate functions of
U, %, z and T.

The operator v is a vector operator, and Bvo

is a vector of the form

(o]

> 9+
V = B — i

80
1-—-——-—-
X + B 52 ks

3+

where i and k are unit orthogonal vectors. Hence,

equation {3.4) may be written as

-+

Sa _ .
A ST v v+ C . (3.5)

Integrating both sides of equation (3.5) over an

arbitrary volume,

On

: 3]
Ag"—dv

s
i  f v o+ Vdv + fv01 Cdv . (3.6)

vol vol

Consider the following theorem:

v - >

iy if i=Pi+Qj+Rkland its partial derivatives are

continuous in an open region D in space;

3.37



2) S is a regular surface in D, forming the bound-
ary of a bounded closed region T in D; and

B

3) N is the outer unit normal vector to 5; then

. )
frr v - s dv=sf ¢ - N da.
T $
The above is known as the Divergence Theorem and is
found in most vector analysis books, e.g., McCamy,
et al. [25].
- -
Assuming the term V and its partial derivatives
are continuous over the entire soil area, and using a
rectangular volume element, the Divergence Theorenm
may be applied to the term
f v - y dv in equation (3.6).
vol '

Hence the first term on the right in equation (3.6)

was nvaluated as

S -+ - *
f v« ¥V dv =7 V-ﬁ da, where N is.the unit
Vol area

vector orthogonal to the volume surface. Making the
above substitution in equation (3.6) results in the

following equation?

\ “+
ASidv=s Ve Nda+ o Cdv. (3.7)
vol area vol



Now ~onsider only the term [ Vv - N da irn oguation

area
(2.11) Since
) ¢ * & 0 > -+ -»
V=28 éi i+ B ?? k, k and i unit orthogonal veciors,

SX

f v - N da = [B QQI Az - §_iﬂ AZ
: . X+AX X .

+ B == ax - B %%] ax) . (3.12)
. Z2+A2 Zz .

Here B indicates evaluation at the surface and at the

&t

midpoint of the side being evaluated. Also, § and Tz

i
_ y X
are evaluated at the midpoint on the surface, in contrast
to the other terms in equation (3.11) which are evaluated
a2t the center of the element. Note that this solutinn

technique evaluates all terms of £ V ¢ N da along the
area

surface. This is significant since these terms will be
the diffusion coefficients in equations{3,1) and (3.2).
Thess terms are dominant and are evaluated using exact
techniques while the terms where épproximations are used
have only small effects on the solution.

The following evaluations were used in equation (J.12)



AX AX
5 l {x+ax+ "?) - C{x+ "ﬁ)
X T xanx AX
_‘_X fah 4
and 1——] .ot 2) - n(x-7)
L“‘l‘ .')K [}
Similar evaluations were used for %% and :?

z+'2

To t1lustrate the difference between the above
solution technique with a finfte difference approx-

imation consider:

o

I ~

3 (8 33),

 §

L4 ]

The forward difference approximation for this term

is the following:

B(z+ﬁz).izi%§A£l . 3(;).éﬂ%§l

42

put Suflzraz) . (ze282) - (2487)
Y 4 A2

and 4‘!2! - O(Z+Az) - G(zl
iz
&2z

-

"

So - (B =) |

(continued)
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{7+ 202) - olz+rz)

AZ
The technique used in this research would result
in this latter term being evaluated as

nz+sz + 52) - elz+ 25)

B(Z"‘n'zZ)'(
Az
:-_~ +.‘9‘..‘._:. - s RZ
Caey. ) o eR)

Thic lost result is exact for linear {or constant)
arguments. HNote that in the finite difference approx-
imation, the & values used are displaced By 3%

Also, the finite difference method does nnt allow

for discontinuities at the surface while the method
used in this research isclates the flux along each
side. Hence where discontinuities occurred at the
surface, it was possible to calculate the fluxes

along 3 sides as discussed above and then usc other
evoluations along the surface edge;

The method of evaluation used in this researvch for
the term v-(BAU) differs from a finite difference nethod
in that the finite difference method approximates a sec-
ond derivative term. The former method applies the

Divergence Theorem (an exact technique) and uses approx-



imationg for evaluating a fFirst derivative turm. hoypros -
imations of first derivative terms wouwld invoive leus
error than an approximation of second derivative terms.
The application of the above technique to equations
(3.1) and (3.2) is in Appendix C«6,.-85 is the extension
' o Frioe elements.

For qrid elements having a side on the 5011

syrface, equation (3.12) would be written as

Ao xez (B

[e2)

&)
X

| (2-T 5 ‘2
X+AX ¥

|

Cn

60

-B —cﬁ—|sz)+CAxaz+ D (3.13)

where D represented the transfer of moisture at the
so0il surface. D essentially replaced the effects

AX .

of the term B %%‘ -
zbz e e

3.4.2 Further manipulations

Uburing the development of the model, it wus
found that extremely small time steps were necessdry
in the temperature calculations in order to prevent
divergence. In an effort to increase time step size
and to reduce the number of iterations required, the
firet terms of Taylor's series expansions were uscd
as approximations for some terms.

Specifica11y, in the temperature equations,



4., 4,,._
the term 1t - T (tot) ; T (t=t+at) appeared on the

right side of the equation. The equation was linear
on the left side in terms of T(t=t+at) and non-linear
on the right. A Taylor's series approximation was
used to express the temperature at t=t+al in terms

of T(t=t), where T{t=t) was known, as follows.
4 4., 3,.. _ -
T T (t=t) + 4T (t=t)-(T(t=t+rt) - T(t=t) ).

Thus a linear approximation was used to approximate

Tq(t=t+3t) in terms of T{t=t). Hence

o Th(eet) ¢+ TO(emg) ¢ AT (emt): T(e2test)
_ 5 )

Tt =t
Pl

S IR 2T3(t=t)-T(t=t+Lt).
Since the equation being used was to Le solvad for
T{t=t+ t), the non-linear term involving 14(t=t+ft)
was approximated in terms of T(t=t) and the result-
ing linear term was carried to the left side of the
equation, giving the solution technique nore stabiltity.

In a similar manner, the term

c{t=t) +0T

= ey appeared in the cyuation discussed



above, where T =

T(t=t+A;) * T(t=t) Again using

Taylor's series approximations,

o oo+ B.(T(t=t+At) - 1) , where
'T— 0 Z
de_
Pg = P at T and 8 = H?l . As in the preceding

case, the linear term involving T(t=t+at) was taken
to the left side of the equation. Simitar expansions

were used in other terms,



fi.  SIMULATICH LOGIC

The simulation model developed is based upon
the equations and solution technique-discussed in

the previous section.
4,1 The Grid

One of the unique aspects of this model {s the
inclusion of various shaped surfaces (i.e., mound
shaped or strictly increasing), and the effects
of such surfaces on the overall moisture-temperature
movement in the soil. In order to accurately model
the effects of the surface contecur, an accurate
method had to be devised to set up the grid network
in the surface region; The method requires the
user to define a function (FTOP) which gives the
shape of the surface. The user fis also required
to provide the range of the abscissa (x) values
to bé modeled, as well as the depth or ordinate (z)
value at the left-most, right-most and maximum
points on the surface.

Using the above mentioned information, 2 grid
network is set up automatically to cover the entire

region to be modeled. To assure accuracy, both



2

ractancular and trianguiar aric¢ elements are used
on the surface, wﬁi1e only rectangular elements

are used below the surface. The grid network is
set up by starting at the left-most boundary of
the region and incrementing by a maximum allowable
Ax value, yielding a new X value at x + ax. The
values of f(x) and f(x + ax) are then calculated
and a check is made to determine if the resulting
Az value exceeds the pra-determined maximum, DZIMAX.
1f f(x + ax) - T{x) < DZMAX, another &X increment
is made, dividing the grid into vertical elements.
This process continues until a z value is found
which is greater than or equal to ZR ( the right-
hand side z value) or the resulting az is too large

(S5ee Figure 7)

S IR

Fig. 7. First step in grid set-up



If a value for f(x) 1s found which 1s greater
than or equal to ZR, the value of x is found
corresponding to ZMAX (See Figure 8). Then,
starting at this new value of x, the remainder
of the grid is divided into vertical élements using
the same techniques as described in the preceding
paragraphs. However, when a grid point is found
on the left of ZMAX, the element to the right
is located at the same height to facilitate setting
up the z grid elements. Figure 9 illustrates
the location of z values at equal heights on each

side of ZMAX.

IMAX

anyy

Fig. 8. Maximum Z value



ZMAX

ZR

Fig. 9. Equal heights on each side of ZMAX

If theaz value at any point x + 4 x exceeds
DZMAX, the x value chosen is not used and DIMAX fis
added to f(x) yielding the z value f(x) + DIMAX, for
which the corresponding x value, (i.e., x +4ax) must
be found. This is obtained as follows: given a 2
value (f{x) + DIMAX), and the range of admissible x
values (called XMIN and XMAX). find the corresponding
x anda x values such that f(x +ax) = f{x) + DIMAX.
Eor the following discussion, assume the function is
non-decreasing in the region where the x value is

being Tooked for. A similar technique is used for



drecveasing functions. This process involves pick-

jng a guess value GU for the correct x value. If

the guess value yields a z value greater than f(x)

+ DIMAX but outside the chosen range of accuracy, the
value of XMAX s set to GU. -If f(GU) > XMIN and fF(GU) <
f(x) + DIMAX, XMIN is set to GU. In eifther case, a

new GU value is picked as (XMIN + XMAX)/2. This
technique continues until the required x value is with-
in the desired range.of dccuracy.

Alternatively, 1f the soil surface 1s flat,
provisions have been madé to divide the surface region
into equal size rectanguiar surface elements. This
procedure by-passes the complex procedure mentioned
above for non-flat surfaces. |

Having set up the required vertich] elements,
the hofizonta1 elements are then set ﬁsing the Az
values calculated in each step. Since care was taken
to use the same Az values for elements on either
side of ZMAX (for mound'shaped surfaces) there is no
conflict in setting up the z grid elements above the
surface. The lower surface area is also divided
into a grid using the same ax values set up at the
surface and the entire lower region is divided into

Az increments with the user specifying the number



and size of these increments. “nis allows larger
soil layers deeper in the seil where soil properties
change very.slowly, if at all.

The surface elements are then classified as
either rectangular or triangutar. The first element
on each row is set to be triangular to avoid a sﬁr-
face of the shape illustrated in Figﬁre 10. The
inclusion of triangular elements on each row gives
the surface a shape as illustrated in Figure 11.
1f the surface is flat over some interval, the surface
elements (except those on the end) are designated as
rectangular surface elements.

After the entire grid network has been set up
as described above, all reference points are moved to
the center of the grid element. This is done be-
cause this simulation program is to determine the
heat and moisture values at various points in the soil.
The value at the center represents the average values
for the elements, assuming the heat and moisture values

are linear.

Fig. 10. Grid before adding triangular elements



Fig. 1. Grid after adding trianqular elements

4,2 Initialization

After the entire grid network has been set up
as described in section 4.1, initial values for
mojsture content and temperature of the soil at each
grid point are required. This information is
supplied by a user-written subprogram called INITAL
which gives the temperature and moisture values in
terms of their location. Also required is the temp-
erature of the air, as well as other atmospheric
conditions. Since as many as 6 soil layers are
allowed, soil parameters must also be provided by
subroutine INITAL in terms of these soil layers.

The user may also specify two sources and/or two
sinks to be present in the grid network. These
elements may be sources {(sinks) with respect to both
moisture and temperature, as would be the case with

sybsurface irrigation, or they may each be sources



(sinks) of only one tvpe. The latter approach could
he ysed to represent plant roots which are subsurface
sinks with respect to moisutre but take on the
temperature of the surrounding soil. FigureiZ2
il1lustrates the concept of sources and sinks with

respect to a grid network.

Root
(sink)

N

/
77177777

7
N
<

Irrigation outlet
(source)}

Fig. 12. Grid with sources and sinks

Further simulation of actual conﬂitions is per-
mitted on the soil surface. In addition to allow-
ances for rain on the soil surface, the model also
allows for variations in the atmosphere such as
temperature, relative humidity and the effects of

radiation from the sky and sun. These valuesare




provided as input parameters to the model and may
be measured or predicted from appropriate egquations.
The effects of the wind upon the surface elements
may also be entered into the model in the calculation
of the terms SH/RB, where wind speeds affect this
boundary layer resistance.
The user has many options available to him in
determining what situations are to be simulated.
The user determines whether the soil surface is to
be flat, sloping or mound shaped. It is also
possible to specify what size grid elements are to
be used by the model to allow for larger elements
where 1ittle heat or moisture flow normally occurs
or to specify smaller grid sizes in the upper soil
Jayers and in the areas of sources or sinks. Al]
soil properties (bulk density, porosity, diffusivity
and conductivity, etc.) are input to the model.
Sources and sinks may be present or may be omitted.
Environmental conditions are also input to
the model. Factors such as the air temperaturc,
air relative humidity, radiation effects, nresence
or absence of rain, and the effects of wind on the

boundary layer resistance are all used by the model.



Ir Zhe presnrnce of vainfpl1l, the 2011 surface layer
is assumed to be saturated and the temperature of this
layer assumes the temperature of Lthe rain.

The values to be provided by the user's subroutine
are included in Appendix C-3. Suggested values for many
of the parameters which remain constant or vary littile

under most conditions are included in the appendix.

4.3 Changes in Moisture and Temperature

Using the temperatures and the moisture content of
the grid elements at the starting time for the simula-
tion -model {t = 0} as initial values, é first approxima-
tion for the values of the temperature (T) and the mois-
ture (Oa) content are calculated for time t + at for
each element in the grid. The approximations used for
solving the system of equations involved is discussed
in Section 3. MHaving calculated the T and ', values at
t + At, each element in the grid is checked to see if the
values are within 10% of the previous iteration values

before going on to the next time step. It was found

that a minimonr 7

*iree iterations was required by the
medel to assure that the effects of the fluxes would be

transferred to surrounding elements. If further



jterations are required (after the first 3), the
convergence test is based upon the percent of change
from the previous calculations at time t + at.

When T and o, have been calculated to the desired
degree of accuracy for all elements, these values are
used as the values at time t = 0 for the next itera-
tion, (i.e., the new initial conditions). This process
continues for the number of time stgps required to
satisfy the length of the simutation period.

In order to calculate the moisture and temperature
values at successive times, 1t was necessary to use
a scheme for determining optimal time step sizes.

The technique utilized 1involved using the time step
size from the previous iteration and the maximum
actual change that took place for any one element
during the last iteration. Specifically, the new time
step DT is found assuming a change of .05 in the
moistgre content can be handled in any one time
step. Then, using the previous time step size

DT and the actual largest change in © for any one
element, a new DT s found using the relation

DT = ,05.DT/(Max. © change). This same procedure
was used for determining the time step DTT for temp-

erature calculations, assuming a 1°K change in temp-



erature was allowable, Specifically, *the relation
DTT = 1.-DTT7/{%ax. T change) was used.

h cases, it was found that at least three
jterations were required by the seolution technique
in order for the predicted values to closely coincide
with the test data (discussed in Section 5). A
maximum time stap of 3400 seconds was set for both
temperature and moisture calculations since more
accurate values couid normally be expected from the
smaller {and more frequent) time steps. This added
accuracy results since each iteration after the first
reflects the moistura or temperature movement due
to the fact that the solution tochnique uses an
avevaae of initial values and values found in the pre-
vious iteration in the current time step.

Another major execution-time consideration in-
volves calling in a specifal routine, MESH, if con-
vergence has not been reached within 10 iterations
using the current time step size. MESH {(described
in detail in Appendix C-6) is a routine to divide
rows involving 1arge'gradients into smaller grid
elements. This routine must calculate numerous

values to be used in further calculations and



also requires these rows to be restored after con-
vergence is reached. This routine is quite expensive,
time wise, and is used only as an emergency measure.

Upon arriving at the appropriate time step
size for both moisture and heat transfer, values for
the moisture content at time t + At were calculated
first. Since the effect of temperature on moisture
tvansfer is relatively insignificant within a few
degrees, the temperature value is held constant
for these calculations.

The values for the elements on the soil surface
were calculated first. Then these values were cal-
cluated for 311 interior elements. After 3 iter-
ations, converaence tests are made and if all values
converged, the temperature calculations are per-
formed. However, if convergence did not occur for
all grid elements, further iterations (up to 10}
are carried out until convergeﬁce is obtained. If
convergence still was not possible, MESH is called,
where necessary, to assure convergence.

The temperature calculations are then per-

formed in the same manner using average moisture



values frem the beginning of the time step and the
value at the end of t +at. It should be mentioned
that different size time steps were required for
temperature, since the initial equations do not
allow for the fact that the heat movement occurs
at a much faster rate than does moisture movement.
Hence, several sets of calculations might be re-
quired in the heat transfer portion of the model
in order to determine the temperature values at
time t +at, since time steps of size DTT = 0T/n,
n a positive number, would normally be required,
where DTT is the time step for the temperature

calculations.

4.4 Solution Techniques Attempted

During the development of this dissertation,
several solutien techniques were attempted in order
to select one which would converge to the desired
range of accuracy. Not all of the techniques
attempted were successful, however, they are men-
tioned here for completeness, and may be of some
help in guiding others attempting simi1ar'so1ution

procedures.,

).



The first, and simplest, technique used was a
straight-forward solution technique'in which no
attempt was made to speed up the convergence of
the moisture and temperature values. The equations
discussed in Section 3 were simply solved simul-

taneously and in calculations involving partial

derivatives of the type 662 , the approximation
8X Hyaax
8, _ 0£(I+I)- 02(1)
& x (ax({I)+Aax{(I+1)NL.5)

, Where 62 is the

average ©-value between 02(t=0) and Oa(t=t+°t)1ast

_ o (t=0) + 0, (t=t+at)
0, = k- 22 last s, Where n

v last

was the value of o, obtained in the Tast ileratian
of the current time interval. This sclution tech-
nique was fairly stable, that is, for "small" time
steps, convergence was usually satisfied within 10
iterations.

The initial solution procedure also attempted
to use the same time step size for both the tempera-

ture and moisture calculations. This turned out to

i

le‘

*



be a most unwise decision, since it was quickly dis-
covered that the flow of moisture through the soil
was considerably slower than the heat transfer,
hence very small time steps had to be used and in
the small time intervals, the moisture movement was
almost unnoticeable.

In this initial procedure, the time steps used
were on the order of 300 to 600 seconds in order
to handle even small temperature gradients. This
method was considered to be non-optimal with re-
spect to execution time since the calculations for
moisture values were performed repeafedly for small
time steps while attempting to get the temperature
solution to converge, while larger time steps
would have been adequate for the mbisture values.

Another solution technique that was attempted
was a slight variation to the above procedure. This
technique separated the moisture and temperature
calculations into distinct parts, allowing for
different size time steps. This method was con-
siderably more efficient than the one above since
convergencé of the moisture equations usually

occurred in 4 or 5 iterations for moderate gradients



and time intervala nf yp to two hours (7200 seconds},
while the time steps for the temperature calculations
were kept in the neighborhood of 10 minutes. In order
to compensate for the fact that moisture values were
not calculated for each of the time periods used in the
temperature calculations, a moisture value of 0, =
on(t=o)-k]+ez(tno+gt)'k2, k] and k2 appropriate (linear)
weighting factors, was used in the temperature calcula-
tions, where At was the time step used in the v ca1cdld—
tions.

Even with the above changes, the convergence of
the temperature equation was very sjow and, for
many time steps, the solution procedure diverged
completely, i.e., the temperature values started
oscillating away from the solution value.

The next attempt, to speed up convergenée, in~
volved a somewhat more comp]icateg procedure in-
volving the 0 and T values used. In an attempt to

prevent divergence, the calcutations invo]vinglﬁﬂ and

T were modified as follows.

80 0 (I+1); 3] |
Instead of L = L r (1)

8x1 v tax (ax(1)+ & x(I+1))/2




51(1) was renlaced with

og(last) + el(now)
2

eg(t=0) +
2

where 92(1ast) refers to the o, value found in the

5
last iteration for the current time step and wm(now)
refers to the 0, value currently seeked. This

latter term (along with the appropriate coefficient)
was then taken to the left side of the equation
before solving for oz(now). Similar substitutions
were made througheut the moisture and temperature
equations.

The results of this technique were disasterous!
Since the first approximation of a solution, if.e.,
el(last), was probably either too large or too small,
the introduction of this value along with‘el(now)
caused the current value of ez(now) to overcom-
pensate for the previous calculation and hence,
instead of insuring convergence, rapid divergence
was created.

Graphically, this might be illustrated as
follows. The convergence to the solution value

should behave roughly as follows.



1r-“—"-'-' First approximation

Third approximation

Solution
Fourth approximation

Second approximation

However, the introduction of the Ist approxi-

mation into the solution using

e£(1ast) + ezfnow)
2

would mean that ez(now) would have to be much larger
(i.e., larger in the opposite direction from the

el(]ast) value) in order to offset the first error,

First approximation

Solution
Second approximation
expected value
Over-adjusted second
approximation
i.e., e£(1ast) * el(now) = correct value can occur

2
only if ol(now) = correct value - 32(1ast). But



since 02(1ast) was too large (or, of course, it
could have been to small), and 'correct value',
upon convergence, should be very close to the
solution value, instead of ez(now) approaching the
correct value, it will over~compensate to average
out with the value of el(last).

The final solution technique arrived at used

the following substitutions for the approximations

of the type
20 o,{1+1)- e (I
—* = A ALY , where
% b ypa x (Aax{1)+a x(I+1))/2
0,(1) = 0,{t=0)+ o, (now)

2

This solution technique puts a damper on the
first approximations and prevents them from differing
from the actual solution as much as would be possible
were the oz(now) term not used.

Graphically,

" Without o, (now) term

““]r_-—~ With Og(now) term

Splution




This entire anintion tochnique was
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5. RESULTS

Validation of a model of the type developed
is extremely difficult due to the very nature of
the problem itself. Many of the soil parameters
used in the model are highly theoretical, especial-
ly those dealing with the soil-atmosphere interface.
Not only are many of the parameters not thoroﬁgh-
1y understood, but they are practically impossible
to measure. Specifically, properties involving
the loss or gain of hoat at the soil surface, the
resistance of the soil layer to give up or receive
moisture to/from the atmosphere and the effect of
a dry crust on the soil to these phenomenon are among
the reactions which defy accurate measurement or cal-
cluation. Hence the attempt to validate the model

is based mostly upon "expected" results.

5.1 Philip's results

Since considerable research has been done with

respect to the moisture transfer Within the soil, an



attempt to compare the results of the solution tech-
nique in the model with other results was under-
taken., The data and parameters used for this pro-
cess were those of Philip [28] for infiltration into
Yolo light c¢lay. The data and calculations used
by Philip were for vertical infiltration only,
hence the original model was altered for this
special case and test runs were made. The initial
conditions used in this run are as follows:

0= 0 t=0,2>0
0, ¢t >0

n

g = 0 Z

i

where 0, = . 2376 and 04 .4950. The calculations

for the conductivity, K, and the diffusivity, D,

were performed using the values presented by Philip.
The general equations of this model, subject

to the conditions stated above, reduce to

392

T V'(Devez) + %% subject to the
initial aﬁd boundary conditions given above. The
results of the simulation model as compared to the
moisture profile of Philip were almost identical

when t{me steps of 600 sec. were used and at least
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three iterations were roquired before convergence
was assumed. The model differed by about 15% at
a depth of 5 cm. using a fairly large rectangular
area (2 cm. x 2 cm.) and time steps of 400 or 600
seconds. The model's predicted moisture values
were lower than those predicted by Philip in thése
cases, however, it is very possible that a con-
siderable part of this error could be introduced
from the interpretation of Philip's graph. Using
a finer grid (Az = 1 ¢cm.), the model reduced the
difference to about 10% at the 6 cm. depth. At

a depth of 10 cm., both models were in agreement
about the predicted values.

4 seconds, the difference

At the end of 4 x 10
hatween the twoe predicted values were indistinguish-
able at all depths, indicating that the model had
"caught up" with the predicted values of Philip.

A moisture profile for the model is given in

Figure 13. Also included are the predicted values
of Phitip for the times of 104 sec, 1 X% 104 sec.,
and 105 sec. Bayond this time, the profiles appear
jidentical., Beyond 4 X 104 seconds, time steps of

200 seconds were used, since the gradients in the

L2

<



medel had become smaller, permitting these larger

time steps to be used without affecting the re-

{cm

sults.
. .270 .302 .334 .366 .3 . 462
TiTe 238 .27 30 33 6 98 .430 6 ngth
sec)
10° 10
4 5
4*30 '
| 20
10° 30
4
2+10° 7 0
/ 50
3.5%10° 7
60
10
x-reprasent model predicted values
o-Philin's predicted values
Fig. 13. Comparison of model and Philip's results.



5.2 Further Results

Using the properties of Philip's [28] soil,

a Yolo light clay, runs were made to determine the
offocts of sources and sinks on the moisture content
of the soil. A moisture source of roughly 2.5 X
2.36 cem. was located in the soil at a deﬁth of about
10.5 cm. and a moisture sink of the same ;ize was
located at the same depth at a distance of about 9.4
cm. from the source. The source was gfven a constant

3

moisture value of .44 cm3/cm while the sink had a

3

moisture content of .26 cm3/cm . This soil reaches

saturation at about .495 cm3/cm3. ‘

The initial conditions of the soil used were
o= .34, t =0, 25 0;T=2883°K t=0,2>0.
Zero moisture and temperature fluxes were maintained
at the bottom of the modeled area, henﬁé giving the

effect of an infinite vertical column. A very high

boundary layer resistance (Z‘sep/cm) was‘ysed to

minimize the effects of the atmosphere on the moisture

content. Temperature flux at the soil surface were
. | . e
also near zero. Zero fluxes were also assumed along

vartical boundaries.



The above set-up represented a.moist soil with
additional moisture present at the source. This
source was considered to be the equiva]ent of a slow,
constant seepage of watef into the soil rather than
water running into the soi}. Similarly, the sink
represented a slow uptake of water from the soil,
perhaps like the uptake of water from the soil by

a root system.

The following countour map represents the results. (Fig. 4)
Each countour outward from the sources and sinks
represents the moisture content at one hour intervals.
The pfot around the source represents mofsture values
.36 cm3/cm3 or greater. The corresponding_plot'around
- the sink represents moisture content of .33‘cm3/cm3
or less. The grid e1ements,have dimensions of
82 = 1.25 cm and 4x = 1.18 c¢n.

The soil surface layer dried out during this
time period from an initial content of .34 cm3/cm3

down to .29 cm3/cm3

in the area above,the'sink. while
the region on the surface above the source ended with
a moisture content of .35 cm3/cm3.' The drying of the

surface layer had some effect on the contour map., It
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also appeared that the small region betﬁeen the wet
front and the dry front in the soil acted as a buffer
and was merely passing moisture from the wet region
into the dry. . _

The identical initial conditions were used for
another complete run, however small temperature
sources and sinks were set up corresponding to the
moisture sources and sinks. The temperature source
on the left was set to a constant value of 285 ° K
and the one on the right was set to 292 ° K. These
small changes in the temperature had no effect on
the moisture profile of the soil.

Another set of runs was wade using the same soil
properties as in the previous run, i.e., for a Yolo
light clay. Zero moisture and temperature fluxes
were maintained at the bottom of the modeled region,
as in the previous example. Boundary layer resist-
ance of 1 sec/cm was used. Temperature fluxes were
present at the sofl ﬁurface. When rainfé]l occurs,
the saturated value of the soil surface layer was
assumed to be 0 = .45, giving the effect of a very
1ight rainfall. The temperature of the rain was set
at 285 ° X,



The initial conditions of the soil were:
2>0,T=28.3°K, t=0;2z> 0,0=.4218 -.006-2,
t = 0. The soil surféce was an increasing function;
specifically the curve z = 10 + 2-sin(n/2 - x/6)
was used.

Figure 15 represents the sofl moisture and temp-
erature profile at 9 A. M., 9 hours after‘the étart
of the simulation run. Note that the soil had cooled
considerably since the beginning of the run at
12 A. M., 1. e., at t = 0.

At 9 A. M., a light rainfall began and lasted
until 10 A. M. The temperature of the rainfall was
285 ° K. Figure 16 is the profile of the soil after
the rain had fallen for 30 minutes. Note that this
rainfall included no run-off and under heavier rain-
fall conditions, a value of © = .495 would have been
used instead of the value o = .45,

Figure 17 represents the soil profile at
12:30 P, M., or 2-1/2 hours after the rainfall stopped.
During this time, the soil surface began drying

slightly, however was still near saturation.

lfb
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Fig. 16. Profile at 9:30 A. M,
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Fig. 15. Profile at 9 A. M.
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Fig. 17. Profile at 12:30 P. M.



Again using th2 50i1 properties of Yolo liant
ctav, a grid was set up having a depth of 10.5 cm.
and a width of 20 c¢cm. The soil surface was flat.

On top of the soil, a slab (representing a concrete
foundation, for instance) was situated covering the
right half of the soil surface. This was simulated
by eliminating all atmospheric influences for the
surface elements under this slab.

At 9 A. M., the entire area had a moisture
contant of about .35 and a temperature of 2835 " K.

A¢ in the previous run, a light rain was allowed to
fatl for 1 hour {using the saturation value = .45},
Then the rain stopped and the soil began drying on
the surface area not covered by the slab. Figure 18
represents the moisture profiles of the soil at

10 A. M., 2 P. M., 6 P. M., and 12 midnight, It
should be noted that rectanqular grid elements of
dimensicens 1 ecm x 1 cm were used, however the

arid depicted in Figure 18 was condensed and i<
actually half the size of the actual grid set up.

In an effort to further validate the model, the
model was compared with the Tinear model develo,ed by
Hauk [18] using the properties of Geary Silt Loam. In

order to model vertical flow only, a single column was
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Fig. 18. Moisture flow with slab on surface




set up and zero moisture and heat flures were ysod or
ecach side.

Hauk's work included most of the propertics of Geary
511t Loam, however not all of the properties needed were
available, hence approximations of these values were used.
The atmospheric conditions modeled were constant for the
duration of the run, simulating heat and moisture flow at
noon on a sunny day following a rainfall. This introduced
maximum heat fluxes in the so0il. The so0il was assumed
to be near saturation, hence the injtial values of
.36 were used to c]&se]y match Hauk's first moisture
profile. The soil was given the initial temperature of
280 K. The air temperature was kept at 294 °f and the
relative humidity of the air was set at .5. The
comparison of the results of the models isfin Figure 19.

Hauk's mode) predicted only a 1 ° rise (to 281 “K)
in the temperature of the soil to a depth of 20 ¢m after
40 hours, which seems highly unlikely with a differonce
of 14 7 in the temperatures of the sail and the air.

The model of this research predicted a temperature of
at least 288 °K at the same depth, which is much more
likely in view of the atmospheric conditiqns.

Note that after 36 hours, the model of Hauk pre-
dicted a rewetting of the soil in the 4 to 10 cm range.

This model did not predict such a rewetting since the
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.

maximum depth modeled was 20 c¢cm and zero fluxes were
maintained at - the lower layer, thus preventing the
prediction of such rewetting.

Note that although the model developed here did not
predict the formation of a dry layer as rapidly as the
model of Hauk, the results differ by less than 5 % after
72 hours. These discrepencies could have been caused by
the temperature differences mentioned above, by in-
accuracies in estimating the soil parameters from the
figures of Hauk, by translating the moisture profile of
Hauk to the profile in Figure 19, and by the fact that
the initial values for moisture used did not aliow for
the beginning of a dry layer which had already begun
forming in the first profile given by Hauk. This last
fact alone could cause the model of this research to
lag behind Hauk's model by as much as 4 to 8 hours.

Generally, the two models compared quite favorably
with respect to predicted moisture values. ‘Seldom
are the discrepencies greater than 10 % and the two

models are in almost total agreement after 72 hours.
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MODEL OF QXYGEN SUPPLY TO PLANT ROOTS

Introduction

The'availability of oxygen at the surface of ruots‘within the soil
pfofile may well regulate the ability ;f blants to carfy on.several
important functions. Certainlj root respiration can not proceed at its
opﬁimum rate without an adequate oxygen supply. Without respiration,
cell division and elongation will be impaired and thus the roots will not
be able to expand into regions whe:e water and essential nutrients may
be available. It is well known that root Iinterception 1z an important
mechanism for the gptgke of several of thelless mobile essential nutrients
(Barber, 1966). The possibility alsc exists that root respiration is
necessary to facilitate the uptake of_nutrients and water which move to
roots. Nutrient’d?fficiencies, and often wilting, occur when the root
zone of most crops is flooded. _

There is also a growing body of evidence that'the supply éf oxygen
to roots may be limiting for several days aftet.irr;ggtion as showed by
Wiegand and Lemon (1958). They found that the oxygen diffusion rate was
too low to keep the concentration at the roots above a critical level for
up to two days after irrigation even in a sandy soilf‘_Brown and Rosenberg
(1970) observed that stomates of irrigated sugar beets had greater re-
sistances to vapor diffusion after irrigation than bgfore. Johnson and
Davies (1973) showed that the normal nocturnal expansion of sugar beet
roots did not occur for several days after an irrigafibn. The loss of
growth immediately after irrigations may or may not have a significant

influence on final yileld.



These observations serve tc indicate that root water uptake may be
limited by the lack of 02 in the entire profile on certain occasions.
Once enough water has been removed from the top.of the soil profile., root
water uptake may again resume at rates sufficient to meet the demand.
Even though the plant needs for water may be met by a particular layer,
the ability of the plant to take up water and nutrients at a lower depth
may depend on oxygen diffusion to these depths. As additional drying
takes place at the top of the soll, the soill water potentials may become
too low to allow water uptake. As water is removed from the pores, the
greater cross sectional area available for diffusion will increase the
supply of 02 to the air filled scoil below. Thus, it is possible that the
zone of water uptake, which moves down in the soil as it dries, is
bounded above by the surface, or by soil which 1s toc dry to supply water,
and below by the depth at which oxygen supply is insufficient to meet the
needs of the roots.

The utility of calculating the diffusion of oxygen through the soil
profile has been shown by Bakker et al. (1970). They demonstrated the
influence of surface sealing on gas diffusion. Lemon (1962) and Lemon
et al, (1962) developed a model of the diffusion of oxygen from the air
in the soll pores through the waterlfilm to the root. Van Bavel (1951)
presented a steady-state solution to the diffusion equation utilizing a
depth dependent sink_term.qs. Pependick, et al. (1965) provided a non-
steady-state counterpart to this model, except in this case a uniform
gink term was assumed. Covey, et.al. (1962), develbped a nonsteady-

state model for diffusion into the root. In order to provide insight
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into the importance of root oxygen demaﬁd, water film thickness around
the root and alr filled porsity in the soil on the oxygen supply to the
roots, and perhaps ultimately to allow calculations of nutrient and water
uptake by roots in wet soil, a combined model which takés into account
the diffusion of oxygen through both the soil air and the soil water

film must be developed.



Theoratical Conniderations

An individuval active root of a2 plant consumes oxygen and thus pro-
vides an oxygen sink within the soil in which it is growing. If a par-
ticular root is idealized as a cylinder; and if the oéxygen concentration
in the soil air near the root, the oxygen consumption rate of the root,
the root diameter and length, water film thickness on the root, and
appropriate diffusivities are known; then the oxygen concentration with-
in the root may be determined as a function of distance from the root
axis by a steady-state cylindrical diffusion analysis, provided variations
of 02 concentrations in the'pores during the time intervals considered
are small and provided logitudinal gradients of oxygen consumption rate
within the root are not significant. Lemon (1962) and Lemon et al.
(1962) have taken this approach in treating root-oxygen use and have given

solutions of the equation

1l 2 acC
T Pl =4 @

where q is the oxygen consumption rate per unit root volume.

While it may be true that at a given time approximately steady-state
prevails under normal conditioms, in qéder to realize the effect that root-
consumption, variations in root consumption rate. and varying soil condi-
tions have on oxygen concentrations in the soil and in the roots themselves,
an approach that will provide for time-varying concentrations is required.

Man of nonsteady-ztate diffusion analysis seems appropriate.



Due to the complexity of root distributiong within the soil it would
be difficult to solve even the steady-state problem where boundary condi-
tions were.given for each root in a given soil segment. The present
model avoids the complexities encountei'éd on a microséopic scale but pro-

vides insight into the entire diffusion process.

I. Soil

If it is assumed that roots are uniformly distribu;ed throughout a
given soll segment, then the total oxygen consumptiqﬁ by roots in that
segment will constitute a diffuse oxygen sink. Therefore, in one dimension

for example, the diffusion equation with boundary conditions

3¢g 3 3Cq
fﬁ—-ﬂ—.a—z(ns‘gz-')—qg(ﬂ _ | - (2

Cq (o,t) = C,

34
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may be applied to the movement of 02 from the surface z = 0 to some depth
Zp where 02 flux becomes negligible, where the sink term qs(z) is added
to account for the root consumption at intermediate depths. Much liter-
aﬁure is available on numerical solutions ofAequatiOns of this type, but
in order to implement a sélution. the nature of the_function 9, must be
known as well as the nature of Ds' The snalysis of qg will be deferred

until equation (5) has been discussed.



A number of equations which describe the dependence of Ds on goil

aeration porosity are availsble in the literature (Papendick, et al.,

1965 or Bakker, et al., 1970). The following two equations were chosen

for use in the model, 28 use of both equations apparently'will provide

capability of analysis of a variety of soil conditions:

D, = .66fDa (Penman, 1940) 3

D, = gh/3 D, (Millington, 1959) (4)

where f = aeration porosity and D, ™ diffusion coefficient for O, in alr
(1.8 x 10 5cm¥/sec). Equation (3) takes into account the effect of
changes in diffusion cross-gection with changes in porosity (multiplication
by f) and the effect of tortuosity (multiplication by 0.66). Equation (4)
jntroduces a non-linear reduction in cross~gection (or incressge in
tortuosity) with decreasing aeratien porosity. This equation may be

“moie suitable for analysis of clay soils having a larger proportion of

pores which do not contribute significantly to diffusidn cross-section at

higher water contents.

II. Water Film

Water f1lms occur on‘plant roots in varying thicknesses, depending
on the soil moisture ﬁotentiai. The relatibnship_betweén the water film
thickneas and soil moisture potential dependa on the soil under analysis.
Wiegand et al. (1958) have presented data taken on Hiller clay that enables
the determination of this functional relationship for a limited range of
soil moisture potentials (¥). It was found,-using their data, that the

water £ilm thickness could be expressed:



S = 0.0365 (exp(3.68 x 105(7.5 x 10" 5=({log(~¥)

+ 2.489) x 1076)/0.285))-1.) (cm)

The equation which describes the diffusion ﬁfocess within the water
film 13:

3C 1 9 9C : '
e o = < <
st = T o1 (Dy T ar) R<rsR+S (5)

where R is the root. radiug and 8 is the water film thickness

III. Oxygen Diffusion in Water
The value of D_ in (5) is 2.6 x 1075 cm? gec”! at 25°C. ¥Yor other

temperatures Wiegand et al. (1958) reported a linear relationship between

D, and the temperature T:

DWT = Dw25 (1. + .03 (Tf25))- (6

This relationship is utilized in the model.

IV. Solubility of O, in water

2
In order to relate the oxygen concentration in the water film to
that in the éoil atmoaphere, thé‘solubility of oxygen 1n water must be
taken inta account. Henry's Law was used for this purpose. This
relationship, which describes the relatiomship of a solute in dilute

solution to the partial pressure of the vapor of the solute above the

solution, can be stated for oxygen and water as:

PO, = h+X0, R (7)
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C({water film surface) = k » Cs

where

2 1270
h

k

Examination of wvalues of h for different temperéthres {Int. Crit.
Tab.) revealed an approximately linear relationship between these

quantities. The equation used in the model was:

h = (2.0 + .0514 T) x 107/760.0.

V. Microbial Respiration Rate

The rate of microbial regpiration in the soii is assumed, for the
present purpose, to depend on the temperature of the sﬁil.and, under
limiting conditions, the oxygen concentration in the soil, The data
available for making reasonable quantifications of consumption rate is
limited, but an effort has been made to make estim;tes.of rates on the

basis of values determined by observers and to take into account the

4.9

effects of temperature and limiting oxygen supply in a rational way. The

possible influence of dessication at low potentials will not be included,

since our work will be concentrated in the replication of high potentials.

The influence of other parameters such as substrate concentration are also

not included.

The rate at which microbes multiply has been related to temperature

via thermodynamics (Hattori, 1973). For modeling purposes it was assumed

that respiratidn rate would increase or decrease in proportion to the
rate of increasa.or decrease of the multiplication rate;'thua, the

equatlon:



TEMF = .O1CT exp(-0H,/RT)/(L + exp (+AS/R)exp (-AH,/RT))

C = .3612 exp (24.04) R = Universal Gas Constant (2.0 cal®K™1)
AH) = 15,000 cal T = Temperature (°K)
8H, = 150,000 cal S = 476.46 cal °K !

was developed from data on the relative rate of multiplipatiou of Escheri-
chia coli (Hgttori, 1973), and used to modify the optimum oxygen consump~-
tion rate RESM.

The influence of oxygen concentration on microbial activity is
approximately linear between zero concentration and concentration of 4%
(Hattori, 1973 and Griffin, 1972). Between this concentration and 217
they found the level of activity to be independent of 02 concentration.

In practice a valuve of 02 consumption rate (RESM), which was con-

. sidered to be optimum for the soil being modeled, was introduced as input.
For testing purposes, values in the range 1.2 to 12 ui (gm goil)”! hour !
Grable, et al., 1968) were uged for RESM. This in turn was multiplied

by the factor TEMF and modified gecording to the 02 concentration Cs to

obtain the value q for the microbe respiration rate.

V1. Soil Sink Term

The flux of oxygen across the water film surface is expressed as:

Qufs = / G%% + gpldv + [ 2 4y

Root Water®t
film

This value is multiplied by the root density (yg) and divided by the
aeration porosity (f) to obtain the consumption rate by roots. The value

of the soil sink term q  is obtained:



.11

qs = 9y + Qs * TR

VII. Root

The following equation is solved. to obtain concentrations of

oxygen within the root

€, Jiip 3

at t 4y r Br(Di ¥ ar) 0<r<R (10
ac

% | r=0 =9

A value of 9.0 x 1076 cm?/sec (25°C) has been reported for Dy for onion root
tips (Berry and Norris, 1949). As the diffusion was assumed to occur
primarily in the liquid phase within the root, the linear equation used
to describe the temperature dependence of Dy was algso used here, except in
this case D, (25) has been replaced by Dy (25).

The term 4, in equation (10)répresenta the oxygen consumption rate
(gn cm 3 sec™l) of the root. Values for different specles of plants are
avallable in the literature (Lemon and Wiegand, 1962) and most of these
lie in the range 1078 to 10~ gm cn™3 gec~h., It has been shown (Huck, et
al., 1962) that the consumption rate is not necessarlly constant, but
may vary diurnally. For the present, q is calculated as a perlodic

function
q, = Ul + U2 gin T

where Ul and U, are inputs to the program, and T 1is a normalized time



argument.
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Ceneral Discussion of Solution Technigue
Uced for Obtaining 02 Concentration in
Soil Layers, Roots, and Water Films

This discussion is applicable to finite- difference solution of the

diffusion equation in the following areas:

Area
aC L] aC
1. Soil f—==—(D " )~ 11
ialirwiC s R (b
2. Roots in any one of the N 36 1 93 3C
soil layers considered St *‘ﬁ'gﬁ(D‘R'sﬁ? -4, _ (12)
3, Water film on roots in aC 1 3 3
any one of the soil loyers >t =-§~§E(D'R'3E) (13)

In each case, ¢, b, and ¢ represent the concentration, diffusion
coefficient, and sink term appropriate to the given area.

There are basic paris of the solution format for these equations
which are common to all three areas. For convenlence of comparison with
the program the equations used here will be written in Fortran.

tn each case the particular media is segmented into subareas de-~
pending on the geometry and dimensions characteristic of that media. For
the soil, the segments are bounded by parallel planes on the order of cms
apart. For the rvoot and water film, the segments are bounded by con-=
centric cylinders usually on the order of AR = 10 2cm. Figure 1 gives
schematics which {1lustrate the gegmentations and the program names of
the concentrations in each area.

Moreover, in each case, concentrations are obtained as functions of
time dated from a starting time tg, bY successive ypdates of concentra-

+ions over finite size time steps At. There are two such time steps



utilized; ome is for the roots =nd water films for a given layer (At =
pT1(1)), and the other ia for the soil layers (At = DTAU). DTL(I) is
chosen to divide DTAU an integral numher of times, and both are chosen
to insure stablility of the finite difference scheme. As DTI1(I) is
usually necessarily smaller than DTAL, DTAV/DTL(1) corputations are done
for the roots and water films in layer 1 for each DTBU time atep for the
soil in layer I. The stability criterion for DTAU and DTL(I) will be
discussaed later.

Except in the case of CO(X) (Concentration at root axis), C(N)
(Concentration at the bottom of the soil profile), CW1(I, KMAX(I)})
(Concentration at water film surface), or CR(I) {Concentration at oot
surface) when there s rn water f£ilm, the updating process consists of
calculating a particular concentration at the end of a time-atep as a
weighted @verage of three quantities (the concentration under congider-
ation and the concentrations at points adjacent to the point under con=-
gideration, e.g. CS(I), CS(I-1), CS(I+l), at the beginning of the time
step) plus a sink term, where applicable. For example:

C(I) = ASI(I) * CS(I-1) + AS2(I) * CS(I) +

. (14)
AS3(1) * CS(I+l) + DTAU * QS(I)

where AS1(I) + AS2(TI) + AS3(I) = 1.

CS(I-1) + AS2(I) * CS(I) + AS3(I) * CS(I+l) + DTAU * Qs (1)

where ASL(I) + AS2(I) + AS3(I) = 1.

Tha coefficients ASl, AS2, and AS3 in this case, and corresponding

coafficients in other cases, depend on the relative diffusivities and
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'

sizes of the segments adj;cent to the point where C(I) is calculated.

Derivations of these coefficients for particular cases will be given be-

low. This form of the equation was chosen for the sake of economy of

computer time. The coefficients, whicﬁ need be calculatéd only once,

replace numerous operations that would otherwise be needlessly repeated.
The basic tools used in calculating the coefficients for

computation of a given concentration are:

(A) application of the appropriate diffusion equation at the point in
quesation,

(B) use of one-dimensional Taylor's Approximation for deternining the

92c _ 3%C
finite-difference expression for 522 °T 3RZ ° and

) application of continuity of flux at the point in question.

To 1llustrate tﬁe use of these principles, the coefficients AS1(1),
AS2(I), and AS3(I) are derived for 2 <I<N-1 for the case where there is
no abrupt change in diffusion propertics of the soil in the vicinity of
the point Zi where C(I) is to be computed. Expanding C in a Taylor's

Series about the point Zi, we have:

2 42
C(I-1) = (D) - AsdS]  + e
21 Z1
' ' | 2 42
or C(I-1) = C(I) = Az %Q_ +-£5-'E—%| - e .
“loy 32 24
32¢
Solving for -—51 and dropping the lzi for brevity, ylelds

2z zi



2 o) RS
L. o - P S 2T k]
g W - eI+ 4T 3 (252

Tn a2 similar meamer, the spproximation

27¢ 2 2 3C
St e S (C(IHY) - C(1)) - 1D, (16)

z Az? 9

<

is obtained.

Appvlication of the diffusion equation (11) at 21 md sybstitution

of (15) and (16) results respectively 4n the two equations:!

2C

(D + o= Dy (=D - c@) + Zy4geae-q, D

and

2 3c, , 3
gD - - D(ﬁ? ca) -cmy -8 L 2E - as

Rearranging (17) and (18) to obtain the flux at Z, yields:

D,g% - ((f(x)'-g-g: + qa) - —i—l;)—z- (c(1-1) =~ C(T-)))/(% ‘:—Iz) + 'A_i') (19)



)
5]
[a 9

= (D 2+ q) - 25 (can) - cCom/G R+ 2y 0
.7

i
s

Setting (11) and (12) equal to obtain continuity of flux and re-

arranging, we get:

D
- JY AN S _.._.- c(1)
e(1-1) ~ (=3 )

Az? Az?

: D/ 3 D
f(:)-.?a.% u (=.5 31-’-5\;'3—+—-)

Bz 4 Dye(r) - a
+ (.5 N YC(LH) - g4 21

The program name for D in soil layer I is DS(I). By assuming D
DS(I+1l) - DS{I-1)

varies continuously and smoothly, %% can be replaced by Y

where DZ is the program name for Az. By denoting the concentration at

the beginning of the time step by CS(I) and at the end by C(1I) and using

the program name DTAU for At, %% can be replaced by c ID;ES L « Substi-

tution into (10) and using CS(I), CS(I-1) and CS(I+l) on the right hand

gide leads to the finite difference approximation (14)wherxe

AS1(I) = DTAU * (DS(I) + .25 * (DS(I+1) - DS(I)})/(DZ**2*F(I))
AS3(I) = DTAU * (@S(I) + .25 * (DS(I+l) - DS(I)))/ (DZ**2*F(I))
AS2(I) = 1. = AS1 (I) - AS3(D).

Although similar coefficients are used throughout for calculation
of concentrations, different conditions, which prevail in certain
instances, require the modification of the assumptions used to calculate

ASL, AS2, and AS3. Thase conditions and the assumptiops made will be



diacuaned, but tho ceoafficients will pot be derived in each cace, since

derivasions in all cazes ave similar.

Layered Soil and Wetitinp Fronts

In the case of an abrupt change in aeration porosity of the soil
between two depths Zinl and Z4, due either to an abrupt change in bulk
density or to the presence of a wettipp front, the resulting discontinuity

2(05)

in BPS and its derivative ‘fﬁf;' 1s taken into account by the calculation
of an auwxillary concentration CT(I) at the wmid-point Zi-llz between

Zi-l and Z4y. In the case of a layered scil, the network of concentrations
{C(I)} can be svpeorimposed so that such boundaries lie midway between the
points where the {C(I)} are calculated., In the case of wetting fronts,
which are nonstationary, the error introduced by missing the position of
the front can be controlled by the cholce of the depth increment Az = DZ
The value .5(CS(I-1) + CS(I)) is assigned to CT(I) as s starting value,
as no initial value is available for CT(I). Updates are then made in
accord with the method already discussed. The following changes are
implemented in the application of equations (17) and (18).

In equation (17) D is replaced with DS(I—l) and in equation (18),
with DS(I). %g is assigned the wvalue (DS(I-1) - DS(I-2))/D in equation
(17) , and in equation (18) it has the value (QS(I+1) - DS(I))/DZ. The
counterpart of eguation (14} in this case is

CT(I) = AT1(I) * CS(I-1) + AT2(I) * CTS(I) + ATj(z) * CS(L)

= (F(I-1)*qg(I~1) + F(I)*q (1)) /(F(I~1) + F(1))



N
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¥l

ATL(R) = (3% F(I=1) # DTAU % DS(I-1)/(F(I-1) + F(I))) * (DS(I+1)/
DRETY = 3.2/(DS(I+1) /PS(I) + DS(I-2)/DS(I~1) - 10.)
ATXI) = (8. * F(I) * DYAY % DS(I)/(F(I-1) + F(1))) * (DS(I-2)/DS(I-1)
= 5.)/(DS(I+1)/DS(T) + D3(I~2)/DS(I~1) - 10.)
AT2(I) = 1, « ATL(T) -~ AT3(T).
Note that CT(I) is the concentration calculated for the boundary above
Zi (where C(I) is calcuniated), as this will be the case in the dis-
cussion that folleows. (Sems Figure (2) for illustration of concentrations

at houndaries.)

A modification of thn coefficients AT1, AT2, AT3 occurs if two
abrupt changes in aeration porosity occur consecutively with respect to
depth, as might be the case for a pan of depth DZ.

The term Dgg-in equations (17) and (18) lkas been ignored in the

derivation of the coefficlents for this case since there is no way of

3D
az

knowledge of the medium is restricted to the value of D3(I) obtained at

estimating within the pan. (where the thickness is only DZ) since the

the center Zi. However, it seems reasonable to expect that any variation
in DS within the pan may be assumed negligible compared to changes at
the boundaries, 21—1/2 and Zi+1/2. If CT(I)} is the concentration at the

lower boundary of such a pan, ((h) in Figure 2) the coefficients are:
AT1(I) = (8. * F(I-1) * DTAU * DS(I-1)/(F(I-1) + F(I))) * (DS(I+1)/

DS(I) - 5.)/(DS(I+1)/DS(1) + DS(I-2)/DS(I-1) - 10.)
AT3(I) m 32, % DTAU % DS5(I) * F(I)/((g. - DS(I+1)/DS(I)) * DZ ek

2 * (F(I-1) + F(I)))

AT2(1I) = 1. - ATI(I) = AT3(I1),
corresponding to cencentrations CS{I-1), CIS(I; and CS({I) respectively.

For the usper boundary (f{a) in Figure 2).
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ATi(L) 32; * DTAU * DS(I) * F(I)/((9. = DS(I+1)/DS(I)) * DZ #*=*

2 * (F(I-1) + F(1)))

AT3(I) = (8. * F(I-1) * DTAU #* DS(I~1)/(F(I~1) + F(I))) * (DS(I+1)/
DS(I) - 5.)/(DS(I+1}/DS(I) + DS(I-2)/9S(I-1) - 10.)
AT2(I) = 1. - AT1(I) ~ AT3(I).

Computation of coefficlents corresponding to concentrations C(I-1)
and C(I+1) in (C) of Figure 2 directly above or below such boundaries
mest also be modified. Three cases are handled as follows:
Case 1: If C(I) is *the concentration at Zi directly above the point
of discontinulty, the coefficients are:
AS1371) = B. % DTAU * DS(L) * (3. - DS(I~1)/PS(I))/(( 7. -
DS(I-1)/DS(I)) * DZ *% 2% F(I))
AS11(I) = & % DTAU * DS(I}/(( 7. - DS(I-1)/DS(I)) * DZ ** 24 F(I))
AS12(I) = 1. = AS11(I) - AS13(D).
corresponding to CS(I-1), CIS (I+l), and CS(I).

Case 2: If C(I) is calculated at Zy directly belew the point of

discontinuity,
AS23(I) = 8. * DIAU * DS(I)/(( 7. - DS(T+1)/DS(T)) * DZ ** 2% F(I))
AS21(I) = 8. % DTAU * DS(I) * (3. - DS(I+1)/DS(I))/(( 7. -
D3{I+1)/DS(1)) * DZ *x 2% F(I))
AS22(1) = 1. - AS21(I) - AS23(1),

corresponding to CIS(I), CS(I), CS(I+l) respectively.
Case 3: If C(I) is the concentration for the center of the pan

layer,



AG2L(EY = 4. % DTAY 2 DS(T) /(DR % 2 % B(T))
AS33(T) = AS21(D)
AS32(T) = 1, ~ 2 % AS21(1).

Tn all three of *he akove cornr, ~r well as dn the ecalculation o7
cT(TY, %g has beecn faclvder whore an 2rtimote w23 available, although
the term may add little in comparicon to the contribution of the dis-
centinulties atf the heundaring,

The means for involking the erectal case calculations of the coeffi~
cients is, for the present, comparisen of adiacent valves of DS(I). For
example, 1f DS{I)/DS(I-1) > 5. or 41f DE(I-1)/DS(I) > 5., CT(I) is calcu-

lated and the appropriate set of coeffielents is used for the calculation

of concentrations near or at the boundaries,

Poot Copeentration

mguation (12) s the basis for determining concentrations in the
root interior; there are two such concentration calculated, namely, CO(X)
and CI(I), as indicated 4in figure 1. The determination of the coeffi-~
clents for CI(I) is a straight-forward application of the principles (1),

(b), and (c¢): thus

ATL(L) = 2, * DTLAT) = DI/RRT (L) #% 2
AI3(I) = 6. * DT1(I) * DI/RRT(I) #* 2
AT2(TI) = 1. - ATI(I) - AT3(I), vhere,

CI(I) = AI1(I) * COS(I) + AI2 * CIS (I) + AI3(I) * CRS(1) -

DTL(I) * QR(I).

To cbtain coefficients for CO(I), the boundary condition g% R0



wust bae apelied. The tcfw-} = fIn the sxpanded form of equation (12) ipg

i indeterminate at R = 0, but L'Hospital's rule yields:

lim ac /R - lim 32¢ i} 220
9 an2 3R2|R = 0

R+0 gt

Therefore at the root axis equation (12) becomes

3c 22¢
at - 2D 3ET - 4,

Use of Taylor's approximation and pProper arrangement yields

ARI(I) = 16. * DT1(I) * DI/RRI(I) ** 2
AR2(I) = 1. - ARI(D)
where,
CO(I) = ARI(I) * COS(IL) + AR2(I)} * CIS(I) - DTI(I) * QR(I).

The root surface provides a boundary between the root interior and
the water film. Determination of coefficients for calculation of CR(I)
proceeds again with application of (a), (b), and (c), but in this case
the term QR(I) is included in the equation that would correspond to {17)
for the scil case, while in the aquation that would correspond to (18)
it 1s not included. There is also a difference in the diffusivities in
the two equations as DI 1g wnaed ip the first while DW ig used in the
second. The zonfficienta arn:

BRL(I) = 2. % DI % DTI(I) * (6. /¥FT1(1,1) - 1/RRT(I))/

(L /7R = 1L/VETI(L,1)) % RRT(I) ** 2)

)



3113(1_) = 10, * DW # DTI(Y) /(BRT(X) * (1/WFT1(1,1) + 1/RRT(I)))
BR2(I) = 1. - BRI(I} - BRI(TL)
BR4(X) = .25 * DTI(I) * (1./RRT(I)-4/WFT1(I,1))/(1./RRT(I) +
1. /WFT1(I,1))
where
CR(I) = BRI(T) * CIS(I) + BR2(I) * CRS(I) + BR3(I) * GWS(I) +

BR4(T) * OR(I).

Vater Film

Analysis of the firite difference scheme derived for calculation of
concentrations within the watey film reveal that a minimal amount of
caution must be obsmrved In making these calculations. If a calculation

is te be made corresponding to RZ - AR em (radlally) from the root axis,

where RZ represents the distance from the root arxis of the neighboring
location of calculation (nearer to the root axis), then AR must satisfy
AR-< 4 x RZ, To ipnsure the catisfaction of this conétraint and to pro-
vide a reasonable degree of niformity of layer thickness, water film
layers were allowed to be no greater than AR = 2, * RRT. For the first
water £ilm layer an additional calculation, CW(I), is made at the cylinder
of the first water film layer (see Figure 1}. In summary, after water
film thickness has been calculated, layers are developed according to the
above constraint. Then, as long as the water film thickness does not
change, calculations of concentration (CW1(I,k)) are made at the outer
bhoundary of each layer. ¥Yor the first laver, an additional calculation

(CW(TI)) 4s made corresponding to the radial center of thisz layer.
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Top: Schematic of finite-difference segmentation of soil.

Schematic of root and water-film layering.

Bottom:



The concentration CWL(I.KMAX(I)) corresponding to the outer most
layer is set at
CWI(Y,RMAX(T)) = WR ¥ CS5(I).
Tha coefficients for the calculation of tﬁa remaining concentrations
CW1(I,K) are:

CW1(1,K) are:

AWF1(I,K) = DW * DT1(I) * (l./WFT1(I,K) ** 2 - .5/(WFTL(I,K) *
R2)) |

AWF3(L,K) = AWF1(I.K) + DW * DT1(I)/(WFT1(I,K) * RZ)

AW2(I,K) = 1. = AWFL(I,K) = AWF3(I,K) 2 < K < KMAX(I) = 2

Slight modifications of these coefficients are used for the cases,
K= 1 and K = KMAX(T) - 1. The ahove coefficients are utllized in the

eguatlion

CWL(I,K) = AWF1(IL,K) * CW1S(I,K-1) + AWF2(L,K) * CWLS(I.,K) +
AWF3(L,K+1) * CWIS(I,R+1).
The equation
CW(I) = AWL(L) * CPFS(IL) + AW2(I) * CWS(I) + AWA(I) * CWwls(r,1)
is used to yield CW{L), where,

AWI(T) = DW * DTA(I) * (4./WFTL{I,1) #** 2 ~ 1./((RRT(T) + .5 *
WETICT L)) R WETL(IL13))

AWI(I) = DV # DTL(T) * (4. /RFTLCI,L) *% 2 4 1./((RRT(I) + .5 #
WFT1(T,1)) * WFIL(L,1)))

AWZ(I} = 1, - AW1(I) - AW3(1).
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Validation of Numerical Procedure

Due to the complexity ¢f the model, validation was carried out in
two steps. For diffusien through the soil, comparison was made with
results presented by Fapendick and Runkles (1965). They showed oxygen
concentration with time and depth in a 150 cm soil column, where a
constant sink term, qgs @ uniform initial concentration, and atmospheric
concentration at the surface were assumed. Using depth increments of
10 cm, our calculations differed from theirs at 135 cm, after 16 hours,
by 2 to 3%. The agreement was better near the surface.

For testing diffusion across the water film and root, comparison
was made with results presented by Caraslaw and Jaeger (1947) for radial
diffusion in an infinite cylinder.' To do this, the diffusign coefficients
in the root and water film were set equal, and the root consumption rate
was assumed to be 0. Initial concentrations were set to zero, and =
concentration corresponding to atmospheric (as modified by Henry's Law)
was assumed at the water film surface. The results are shown in figure
3. Fer a root radius of 0.3 cm and water f£ilm thickness of .13 cm,
nearly perfect agreement was obtained between our results and Carslaw
and Jaeger's. A more severe test with a root radius of 0.5 cm and water
film thickness of .4 cm, tha calculated curve led the exact solution
curve glightly, but never more than 2% of the time required to reach
equilibrium (in this case, about 2 minutes in 100).

Such a test was not made with a non-zero root consumption rate, but

tests made on the masc-balance of the root and water film indicated this
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Figure 3. ¥Normalized oxygen concentratlon versus normalized time at
the reoot center fer two cets of wvalues of roet radius and water film
thickness calculated by this model., Solid line represents exact solu-
tion cbtained from Carslaw and Jaeger (1947).



rart of the model was functioning properly.

Results

A sensitivity analvsis wag performed by running the model with
several values of the controlling paramaters, which were found in the
literature. In all ecases excent wvhere noted a bulk density of 1.4 gm cm_3
was assumed. Since we were interested in simulating oxygen profiles
when oxygen may become limiting, relatively high water contents
(0.25 cm3 cm_3 to 0.42 cm3 cm_s) were pelected for the study. Values
of root density, as indicated by Taylor and Klepper (1973) for cotton
roots, were typically 5to 6 cm cm—s, and root radii ranged from ,02
to .05 cm, corresponding to values tabulated by Lemon and Wiegand (1962)
for a variety of root types. Root respiration rates used were in the

8 to 1077 gm em™3 sec—l, corresponding to values cited by Lemon

range 10~
and Wiegand for alfalfa roots, but much higher values than this waere
cited for some other plant roots. Finally, values used for microbial
respiration were in the range 0.12 to 12.0 ulg-1 hr—l, as indicated by
Grable and Seimer (1968), (Table 1).

The initial concentrations for each simulafion are shown as the zero
time profile in figure 4. The program was run for each set of parameters
until the changes between one time and another became small. Samples of
the concentration profiles at times after the conditions were imposed
are given in figures 4 and 5. The profiles typically stabilized after 10

to 25 hours of simulated time, those with low respiration rates (due to

low reoot respiration, low root radii, or low root densities) requiring
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Tahln 3. Vnluee of medel parametnre naed for simulations

Medium High Low

3 -3

Water Content 0.35 cm™ cm 0.42 0.25
Bulk Density lL.b g cm—3 1.59 —_—
Root Radiusg 0.05 cm e 0.03
Roct Density 4.0 em cm_3 - 2.0
Peeot Consumption Rate 5. x 10_3 g cmﬁ3 sec 10. x 10~ I ox 10“8
Mizzobial Respiration Rate 7.15 x> 10_10 B cm—3 sec“l - 715 x 10—10

Temzerature

23 °C (all cases)




4.31

m 1 3 i i I J
15 4
0 HOURS
231 20 HOURS .
35 -
g 45
- 2 HOURS
&
L 55-
fa)
65 -
75 4
85 -
wfrlv T T T T T T |
0 5 10 15 20 25 30 35
SOIL AIR (k-5 oM cm3 MINH

Yigure 4. Spil air orygen concentratli
ehowing approach to equilibrium for m=

cn profiies for different times,
dium values of the parameters,



15 -

25 -

€0 HOURS

45 |

55 6 HOURS

DEPTH (cm)

65 -

75 -

85 4

95

[ T T T T i
0 5 10 15 23 25 30 35
SOIL  LIR (1078 v oM nin-h
Figure 5. Soil air Oxygen concentration profiles for different times,
showing approach to equilibrium for low root consumption rate and
mediun values of the other paraucivis.



4

more time for equilibratisn. To gimplify comparisons, only the
equilibrium valuns will be considered, excent where noted.

The results of the simulation are shown in figures 4 to 17, 1t
was pointed out earlier that fipures 4 and 5 typify how the soil
concentration profiles change with time. Wheré medium limits of the
prerameters were used (figure 4) equilibration was essentially achieved
after 8 hours, whereas with the low root consumption rate (figure 5),
the profiles did not stabilize before 20 to 25 hours,

Equilibrium concentrations and rates for medium levels of the
parameters are showm in figure 6. Root respiration was uniform to a
depth of 30 cm, but below this depth it decreased due to the inability
of diffusion across the water film and root to support the imposed root
consumption rate. Oxygen comcentration decreased from atmospheric near
the surface to half this value at 27 em. The oxygen concentration insgide
the root decreased with depth to nearly zero at 30 cm.

The results for the low water content (.25) are shown in figure 7.
The lower water content allows oxygen to diffuse deeper into the soil,
and induces a thin water film (= 0.01 cm) compared to the water content
of .35 (= 0.1 em). Thus root resplration is not curtailed above a depth
of 55 em. The similarity of soil air concentrations profiles probably
indicates that the decreased water film thickness enhanced root respi-
ration.

In the case of the high water content (Figi8), only the roots at
depths of 10 cm or less are able to resplre to full capacity. Below
this depth, root concentrations are zerc snd the goll concentration drops

to one~half atmespheric at 20 om, The ~ffrct of low soil oXygEen concen-

]

o
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tration on microbial reepirvation rate can be seen by comparing the
soill respiration rate to the root respiration rate, as the difference
between these two values is the microbial rate.

For a low water content and high root consumption rate (figure 9),
reot respiration is curtailed at a depth of 30 cm, where root concentrations
ge to zero, (Compare with figure 7, and noté the similarities between
figures 6 and 9.) Apparently, the low water content in this case just
compensategs the additional respiration load,

In the case of a low root consumption rate (figure 10), normal root
regpiration is indicated throughout the 95 cm profile. The concentratien
in the soil alr drops to 50% atmospheric at about 45 cm (two times the
corresponding value for the medium root consumption rate) and to 14% at
95 cm. Despite the lcw soll air concentration at the bottom of the pro-
file, the small gredient in concentration across the root and water film
is able to support tha low root consumption rate,

For the low roeot radius (figure 11), root respiration is uninhibited
to a depth of 70 cm, indicating the effect of decreased root volume on
the soil air concentration (50% of atmospheric at 35 cm).

Perhaps more important is the effect of the decreased oxygen flow
rate that must be supported by the concentration gradient across the root
and water film. The validity of this statement is established by comparing
with figure 12, which depicts the results for low root density. The soil
air concentrations are eagsentially the game below 55 cm for thesa two cases,
but in figure 12 root concentrations are zero and root respiration is in-

hibited at depths below 40 cm.
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Concentrationg and respiration rates for a root density which
decreases linearly (5 em cm—3 at the 5 enm depth and -.5 cm cm—3 cm“l
slepe) with depth is shown in figure 13, 1q this case the higher root
densities in the 0 to 10 cm and 10 to 20 em layers compensate the lower
root densities at the lowary depthe. Thus the'ccncentration profilesg
for both the 80il air and roots are very gimilar to those for the cage
of medium root density (figure 6). The respiration rateg (figure 13)
decrease linearly with depth to 35 cm, where root concentrationg are
Very nearly zero. At this depth an inflection point can be geen in the
respiration rate curves., From thig point on, the rates decrease more
markedly due to the Zero root concentrations in lower layers.

In figure 14, the effaet of A ten-fold reduction in microbial
respiration ig semeyhat obscured.due to the fact that, at the temperature
of 23 € at which the simulntrisng were effected, the microbial respiration

for the medium caze ls =lready sorewhat low compared to normal root

respiration. Nevertheless, the low microbial rate is evidenced by the

(figure 14),

The results of imposing layers of goi] of low aeration pPorosity are
shown in figures 15, 16, ang 17. For theon simulations a root radiug of
0.03 cm was used (compars wich Figure 11). 1n the case of a high bulk
density in the "urface layer (figure 15), the concentration in the goi1
air near the surface fa reduced markedly over thar for the case of medium
bulk densitv in this layar, Cne-half atmospherie toncentration 1s reached

at 20 ecm. The depth of unfmpatrad root respiration ig reduced to 55 cm



O 5 10 15 20 25 30 35 SOIL AR (10°56M cmD)
o 2 4 6 . 8 10 12 14 ROOT 1066y cu3)

172 ROOT
RADIUS

~—

15 4

25-

AR

ROOT AXIS N

SOIL RATE

N—

w
o
]

b
(&)

DEPTH (cm)

ROOT RATE

75 -

85 -

mw T T T T T T 1

o 2 4 6 8 10 12 4
RESPIRATION RATE (108 g CM3 M)
Figure 13. Root respiration rate, rootg plus soil respiration rate, ang oxygen
concentration in the soil air, at half the radius of the root and at the root
axis after equilibrium for the following set of conditions: bulk density of
1.4 g cm =3 » Toot consumption of 3x10 -6 gm cm ~J min —1 microbial respiration
of 4.32x10 -8 gn cm -3 4, =1, root density of verying linearly with depth
from 5 cm cm =3 at 5 ecm to 0.5 cm cm ~3 at 95 cm, root radius of (.05 cm, and
Water content of 0,35 cm 3 ep =3,




ag

0 5 0 520 25 3¢ SOIL AIR (1075 6w o3y

0 P 6 8 1o 3 roor (1076 oM on'3)
£ _ 1 i i b 2
= ] \\ |

7 1/2 ROOT

15 . SNRADIUS
2517 Rroot

[ AXIS
35§

| SOIL AIR

o

on

SO RaE

DEPTH (cm)

ROOT RAYTE

~

] ¥ T T I

4 6 8 10 |2
RESPIRATION RETE (1076 gne caras

Root respiraciong rate, roots plus 801l resp:ration rate, and oxygea

. ter in the goil €Y, at half the radius of the root and at the root

aiter equilibriug for the following set of conditions: bulk density of

It gr oo =3 Toot  econsumption of 3x10 -6 em e =3 i -1 microbial respiratios

of 4.37:30 —¢ R » YOOt density of 4.0 cp op =3, root radius of

G.05 Cli, and vater contest of 0.35 ca 3 cp ~3,




ot

.,

0 5 10 15 20 o5 30 SOWL AIR (10°5 6M cM3)
0 2 4 6 8 i0 2 ROOT (10°6GM cm3)

m L L ! L e
172 R
5 . ROOT Nmb 00T
AXIS \ DS
25 \
SOIL AIR
351 \
3 a5-
T SOIL RATE
mﬂ Allllll\\\\
w 55
o
ROOT RATE
65 -
75
85 -
mm H i ] ] 1 i 1
0 2 6 8 10 12 14

4

RESPIRATION RATE (108 oM cM3MINTD)

Figure 16. Soil air and root concentrations and root respiration
and soil plus reot respiration rates for a bulk density of 1.59
cem 3 om —3 at the 20 to 30 cm depths and 1.4 em 2 cm ~3 at other

depths with all other parameters medium.



15 20 25 30 SOIL AIR (1075 6M cvd)

O -
0 6 8 10 12 ROOT (10"66M cM™3)
m .\\ 1 1 1 1
SOIL AIR
mw by <
251 172 ROOT RADIUS
35 4 .
s .
© 45 SOIL RATE
= —
i 55
o
€5 ROOT RATE
75 4
85 A
wm T 1 L T

i 1 1
0 2 4 5] 8 10 2 14
RESPIRATION RATE 108 oM CcM3 MINTD
Figure 15. 3o0il air and root concentrations and root respiration
and soil wwcm root respiration rates for a bulk density of 1.59

in the 10 cm thick surface layer with all other para-

cm 3 em
3

meters at the medium values and 1.4 cm = em =3 ar lower depths,



a
0y

5 10 15 20 25 30 SOIL AIR (i0°5 6m o3y
w a m m _o _mxoo._.:o.mmgoz,&

1 1 1

OO

{5 J i/72 ROOT RADIUS

ROOT

é_r AlR

=
\ SOIL RATE

s
e
x —
Q.
L
O
ROOT RATE
mmuv.. .’(\\
75 -
85
a5 : ; , _

T T ]
¢ 2 4 6 8 10 12 14
RESPIRATION RETE (107¢ ov cv3MING
Figure 17. Soil air and root concentrations and root respiration

m:mwmoﬁ. plus root respiration rates for a water content of 0.42
ct ¥ em 3 at the 20 to 30 em depths and 0.35 cm 3 em =3 at other
depths with all oiher parameieire at the wmodive velues.



instead of 65 cm {mediur casze).

For the case of high bulk density in the 20-30 cm layer (figure
16), the profiles below 55 cm are similar to thoge of figure 15. Con-
centrations in the scil alr and root are higher in the top 20 cm than
for the medium case due to the insulating effect of the dense 20-30 cm
layer. TFrom 20 to 20 cm there is az marked reduction in concentrations,
g0 at 5335 em thexe in eacontinl agreement in the profiles of figures 15
and 16. Finally, the profilrs of figure 17 (high water content n the
Z20-37 em layer} are almwost identical te those of figure 16. The sole
ecention de the Trens v oo canparcryatiors dn the 20-30 cm layer of
figve-e 27, due to the incvea-ed water film thickness around roots in

this layer.



SYMBOLS

concentration of 0 without regard to media (gm em™?3)
concentration of 0p in atmosphere (g/cm3)
concentration of 02 in soil (gm/cum?®)

0, diffusivity in the air (cm?/min)

0, diffusivity in root interior (cmzlmiﬁ)
07 diffusivity in soil (em?/min)

0, diffusivity in water-film (cm?/min)
02.di£fusivity in water at temperature T
aeration porosity (cm3/cm3)

Henry's law constant (4.58 x 10% at 23°C)
unitless constant obtained from Henry's law

number of moles dissolved 0; per cmd of golution
molar concentration of 0, in water (moles liter™1)

partial pressure of 0,
consumption rate per unit volume of root (gm/cmz—min)
consumption rate per unit volume of root (gm/cmz-min)

microbial respiration rate (gm cm 3 min~!)

total rate of consumption/unit volume by roots and microbes

(gm/cma—min)

0, flux across water film surface (gm/{(cm root)min)
average root radius (cm)

root density (cm/cm3)

radial distance from root axis {cm)

water-film thickness (cm)

temperature (°C)



time (min)

normalized time variable for gg = f(t)

mean (optimal) microbial respiration rate
amplitude (of optimal) microbial respiratién rate
mole fraction of dissolved 0O,

depth in soil (cm)

ST
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LHAPTER 5
BIOPHYSICAL MODE. OF SOIL NITROGEN METABOLISM

CONTRIBUTION
BY
PETER J. H. SHARPE



The N transformation rates are assumed to be
in quasi-steady-state at any given time. For each change
in the environment, a new quasi-steady-state can be cal-
culated. BDynamic behavior of the soil-nitrogen system
can be simulated by going from one steady-state to another
over specified intervals of time.

To fully describe soil nitrogen transformations,
the population dynamics of the microorganisms need also
to be included. In this study, the population dynamics
of the mineralizers, nitrifiers, and denitrifiers were
linked to their respective biochemical energetics. A
quasi-steady-state formulation was developed with the
population of organisms determined by the environment at
any given time. The resulting formu]ation-was unstable
due to the deTayed feedback of decaying microorganisms,
which essentially converts a population mortality loss
to a growth substrate input, after degradation has been
completed. The time delay involved depends upon the
intervening environmental conditions.

A similar problem has been encountered in model-
ing the population dynamics of the boll weevil in cotton.
In this case the population increase has an inherent time
delay during to Tarval growth and development within the

cotton square. This problcm has been resolved by an in-

5.



depth model of boll weevil development, reproduction and
mortality. Insect ohysiclogy models were developed to
describe the 1ife cycle of the bknoll weevil and its inter-
action with the environment. A similar biophysical approach
may be applicable to the micro-organisms involved in soil
nitrogen transformations. To develop a biophysical model
of soil nitrogen population dynamics, a combined experi-
mental - computer modeling program needs to be established.
The model would help in defining the experimental design

as we11 as helping to overcome some of problems involved

in monitoring a system of this complexity. The model could
provide insight in the interrelations of the various com-
peting or symbiotic reactions, thereby aiding in the inter-
pretation of the experimental results. The complexity of
the system suggests that an experimental or theoretical
modeling approach taken in isolation from the other is un-

likely to be successful,



INTRODUCTION

The current research interest in soil nitrogen
transformations has gained impetus due to the need to
control nitréte pollution of rivers and streams. A fun-
damentally based model of these transformations would
enable management strategies to be tested on the computer
for a wide range of soil conditions and environmental con-
straints. The model could also provide insight into the
interrelations of the various competing or symbiotic reac-
tions, thereby suggesting new management strategies to
reduce nitrogen fertilizer costs while maintaining crop
yield.

However, the development of a realistic model
is not an easy tas:. The system has certain aspects which
are difficult to describe mathematically; the numbers and
variety of microorganisms is iwmensc; and the microenviron-
mental conditions beneath Lhe soil are difficult to measure.
The complexity of the system coupled with its difficulty
of observation lead naturally to a modeling approach. The
success of a modeling program in this area will be dependent
to a large extent upon the modeling approach followed.

Biological modeling can generally be broken into

two categories, modeling from observed responses and modeling



from fundamental concepts. Modeling from observed rcsponses
involves stochastic approximations, regression ana]ysis,-
and the use of polynomials to fit the behaviour of the sys-
tem based on experimental data. This approach was used by
Dutt et al. (1972) who developed rate equations governing
four of the major soil N transformations based on a multiple
regression analysis.

The second approach involves modeling from basic
concepts. Models based upon this approach can be described
as biophysical models, Biophysical models have the advantage
lthat they give insight into the operation of the system and
suggest ways in which the system may be manipulated. A 'best
fit model' does not provide insight into the system; it only
gives us back what we already tnow. The N transformation
model of Mehran and Tanji (1973) follows a mechanistic or
conceptual approach. They assume that the ion exchange
process between the solution and exchangeable ammonium ions
is reversible to reflect the dynamic nature of the exchange
process. All other reactions are considered to be irreversible.
It is also assumed that all transformations take place in
aqueous media and obey first-order vinetics. Mehran and Tanji
acknowledge that these rate constantis vary with the energy
source, oxygen level, soil water content, temperature and

other variables. However, in their analysis, the rate con-



stants were estimated by empirical fitting, and the effect
of the environmental factors upon the numerical value of
these constants were not identified.

The analysis of Mehran and Tanji also assumes
that the microbial population reaches a steady-state popu-
lation. They point out that the development of functional
relations between rate constants and environmental factors
such as tempefature, water content, aeration and other
environmental variables is essential for better predictions

of N transformations. However, they report that such func-

tional relationships are not readily available at the present,

The intimate coupling of the biological N trans-
formations to the soil environment predicates the use of
bijophysical models to describe the dynamics of the system.
Although there is a scarcity of available data for develop-
ing microbial models, there is some information available
at th2 molecular and enzymatic level to structure a biophy-
sical model. However, due to the lack of fundamental data
in some areas, a biophysical model such as this must contain
some hypothetical components. The problems in using data
from the literature to verify the model are as fplTows:

i) in using Tliterature data, not all the input para-
meters required by the model are known; those not known must

be assumed. It is therefore inevitable that in the first
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phase of wodel development, the models will contain some
hypothetical elements not directly validated by data;

ii) Published works on N transformations generally
do not examine all the processes collectively. Consequently,
a modeler is forced to use bits and pieces of éxperimenta]
work,
An improvement in the data available for verification of
the model is dependent upon a model defining the types of
experiments required and the identification of the para-

meters to be measured.

BIOCHECMISTRY OF NITROGEN TRANSFORMAT1ONS

The purpese of this study is to describe a theo-
retical model of soil nitrogen metabolism appliable to
organic nitrogen release, fertilizer nitrification, leaching
of nitrate, and denitrification. The agriculturalist needs
soil microbes as a means of converting organic nitrogenous
materials into forms available for plant nutrition. The
microbes on the other hand require nitrogenous substates as
a material and enerqgy input for growth and reproduction.
These two orientations are shown schematically in Fig. 5.1
A biophysical model of the soil nitrogen system should in-

clude both aspects. However, as a simplification, the popu-
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Tation can be held -constant and a model of the N trans-
formation reacticons developed. This can then be coupled
to a growth and reproduction model.

The analysis described in this report is pri-
marily oriented towards a nitrogen transformation model
for populations at steady state. The equations describing
the N transformations in the model are derived from the
assumptions governing enzyme systems as outlined by Reiner
(1969). These assumptions lead Lo rcactions demonstrating
enzyme saturation, substrate autoinhibition and substrate

competition for reaction sites.

gssentials of 50ii Nitrogen Cycle

In an irrigated non—leguminoqs crop production
system, nitrogen fixation can be ignored as an immediate in-
put and the residual organic nitrogen and nitrogen fertili-
zer can be considered the primary input terms. Figure 5.2
shows a simplified soil nitrogen cycle.

The preliminary model considers four functional

microbes a) ammonifying microbes; b) Nitrosomonas; c¢) Nitro-

bacter and d) denitrifying bacteria.

Ammonification

In the soil, ammonium production is often the result
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of interactions between different organisms; those re-
sponsible for the initial hydrolysis of the polymer
proteins and aminopolysaccharides, and those which rapidly
liberate ammonia from the resulting smaller moiecules.
Ammonification in the soil is essentially oxidation, with
carbon dioxide and water being formed at the same time.

The overall reation can be summarized:

Mineralizing

Microbes
ORGANIC N + 02 -~ NH4 + 002 + HZO' (1)

In this model, all forms of organic nitrogen

(N) are considered to be mineralizable. Non-mineralizable
organic nitrogen is not included. A recent study (Bremner,
1967) has confirmed that 20 to 50% of organic soil N occurs
in the form of amino acids. Many of the amino acids and
amino sugars are of bacterial or fungal origin. The break-
down of amino acids is complicated by reactions that do

not yield ammonia and therefore reduce the rate of ammoni-
fication. The synthesis of bhacterial and fungal protoplasm
absorbes amino acids. Often, while some amino acids are
being assimilated, others are being oxidized. The incorpor-
ation of bacterial growth into the model is necessary to

describe this phenomena.



Nitrification

Biological oxfdation of ammonium to nitrate is
known as nitrification. Nitrification consists of two
steps: ammonium is converted first to nitrite and then to
nitrate. The first step is brought about by a group of

autotrophic bacteria collectively called Nitrosomonas in

keeping with the following overall reaction:

+ i -
2NH, " + 30, NIErosemenas.  ayg” 2y.0 + an* (2)
The second step is affected largely by a collective group of
autotropic bacteria called Nitrobacter. The overall reaction

is:

- Nitrobacter -
2N0,” + 0, > 2NO, (3)

These collective names include numerous species. Nitrifica-
tion is also brought about by certain heterotrophs but the
part these hetérotrophic microbes play is not certain and
therefore has been neglected.

Nitrification requires gaseous oxygen as it occurs
only in well aerated soils. The reactions are also greatly
influenced by the water content of the soil, by temperature

and by pH. Nitrosomonas requires calcium for nitrification




to proceed. By conirast calcium is not necessary for

Nitrobacter {Meyerhef, 12716).

Meyerhof (1916 a,b) found by measuring oxidation

rates that the optimum pH of Nitrosomonas is 8.5 to 8.8,

and that of Nitrobacter is about the same. This can be

seen from the data points given in Figure 5.3, There has
been some doubt cast on the steepness of the pH response

of Nitrosomonas on the acid side and the optimum pH'for

Nitrobacter. As no clearly accepted experimental evidence

for the pH and substrate responses of Nitrosomonas and

Nitrobacter is comparable to that of Meyerhof (1916 a,b),

the constants of the model have been determined from these
results.
Nitrifying bacteria show sensitivity to excess

substrate when in artificial culture. Nitrobacter is in-

hibited by excess nitrate and Nitrosomonas by ammonia.

The inhibition may be slowly overcome, but it is powerful

at first. The data of Meyerhof (1916a, b) has been re-
calculated as absolute concentrations and plotted on a log-
arithmic scale giving a substrate optimum for both bacteria
as shown in Figure 3. This is unlike the behaviour of most
other organisms with their substrates. Neither in pure nor
enrichment cultures can any of the nitrifiers yet known grow

at pH more acidic than 6. However, low rates of nitrifica-
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tion has been reported to occur in soils where the acidity
is a Tow as pH 2.5. One explanation is that the nitrify-
ing bacteria become attached to mineral particles where the

pH is reported to be less acid.

Denitrification - Nitrate Respiration

Denitrification means the microbial reduction of
nitrate and nitrite with liberation of gaseous nitrogen.
Denitrification occurs by a respiratory mechanism termed
nitrate respiration in which nitrate replaces molecular
oxygen (Hattori, 1973). In normal respiration, molecular
oxygen acts as an electron and hydrogen acceptor. Green-
wood (1962) showed that when a soil is percolated anaero-
bically with a solution containing glucose and ammonium
nitrate, the scil utilized nitrate at a rate similar to the
oxygen uptake under air. Since the nitrogen output from
the percolated soil was closely related to nitrate - N
disappearing percolation, it was concluded that, under
anaerobic conditions, nitrate was used solely as a hydro-
gen acceptor and was not assimulated or converted into
ammonia.

Therefore depending on the relative concentrations
of 02 and N03, the electron transport chain can function as

shown:
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NAD—————+ FAD————— Cytochrome C '

Cytochrome———+ 02
Oxidase

Consequently, a source of combined hydrogen and a limitation
on the supply of free oxygen are needed for denitrification
to occur. The inhibition of nitrate reduction by oxygen
depends on the species of denitrifying bacteria present.
Atmospheric oxygen can almost stop nitrate reduction by

Aerobacter (Lewis and Hinshelwood, 1948), while with Pseudo-

monas denitrificans 2.5% 02 gave 45% inhibition and air
(21%) gave 73% inhibition (Sacks and Barker, 1949),

The denitrification reaction can be summarized as:

5.15

(4)

2HNO, + 10(H) Denitrifier > N, + 6H,0. (5)

Alternatively, N20 can be produced rather than N2’ but the
N,O breaks down to N2 either microbially or physically.
Various forms of carbohydrate can act as hydrogen sources

giving the overall reactiong

2HN03— + 2CH

Denitrifier .
-0 # N,0 + 2C0, + 3H,0 (6)



o
.

MODEL DEVELOPMENT

The foundation of the model rests on the assump-
tion that the biological transformations which occur are
enzymatic in nature. The complexity of the enzyme systems
themselves prohibits the modeling of the individual enzyme
reactions. Therefore the approach used in this analysis
is to define a multipurpose 'equivalent' enzyme for each
microbia] species., The concept of the equivalent enzyme
has been developed by Sharpe and DeMichele {1973) and Sharpe
(1973). An equivalent enzyme is taken to represent a com-
plex enzyme pathway or cycle in much the same way that an
equivalent resistor represents the overall resistance of
a resistance network (see Fig. 5.4). Alternatively, the
equivalent enzyme can be viewed as the rate-limiting enzyme
in an enzyme network. Irregardless, an equivalent or
functional enzyme can be defined for each biochemical
process and appropriate rate constants defined for the
overall process rates for the relevant microbes.

The assumptions underlying enzyme kinetics have
been given by Reiner (1969). The primary assumption of
enzyme kinetics is that the enzyme and the substrate form
a complex, and this cdmpound then undergoes internal rear-

rangement, after which the reaction product and the original
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enzvre molecule are “ormed from the rearranged compound.

E+5 e ¢ (7}
k
Ko
C ——————» E + P (8)

where E is the amount of free enzyme,
S is the amount of substrate,
L is the amount of complex,
P is the product formed, and

kT’ k, and k2 are the relevant rate constants,

As the total amount of enzyme is constant throughout

the reaction period

E, = E +C (9)

where Et is the total amount of eénzyme.

The rate reactions can be determined by applying
the law of Mass Action which states that the rate of a
reaction is proportional to the product of appropriate
powers of the reactants' concentrations; the "appropriate
powers" for each reactant is the number of molecules reac-
ting according to the étoichiometric equation. For example,

the rate of formation of C in equation (7) is:



o Cn
[natep)
]
-~

1.E.S. | : (10)

where K] is the proportionality or rate constant.

A numbzr of enzyme schemes have been tried, and
the following has been found applicable to the nitrogen
model developed in this report. The enzyme systems used
include:

a) a simple irreversible multi-complex scheme,

b) a complex reversible multi-valent, multi-
‘complex scheme with two blind ends, and

c) a two substrate irreversible multi-complex
scheme,

The general characteristics of the equivalent
enzyme schemes given above and their .assumptions will be re-

viewed before application to the actual nitrogen model.
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a) Multiple Complexes

In this scheme, the following assumptions have been
made:
i) A molecule of enzyme E and a molecule of substrate
S] combine irreversibly to form a complex Cy-
ii) A molecule of complex C1 combines irreversibly with
a molecule of another substrate 52 to form another
complex CZ‘
iii) Depending upon the enzyme system under study, more
substrates Sf can irreversibly combine with complex
C;.7 to form a higher complex Cy.

iv) The final complex C, breaks up irreversibly, giving
a melecule of product P and the original enzyme
molecule E.

v) The forms of the enzyme are: free enzyme and enzyme
incorporated into the various complexes.

vi) The amount of substrate which is bound to the enzyme

is very small compared with the total amount of

substrate present.

The sioichiometric scheme for the above system is:

-------------------------



o

Gyt 51 S Ci (13)
k n

ey
T S Ch (14)

k .
c, ntl___» £+ p (15)

n

and Et = E + ﬁ Ci (16}

This scheme can be solved for steady state conditions

for n=2:
ky
—_»
E + S, C, , (17)
ky
Cy + S, - —»  C, (18)
ks
C, ————» E + P (19)
and E, = E ¥ ¢, + G (20)
Solving for steady state:
§E  _ _
T ° K30, - kyES4 0 (21)
A0,
T k ES, - k,Cqe8, = 0 (22)



and E = Et - C] - C

Substituting equation (24) into (22),

KySqEy -

27172

P ol ol A MLV S

2 k1S1

from equation (23)

N
TKS,

Substituting {(27) into (26),

k S

1918 = KySykgCa/kaS, = koS,kaC,7k,S,

C =

2 kS,

k.S C., + KiSykaly 4 KoSokoCh Ly o ¢

17162 . e 15184
257 252

k]S]szzC2 + k]S1k Co + kaS,k,C, = ki5,k,S,E

372 2727372 17172727t

_ Ey
- +

¥
SEERLN

A K S]S
C o -
1

Kyko
K3 S, FK,EGS;

™.
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(25)

(26)

(27)

(28)

(29)
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Now
Pl ke (32)
3 3¢
6P . MakaKaSySpEy (33)
5t k]kzs,!S2 + k1k351 + k2k332

The steady state production rate is dependent upon the

substrate concentrations, 51 and S, and the total enzyme
concentration Et' The production rate is constant over
time for any given input of 51, 82 and Et'

b) Complex Multivalent Enzyme Scheme

In this scheme, the enzyme has more than one active
site per molecule. The assumptions for the multiple com-
plex scheme are applied to this enzyme scheme. A number
of additional assumptions are also made:

a) The enzyme can combine with two molecules of
substrates Si at more than one site to give a
double substrate - enzyme complex.

b) The second combination is reversible and the
double substrate - enzyme complex does not
engage in any other reactions. It forms a

blind end.

C. + 5, ———t—  C. (34)



The simplest case of this enzyme scheme is as

follows:
+5. +5,
P N o —— C]]
T Wy -S_
;
+s2
C
2
|

m n’—.—...._...

Writing the stoichiometric chemical equations:

k
£+ S, — c (37)
k
2 1
—2
5] + Cl C] (38)
1 "z]
k

3
—_— 4
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k
Cp, ——"—d E 4P | (41)

and the conservation equation:

Et=|z+c1+c1+c2 (42)
Solving these equations for steady state conditions:

sE . k,C. - K.ES-. = 0O | (43)

5t 472 1771

iil = KyES, - k,5,C. + ko'Ca! = CKaS, = 0 (44)

st 177 27171 2 "1 T MIth3T2

o€y’ K,S.Cq - k, €0 = 0 (45)

st 27171 7 "2 M

GCZ
and

_ 1

E=E, - Cp =€ - (47)

Substituting (47) into (43):
. . .‘ B

and from (45) and {(46):



k. 5.0
L L (49)
K
1
and
k,C
g
c, = =22 (50)
] K55,
Substituting:
S T
32 k' ksS,
Kl KoS KiCo = KiSE. Kyl KuSo + kit kySiKsCo + KySakoaSqk,C
1 K352K4C, 191E¢Ky 7 k3d, 1 kySykgels 131kaS1kyCy
1 .
+ k' kyS,ky84C, = 0 (52)
K S E K1 k.S
C, = 21717t 372 (53)
1 T T
k' kgSpky + Ky kySqkg * kqSqkpSykg + kg kgSokgS,
K.ko ! K.S.S.E
IR Tl T e - | (54)
Kol KiK. So + Kokal KoS: + Kokok (S:)% + kiks' K54S
1 k3kgSy 1K1 Koy 182k 1Sy 1k k3343,
8P r
T kaCy (55)
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]
_ k1k1 k3k48152Et (56)

5 T T T
Kykokg (S7)7 + kyky ' kgSy + ko kgkyS, + keky ' k3548,

This rate equation contains a second power of S] as well

as the first.

) 1

B = kqk,k, (58)

€ = kekq! ¥ (59)
1k kg

D = ki! k.k,S (60)
1 k3kgS;

E = kiks! k.S (61)
151 K35,

Taking the derivative of the velocity equation;

v = %% , with respect to S:

AS] (62)

+ (C+E)S] + D

AD - AB(S])Z (63)

1 (B(S1)2 + (CHE)S, + D)?
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Testing this eguation for a maximum. The condition
for a maximum is ¢&v = 0. One way for this ecquation to equal
55
zero is for the numerator to be zero while the denominator

remains finite.

Setting the numerator equal to zero

AD - AB(5,)% = 0 (64)
therefore
Sy = ¢ ,I D (65)
- VR
Only the positive root need be considered as a
negative concentration of 5, has no meaning. thus
R
S, = J ke k33, (66)

172

This equation indicates that the location of the

maximum depends upon the ratio of k1], k3, k

1 and k2 as
well as the second substrate 52 concentration. The fact
that it is a function of the square root of 52 is novel
and was not expected. This is a case of éutoin-
hibition - the inhibition of the enzyme by its own sub-

strate. Reference to Figure 5.3 shows that autoinhibition

ot nitrification.



c) Two Substrate Irreversibie Multi-complex Scheme

In this scheme, an equivalent enzyme can catalyse two
competing reactions. A stoichiometric scheme for this

system is as follows:

Ky
—_—1
E+ S, c,
k
2
€y + 5, - G
k
3 .
C, > £+ P
k
4
—_—
E + S, ;s
kg
K
6 .

Solving these equations for steady state condition, the fo

lowing is obtained:

SE - -
3T k302 + kGC4 - k]LS] - k4ES3 0
ac1

T k]ES] - kzc]s2 = 0

aCZ

s kZC]S2 - k3C2 = {

5.9

(69)

(70)

(71)

(72)

1a

(73)

(74)

(75)



and

[=2)
[gp]
L

)
—+

f

[=2]
Lo}
4=

R
1 k,S,
¢ - Keba
3 ??552

o3t o Keba
i k_S2 ) k552 4
SRR I RS T P AT
vt kS 4 kS
272 5-2
Substituting into equation (76):

(76)

(77)

(79)

(80)

(81)

{83)



/ (84)
kyS3Ec - €, { gS3 + kgkgSy - KgS,ke |
i ]'( S /
-
k453 + k3k453
k,S
272
Substituting into equation (74):
(86)
i -
K535 kS, 232
k,S;E, - k45,C 1 + k - C {k + kS 1-+ k \= 0 (87)
1215~ K21t o Tzt ey 3 |
Vo kgSy \ K55,

KgSy + E§k483
k232 (88)

k1S]Etk453 (1 + Eﬁ ) - k]S]C4k453( 1 + k3 ) (1 + kg
K 2 kS kzS

|
23 K232 53 !



o
Lo
~e

L TEFLE S (1+E§ * Gy ek )k453fk3+k1 ](1+E§ ﬂ+ Cakeks
\ v KpSp| | kgS, k252
+ CakekySy (1+E§ ) =0 (89)
K257
st |- ety ek et
k252 kgSal \ kp5,
- kgS3Egky - KgSyEkaSpfirgT| 4 Cykek,
K252
+ ChkgkyS (T+k3 ) + CakgS ks (1+k6 )
koS kg S,
it (e | - (50
L ks | keSo
kpS3E kg = C4 kgky * k6k151<1+5§_ i+ k4k353(1+5§ )) (91)
| kS, | 55,
TN
¢, = “3%3%3%
4 - ‘ : (92)
kekz * k6E151(1'k3v FkgkaSyTakg
kpS
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(93)

6E15] 1+k3 | ¥ Kak3S5 [T+k
koSy k55,

A similar equation can be derived to describe the rate

of production of.P1.

SUMMARY OF SECTION:

The enzyme rate equations have been abplied to the
nitrogen microbial metabolism reactions in the soil.
Four equivalent enzymes have been defined: a) an

Ammonifying equivalent enzyme, b) a Nitrosomonas equiva-

lent enzyme, <c) a Nitrotracter equivalent enzyme and

d) a denitrifying equivalent enzyme. These equivalent
enzymes have the following characteristics.
(a) they can interact with more than one substrate,
(b) they form multiple complexes,
(c) only some of the reactions are reversible, and
(d) the total amount of enzyme is conserved, i.e. the
total amount of enzyme is equal to the amount of

free enzyme plus the various complexes.

RESPONSES OF THE MODEL

The equations derived in this study were programmed in
FORTRAN. The computer code has not been included in this re-
port as the model is still deveprmental and requires adjustment
and validation before it can be used as a management tool. The

FORTRAN equations have been included in the report for those who
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wish to include these segments of code in their soil com-
puter models.

The FORTPAN equaticns and the responses of the model
to varying environmental conditions are presented herein:

A) Ammonification

E1 + opoN —lm (11 (94)
02 + c11 K2y co (95)
c21 K3 5 NH& + COZ + H20 + E (96)
E1 + C11 + c21 = EIT (97)

where E1 represents the amount of uncomplexed equivalent enzyme,
JRGN is the concentration of organic nitrogen capable of
enzymatic breakdown,
Ci1 is the amount of complex formed between E1 and ORGN,
02 is the gaseous oxygen concentration adjacent to the
microbe,
C21 is the amount of complex formed between C11 and 02,
and E1T is the total amount of equivalent enzyme per microbe.
Solving these sets of rate equations for steady state

conditions, the rate of ammonium formation per microbe is equal to:

RNH4(1) = C21 * K3 * E1T ' (98)

€21 = K1 * K2 * 02 * QRGN/D1 (99)

DIl = K2 * K3 * 02 + K1 * K3 * QRGN + K1 * K2 * 02 * QRGN (100)
The rate of ammonium formation DNH4 is:

DNH4 (1)} = RNH4{1)*B] (101)
where Bl is the number of microbes per unit volume of soil.

The response of equations (94-101) for varying oxygen

and organic nitrogen concentrations is shown in Figures 5



and 6. The inputs to the equations are shown in Table 5.1
Variations in the constants K1, K2, K3 and E1T will

change the position of these curves. Experimental data is
needed to determine the values of these constants for var-

Tous mineralizer species.

B} Nitrosomonas

INSOM + CA —K3 3 NsoMas

NSOMAS —K2 o A 4+ INSOM

NSOMAS + H —X6___ 3 12

Cl12 + NHA —KL % oo

c22 + 02 —K8 _ y 37

32 —F2__» NO2 + NSOMAS

c22 + H K0 o a5

caz —KIL o ¢op 4y

c22 + NHa —K12 o (5

c52 —K13 o 22 + NH4

hHd = > NH3 + K pK = 9.24

INSOM + NSOMAS + Cl12 + C22 + C32 + €42 + C52 = E2T7
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(102)
(foa)
(104)
(105)
(106)
(107)
(108}
(109)
(110)
(111)
(112)

(113)
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Table 5.1

Yalues 0f Constants

Jsed In Mineralization Mode]

Symbol

Constant

Yalue Units
K1 Rate constant 10+7 cm3mo1es'1sec']
K2 Rate constant 10+6 cm3moles"]sec'1
K3 Rate constant 1 sec”|
. -19 , -1
ET1T Equivalent 10 moles microbe
Enzyme Conc.
ORGN Organic Nitrogen variable moles cm™>
Conc.
High -- BXTO'G moies em3
Low -- 10°8 moles cm™>
02 Gaseous Oxygen variable moles cm'3
Conc.
High -- gx10"® moles cm"3
Low - 10'8 moles cm'3
. +8 . -3
81 Number of Minera- 10 microbes ¢cm

lizing microbes
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where
CA is calcium concentration,
NH4 is ammonium concentration,
H is hydrogen ion concentration,
INSOM is the inactive form of the equivalent enzyme,
NSOMAS is the active form of the equivalent enzyme,
Cl12 to €CHZ are the various enzyme - multiple substrate
complexes,
NOZ2 is the amount of nitrite produced,

E2T is the total amount of microbial equivalent enzyme.

Solving these rate equations for steady state conditions
where E2T does not increase (assuming no microbial growth

or death), the result is:
NH4 = A*H*TOTAMN/(1.+A*H) (114)

where A is a constant
and TOTAMN is the total amount of ammonia in either

gaseous or ion form.

D2

KE*K8*NHA*02/( KA*K6 ) +KB*NHA*CA*02/K6
+ K8*CA*H*02/K7+NHA*CA*H+KB*NH4*CA*H*02 /K9
+ KTO*NHA*CA*H*H/KT1+K12*NHA*NH4*CA*H/K13 {115}

£32 K8*NH4*CA*H*02/(D2*K9) {116)
The rate of Nitrite formation per microbe, RN0O2(1) is:

RNOZ2(1) = KI*C22*E2T (117)



The total rote of nitrite formation DNO2(1) is:

DNO2(1) = RNOZ2(1) * B2 (118)

where B2 is the total number of Nitrosomonas organisms.

The output of the model of Nitrosomonas represented by
these equations is shown in Figures 5.7 ta 5.10. The inputs to
these equations are shown in Table 5.2. H is calculated as
a function of pH as follows:

3

H o= 10.%%(-3,-pH) moles cm~ (119)

The rate constants K4 to K13 were set by taking a
Jeast sauares difference between the experimental points
of Meyerhof shown in Figures 5.7 and 5.8 and the values cal-
culated from equation (116) normalized to its maximum,

The least squares difference has been optimized by
using an optimization code developed by D.W. DeMichele.
This code makes it possible to determine all the constants
for both pH and total ammonium N simultaneously. As shown
in the theoretical section the location of the maximum is

dependent upon the concentration of the other substrates.
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0Ff Constants Used In Nitrosowonas Model

Symbol Constant Value Units
3 -1 -1
K4 Rate constant 1. emmoles sec
K5 Rate constant .49x10'5 sec']
K6 Rate constant .22X10]3 cm3m01es'1sec'l
K7 Rate constant 106 cm?’mohes"]sec'1
K8 " Rate constant 107 cm3mo1es']sec']
K9 Rate constant 17X10° sec” !
K10 Rate constant .98X103 ¢:m3mo1es'1sec'1
K11 Rate constant 1. -sec']
7 3 -1 -1
K12 Rate constant A41X10 cmmoles "sec
K13 Rate constant 1. sec”|
A Proportionality constant 1.]X1012 --
E2T Equivalent Enzyme Con- 10-14 moles microbe™]
centration
R2 Nitrosomonas density 103 microbes <:m'3
TOTAMN Total Ammonium N variable moles cm'3
concentration
-6 -3
High L44X10 moles c¢m
-3

Low

molaes c¢m



Table 5.7

Values QOf Constants Used In Nitrosomonas Model

(CONTINUED)

Symbol Constant Value Units
02 Gaseous Oxygen variable moles cm™>
concentration
High gx10™° moles cm™3
Low moles em™3
CA Caicium ion variable moles em™ 3
concentration
High 1.2x1073 moles cm™S
Low 1.2%107° moles ¢m >
pH -Log 10 Hydrogen variable -log moles 11ter']
jon concentration :
optimum 8.5 -log moles Titer™]
H Hydrogen ion con- calculated moles cm >

centration




The model response to oxygen and calcium ions is given in

Figures 5.9 and 5.10. "It can be seen that, for the given con-
centrations, the response to oxygen decrease is much more

pronounced than that for calcium,

C} Nitrobacter

NBACTR + 2H K14

v

C13

K15

€13 + NO2 ——P Ce3

€23 + 02 KIE ¢33

K17

C23 + H » C43

c43 — XS o 23 + H

c23 + No2 — K19 o (53

c53 —K20 o 23 + nO2

K21

€33 —%  NO3 + NBACTR

NBACTR + C13 + C23 + (€33 + (43 + (53 = E3T

where
NBACTR is the active form of the equivalent enzyme

C13 to C53 are the various enzyme - multiple substrate
complexes

N02 is the concentration of nitrite’
H is the hydrogen ion concentraticn, and

02 is the gaseous soil oxygen concentration.

5.45

(120)
(121)
{122)
(123)
(124)
(125)
(126)
(127)

(128}
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The constents vevr2 aptimized as described for
Nitrosomonas usino ecrna hydrogen meliecule in equation
{(120). It was not pessible to ebtain a good least
squares fit betwoen the model function and the ex-
perimental data of Meverhof (1916 a,b) for pH sensi=-
tivity. When two moiecules of H in equation {(120)

were tried, a much better fit was obtainable. Reference

to Figure 5,3 shows that the Nitrobacter response to pH

is not symmetrical. Figure 5.11 shows the'model response
for both one and two hydrogen ions in reaction (120).
The dotted line represents a one proton C13 complex and
does not fit the data as well as the line representing
a two proton C13 complex., In this case, attempting to
model the system from a rather basic level has enabled a
choice to be made between possible mechanisms.

The solution of equations (120) to (128) for steady

state conditions (no growth or death) is:

D3=K16*02*N02/K14+K16*02*H**2/K15
+NO2*H**2+KT1B6*NQ2*02*H**2 /K21
FK17*NO2*H**Z /K1 2+ KT 9*H**2*N02**2 /K20

C33=K16*NO2*02*H**2/(D3*K21)

RNOZ(1)=K2T*CI3¥L2T

{129)

(130)

(131)
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whaowen

B3 is the number of nitrobacter microbes per cubic
centimeter of soil.

RNO3 is the rate of NO3 formation per nitrobacter
microbe, and

DNO3 1is the total rate of NOZ pfoduction per cm3
of scoil.

The model of Nitrobacter represented by these equa-

tions is shown in Figures 5.12 to 5.14. The inputs and con-
stants for these equations are shown in Table 3. The
hydrogen ion concentration is calculated using equation
(119). The rate constants K14 to K21 were set using

a least squares fit to Meyerhof's daté. The fit to
Meyerhof's data for pH and NO2 is shown in Figures 5.12
and 5.13, normalized to their maximum. It can be seen
that there is good approximation between the experimental
and model predictions. Figure 5.14 shows the hypothetical
oxygen response resulting from using the values given

in Table 5.3 This graph needs experimental verification

for the inputs given,

D) Denitrification

In this system, the microbes are facultative anaerobes
and can use NO3 in place of 02 as an electron acceptor.
In this case, an equivalent enzyme system exists with

effectively two substrates, the oxygen having a
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Table 5.3 Values 0f ZTe-=tants Used In Nitrobacter Model
Symbol Cc""ﬁ;;* N Va{;e Units _
K14 Pate constant 4x10°8 cm’moles 'sec™!
K15 Rate constant 2x10° cmomotes Vsec™!
K16 Rate constant .3x107l cmimoles " 'sec”!
K17 Rate constant 25x1012 cmimotes Tsec”!
K18 Rate constant 1. sec”|
K19 Rate constant J12x10° emimoles  Vsec™!
K20 Rate constant 1. sec”!
K21 Rate constant 1.6 sec”]
£37 Equivalent Enzyme 10'14 moles microbe” !
Concentration

B2 Nitrobacter density 103 microbes cm™3
NO?2 Nitrite concentration variable moles t:m"3

High .27X10'4 moles cm_

Low
pH -Log 10 Hydrogen lon variable -log moles 1iter-}

Concentration

optimum | 8.7 -log moles Titer".|

H Hydrogen JTon Concen- calculated moles cm™3
tration
02 Gaseous Oxygen Concen- variable moles cm™>
tration
High 8X10 moles cm >



greater affinity for the enzyme than NO3. The stoichi-

ometric equations ¢ -egd in the model were as follows:
ANAEROBIC
DENITR + NO3 —K22 o (14 (133)
c14 + cARB —F23 (24 (134)
c24 —-K25 o N2 + 02 + DENITR (135)
AEROBIC
DENITR + 02 —K22 & (14 -~ (136)
CCl4 + CARB —K28 o cc24 - (137)
ccea —K21 o o2 + DENITR | (138)
E4AT = DENITR + C14 + C24 + CC14 + cC24 (139)
where

DENITR is the concentration of free enzyme
NO3 is the nitrate concentration

C14 and C24 are the anaerobic enzyme - substrate
compiexes:

CC14 and CC24 are the aerohic enzyme - substrate
complexes

CARB is the carbohydrate concentration, and

E4T is the equivalent facultative denitrification
enzyme concentration.



Table 5.4 Values 0f Conztants ed In Denitrification "odel
Symbo]l Constant Value Units
K22 Rate constant 10'6 cm3mo1es']sec"1
-6 3 -1 -1
K23 Rate constant 10 cmmoles " sec
K24 Rate constant 10'6 sec']
K25 Rate constant 10~4 cm3moles'1sec~1
K26 Rate constant 10'6 cm3mo1es“]sec'1
K27 Rate constant 10']] sec—1
E4T Equivalent Enzyme 10'7 moles microbe;]
concentration
B4 Facultative Denitri- 10+7 microbes cm~
fier Density
NO3 Nitrate concentration variable moles cm"3
High 8x107% moles em™3
Low 10"7 moles cm“3
02 Seil Air Oxygen variable moles em™?
concentration
High gx10”> moles cm™3
Low 10"12 moles em™d
. -3
CARB Soil Carbohydrate variable moles cm
concentration
High 8X10'6 moles c:m'3
_7 -3
Low 1077 noles cm




The constants were chosen to give
reasonable responses. These constants
are shown in Table 5.4 The greater affinity of the
equivalent enzyme to oxygen over.nﬁtrate is shown by
the ratio of K22 to K25. The affinity for oxygen is
500 times greater. Due to the other reactions however,
the maximum rate of aercbic respiration is threé and a
half times greater than the anaerobic NO3 respiration
for equivalent concentrations of substrate. The change
over from aerobic respiration to anaerobic NO3 respira-
tion as oxygen concentration is decreased is shown in
Figure 5.15 The higher maximum rate of aerobic respira-
tion is the result of the greater enzyme affinity for
oxygen over nitrate. Figure 5.14 shows the denitrifica-
tion response to NO3 concentration for low oxygen -
high carbohydrate concentrations. Also shown are the
responses for high 02 - high carbohydrate and high 02 -
low carbohydrate. These responses need experimental
refinement to accurately adjust the constants. The over-
all response of facultative use of NO3 in place of 02

in respiration is shown by the model.

Total System Response

The individual components of the model have been

described, but the model lacks immobiliation of nitrogen
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which is an important aspect of the model. TFsr this
reason the response of the total system has not been in-
corporated in this report. The model needs revisfon

to include microbial growth, death, and decomposition.
This addition will create the possiblity of inmobiliza-
tion of nitrogen during parts of the growing season.

An additional feature which could be included into the
revised model is the temperature sensitivity of the rate
constants to follow the Arnhenius equation together

with the thermal stability of the equivalent enzymes.
The catalytic properties of the enzymes are sensitive

to reversible and irreversible thermal denaturation.

The equations describing the thermal properties of en-
zyme kinetics have been developed by Sharpe and DeMichele
(1974) and are available in an unpublished manuscript.

Other aspects which need to be incorporated into the
model are microbes' sensitivity to low soil water potentials.
Below -8 bars, Seifert (1969) found that the rate of nitrifi-
cation decreased significantly. It wﬁuld be possible in the
code to render an increasing number of enzymes inactive as the
soil water potential decreases. However, it is difficult to
incorporate into the model the exact mechanism of water po-
tential inhibition of nitrification when no conceptual frame-

work exists.



CONCLUSTONS AND RECOMMENDATIONS

This study formulates the theoretical structure of a
model to describe the reaction kinetics of interlocking
Nitrogenous transformations in the soil. To further ad-
vance the modeling of soil nitrogen metabolism, an indepth
experimental program needs to be established to determine
the temperature dependent rate constants of the competing
reactions., After these rate constants have been established,
a combined modeling-experimental program should be established
to explore the dynamics of the system. The model will help
to overcome some of the experimental difficulties while at
the same time the experimental program will help to validate
the model. A realistically structured model would help to
identify the parameters which are critical and thereforc
should be monitored or measured, and which parameters are
of minor significance. The model can provide insight into
the interrelations of the various competing symbiotic
reactions, thereby giving greater sighificance to some
measurements than would be immediately obvious. The experi-
mental program would in turn reinforce parts of the model and
cast 1ight on the underlying mechanisms involved.

The current researéh interest in the soil nitrogen trans-
formations has gained impetus due to the need to reduce nitrate

pellution of rivers and streams. A realistic model of these
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transformaticons would enable management strategies to be
tested on the comnuter for a wide variety of conditions

and restraints. However, the development of a realistic
model is not an easy task. The system has certain aspects
which are difficult to describe mathematica]ly; the numbers
of organisms involved are immense; and the environmental
conditions beneath the soil are difficult to measure. This
complexity suggests that an expcrimental or theoretical ap-
proach taken in isolation for the other is unlikely to be
successful.

During the development of the model, the population
dynamics of the microorganisms were linked to the biochem-
ical energetics of the mineralizers, nutrifiers and deni-
trifiers. The resulting mathematical model was unstable
due to the delayed feedback of decaying microorganisms
from a population mortality term to a substrate growth
factor. Fig. 5,17 shows a schematic of the population dynamics
of soil nitrogen microorganisms. The solid lines show
the parts of the system which can be mathematically described
as being in quasi-steady~state with the soil environment.
The dashed line portion however, has an inbuilt time delay
which distorts a quasi-steady state formulation. A similar
problem has been encountered in modeling the population

dynamics of the boll weevil in cotton. 1In this case, popu-
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lation increase has a time delay duriné the Tarval qrowth
period within the cotton bud. This problem has been resolved
by an indepth model of boll weevil devé}opment, reproduction
and mortality. (Curry, DeMichele and Sharpe, 1973-4). Equa-
tions of the Lofka-Volterra (1916) type were found unsuitable
to describe this system. Instead, models of boll weevil
metabolism and ﬁhysio]ogy were developed to describe the life
cycle of the boll weevil and its interaction with the environ-
ment. A similar biophysical approach may be applicable to

the organisms involved in nitrogen mineralization, nitrifi-

cation and demtrification.
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